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#### Abstract

Halide perovskites are at the forefront of active research in many applications, such as high performance solar cells, photodetectors, and synapses and neurons for neuromorphic computation. As a result of ion transport and ionic-electronic interactions, current and recombination are influenced by delay and memory effects that cause hysteresis of current-voltage curves and long switching times. A methodology to formulate device models is shown, in which the conduction and recombination electronic variables are influenced by internal state variables. The models are inspired in biological frameworks of the Hodgkin-Huxley class of models. Here, the theoretical precedents, the main physical components of the models, and their application to describe dynamical measurements in halide perovskite devices are summarized. The application of several measurement methods is analyzed, as the current-voltage curves at different scan rates, the impedance spectroscopy response, and the time transients. The transition from normal (capacitive) to inverted (inductive) hysteresis, and the convergence of current-voltage curves to a stable value, are described. It is proposed that neuron-style models capture dynamical complexity with a favorable economy of parameters, toward the identification of the dominant global dynamic processes across a wide voltage span that determines the practical response of different types of devices.


## 1. Introduction

Over the last decade, the realm of photovoltaics has witnessed a surge in research interest centered around halide perovskites.
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This fascination stems from their remarkable ability to achieve powerconversion efficiencies surpassing $25 \%$, a milestone that has propelled them to the forefront of cutting-edge solar cell technologies. ${ }^{[1,2]}$ The unique appeal of halide perovskites lies not only in their impressive performance but also in the simplicity of their solution-based processing methods. This combination of efficiency and ease of fabrication has launched intense exploration into the potential of halide perovskite solar cells, positioning them as a promising frontier in the pursuit of sustainable and high-performance photovoltaic systems. In this dynamic landscape, researchers are unraveling the intricate properties of halide perovskites, aiming to harness their full potential and pave the way for a new era in solar energy harvesting.

Early on in the research of halide perovskite solar cells (PSC) it emerged that they display important additional phenomena that are not included in the usual catalogue of semiconductor photovoltaic models. ${ }^{[3]}$ Certain dynamic effects in timescales that are much longer than electronic kinetics are present, such as a large low-frequency capacitance, ${ }^{[4,5]}$ slow photoconductivity and photovoltage response, ${ }^{[6-10]}$ and the famous dynamic hysteresis of current-voltage curves. ${ }^{[11-20]}$ Most of such effects can be due to the fact that the halide perovskites contain mobile ions. ${ }^{[21]}$ These ions undergo a slow reorganization under external light or voltage stimuli applied to the device, causing both ionic motion, and also coupled ionicelectronic effects. ${ }^{[22-25]}$ Using a variety of experimental characterization techniques, such as impedance spectroscopy and phototransients, a number of peculiar phenomena such as negative capacitance inductive effects, ${ }^{[3,26-30]}$ and anomalous time transients, ${ }^{[31-35]}$ have been broadly reported and discussed.
Early reports indicated the measurement fallacies that happen by hysteresis effects, e.g. larger efficiency by prepoling procedures. ${ }^{[36]}$ It has become apparent the need to control these phenomena, not only for the reliable measurement of the solar cell efficiency in the presence of hysteresis, ${ }^{[37,38]}$ but also for accurate parameter extraction in photodetectors, light emitting diodes, and hard radiation detectors. ${ }^{[21]}$ It has also been
recognized that the diversity of compositions and morphologies of halide perovskites, produces novel and unexpected responses. The modeling framework should provide the ability to analyze a broad range of techniques at the same time.

Meanwhile, the halide perovskites have found interesting applications in other research fields where the memory and hysteresis effects are a functional property, related to resistive switching and neuromorphic computation. ${ }^{[39-43]}$ The goal of neuromorphic engineering ${ }^{[44,45]}$ is to design and build artificial neural systems, like computational arrays of synapse-connected artificial neurons, and retinomorphic vision systems. ${ }^{[46]}$ Memristors are highly nonlinear systems that show resistive switching under voltage cycling. ${ }^{[47-50]}$ Memristors for volatile memories can be switched between two states of conductance, with high and low resistance. ${ }^{[51,52]}$ To use a memristor as a synapse in a neural network, it is convenient to program it with distinct non-volatile resistive states that can support spike timing-dependent plasticity. ${ }^{[47,53-56]}$ Perovskite memristors, which show an amplified hysteresis property, in comparison with solar cells, are emerging as important candidates for the emulation of the brain functions with assemblies of artificial synapses and neurons ${ }^{[39,57-65]}$ Using the remarkable photoexcitation properties of halide perovskites, photonic synapses are being investigated. ${ }^{[64,66]}$

The combined study of perovskite solar cells and memristors has produced recently a useful class of models that are inspired by the biological formalisms that describe the temporal evolution of spiking neurons and the learning mechanisms of synapses. ${ }^{[67-70]}$ These "neuron-style" models enable a combined assessment of different responses such as the current-voltage curve at various scan speeds, the impedance spectroscopy, and the photocurrent transient to illumination. The model approach developed by our group and collaborators ${ }^{[35,68,71-82]}$ and other groups ${ }^{[75,83]}$ enables a very useful practical approach to the general dynamical properties of the complex coupled ionic-electronic response of perovskite devices. Based on this approach it has emerged a classification of hysteresis responses in terms of capacitive and inductive properties, ${ }^{[84]}$ that can be extended to a number of apparently unrelated devices, such as the organic electrochemical transistors, and the rectifying fluidic nanopores. ${ }^{[84-86]}$

In this review, we describe the basic components of the neuron-style models applied to halide perovskite devices, and some of their properties in the standard kinetic measurement techniques. We present a systematic introduction of the different models and a unified approach that enables an understanding of the methods for their application in different types of situations. We use this approach to obtain insight into some key experimental aspects of the dynamical properties of halide perovskite devices.

Far from providing an exhaustive treatment of the enormous phenomenology of perovskite devices, here we show the main physical ideas, provide a representative example of applications, and indicate the relevant literature of several research directions.

As I have commented, this paper is about a specific modeling approach that has been developed mainly by the author and collaborators and a few other groups. However, we do not have any claim to the different experimental phenomena that the models address, and the physical explanations in terms of mechanisms, which have been obtained by a large number of scientists in an
enormous collective effort. I hope to highlight the main references where these contributions where presented, to the best of my knowledge. It is beyond our task and out of the scope to make a comprehensive account of all the publications where these varied phenomena have been discussed.

## 2. Dynamical Behavior of Halide Perovskite Solar Cells

This paper is strongly influenced by a large body of work on impedance spectroscopy of solar cells and memristors. As reviewed recently, ${ }^{[87-91]}$ the impedance is a powerful characterization tool that shows the dominant components of photoelectrical behavior in terms of resistances, capacitors and inductors, and how they are connected. As such, it provides an important dynamical picture of the device at a given operation point. The models can be well represented by an equivalent circuit that exposes the (often) complex processes going on. Equivalently, the same information can be analyzed by small steps or currents and voltage. ${ }^{[92,93]}$

However, impedance spectroscopy and the associated equivalent circuit is a small perturbation response, and the need for more general approaches has emerged in relation to the realization that the impedance response is strongly connected to hysteresis types in large voltage scans of the currentvoltage curves. ${ }^{[84]}$ This was motivated by the recognition of the connection of negative capacitance and inverted (inductive) hysteresis. ${ }^{[28,94]}$ In fact, the operation of solar cells and memristors in many circumstances requires to control the dynamical response to a large perturbation. Characteristic measurements are the following:
i) A triangular voltage ramp formed by small step voltages, at scan rate $S_{r}$, used to measure the stationary current-voltage curve, by the scheme ${ }^{[84]}$

$$
\begin{equation*}
V=S_{r} t \tag{1}
\end{equation*}
$$

This is the essential method to measure the solar cell performance, whereby hysteresis becomes apparent. ${ }^{[11-18]}$
ii) Application of a large voltage step and measurement of current. ${ }^{[95]}$
iii) Application of a succession of large square voltage pulses in synaptical operation. ${ }^{[60,62,73]}$ The voltage pulses change the conductivity of the synapse element which is the memory property that is useful in the context of a neural network.
iv) An illumination pulse or a succession of illumination pulses is used for the characterization of photodetectors. ${ }^{[77,96-100]}$ Related to this method is the open-circuit voltage rise or decay (OCVD) in which the open-circuit voltage is measured after disconnecting a stationary light source. ${ }^{[7,10,101,102]}$

The application of complementary methods is a strong tool to obtain robust models and to reveal phenomena that can be hidden in one method and readily visualized in another, as shown by Ravishankar et al. for the charge extraction dynamics. ${ }^{[103]}$ Let us summarize the specific problems that we face in the analysis of important operational aspects of halide perovskite devices.


Figure 1. a) Representative current-voltage curve of a quadruplecation perovskite solar cell with an active layer composition of $\mathrm{Cs}_{0.05} \mathrm{Rb}_{0.05} \mathrm{MA}_{0.15} \mathrm{FA}_{0.75} \mathrm{~Pb}_{1.05}\left(\mathrm{Br}_{0.05} \mathrm{I}_{0.95}\right)_{3}$, obtained using a step-size of $10-\mathrm{mV}$ and voltage scan rate of $50 \mathrm{mV} \mathrm{s}^{-1}$. Halide perovskite exhibits normal and inverted hysteresis derived by the voltage-dependent transient dynamics of the photocurrent responses, consisting of decays at low voltages, b) 0 V and c) 1 V , and negative spike components with abrupt final rises in current for the high voltage-domain, d) 1.2 and e) 1.3 V . H. Reproduced with permission. ${ }^{[72]}$ Copyright 2024, Creative Commons Attribution (CC BY 4.0) license.

In Figure 1 we show characteristic measurement of the current-voltage curve under illumination of a PSC. The curve shows a separation when forward and backward directions are recorded, which is the often-found phenomenon of hysteresis. This effect complicates the evaluation of performance. Furthermore note that there is a self crossing point (c), where the hysteresis changes from capacitive at lower voltage, to inductive at higher voltage. ${ }^{[72,84]}$ Correspondingly, the small signal transient photocurrent is also observed to change qualitatively. After an initial fast spike, the longer time dynamics decrease with time in the capacitive region (b), and increasing with time in the inductive re-


Figure 2. a) Experimental evolution of current transients in response to steps from 0 V to different values of voltage for a perovskite solar cell with configuration $\mathrm{FTO} / \mathrm{TiO}_{2} / \mathrm{MAPI}\left(\mathrm{MAPbl}_{3}\right) /$ spiro-OMeTAD/Au cell, Time transient with inductive loop traces appears at voltages values $>0.9$ V. Reproduced with permission. ${ }^{[95]}$ Copyright 2017, Creative Commons Attribution (CC BY 4.0) license. b) Measurement (black) and simulation (red) of transient currents as a response to voltage steps in the dark in the log-log representation for a device structure as ITO/TaTm: $\mathrm{F}_{6}$-TCNNQ/TaTm/MAPI/C $\mathrm{C}_{60} / \mathrm{C}_{60}: \mathrm{Phlm} / \mathrm{Ag}$. Reproduced with permission. ${ }^{[104]}$ Copyright 2019.
gion (e). The combination of initial decay and long term current increase is shown in Figure 2 for large perturbation voltage steps.

These dynamical effects have important implications. For establishing the performance in terms of the power conversion efficiency (PCE) it is necessary to obtain the product of current and voltage at the maximum power point (MPP). It is required to apply time-consuming advanced measurement protocols such as MPP tracking. ${ }^{[37,38,36,105-107]}$ These methods are generally based on a perturb-and-observe algorithm. The power output is maximized by constantly perturbing the operating voltage and recording its effect on the power output until the convergence is satisfied. In the area of PSC it has been understood the connection between the impedance components and the hysteresis behavior, ${ }^{[17,108-112]}$ with important application for stabilization of the current-voltage curves and determining the stationary performance. The large capacitance of the PSC ${ }^{[17,26,110,112,113]}$ interferes with the convergence of the tracking algorithm. ${ }^{[19]}$ Figure 3 shows the different steps of the current-voltage curve, in (a-f), that in this case shows a capacitive transient response. The oscillations leading to stabilized performance are shown in Figure $3 f, g$. Determining the MPP requires some oscillation to the steady state situation, that present a complex relationship with the maximum output point, and as shown in Figure 3 f the


Figure 3. Exponential transient current density measurement for $a-c$ ) voltage stepping in SC-OC and OC-SC directions and d-f) detailed transient current density response at 0.9 V for the different voltage step sizes (light to dark color: $0.01,0.05,0.1,0.2 \mathrm{~V}$ ) for SC-OC (red) and OC-SC (blue) stepping. studied solar cells use either MAPI or $\mathrm{Cs}_{0.1} \mathrm{FA}_{0.9} \mathrm{PbI}_{2.865} \mathrm{Br}_{0.135}$ ( FACs ) Three different stacks: ( $\mathrm{a} / \mathrm{d}$ ) $\left.\mathrm{TiO}_{2} / \mathrm{MAPI}(\mathrm{b} / \mathrm{e}) \mathrm{TiO}_{2} / \mathrm{FACs}(\mathrm{c} / \mathrm{f}) \mathrm{SnO} / \mathrm{FACs}_{2} \mathrm{~g}\right)$ MPP tracking for the different algorithms used on the same cell on $\mathrm{TiO}_{2} /$ MAPI PSC using measurement delays of 0.01 s (closed dots) and 3.0 s (open dots). Reproduced with permission. ${ }^{[37]}$ Copyright 2019.
determined performance may depend on the method used. In general, if hysteresis causes significant transient behavior at the given chopping frequency then there is concern to determine the performance parameters. ${ }^{[19]}$ Sophisticated tracking methods have been developed to ensure the convergence. ${ }^{[114]}$

Clearly, the transient behavior is the key for establishing the stabilized performance in a reasonable time ${ }^{[72]}$ thus ref. [37] includes the measuring of the transient time to the tracking method. The direction of convergence will be inverted if the hysteresis is changed. ref. [19] suggested the incorporation of a hysteresis tracker to the algorithm, and ref. [72] provides a criterion based on the transient behavior to determine the maximum scan rate at which hysteresis vanishes. This method will be explained in Section 15.

## 3. Basic Solar Cell Device Model

There is a good general understanding of photovoltaic models. ${ }^{[117,118]}$ The incident light produces a generation of electrons and holes, that cause a splitting of the Fermi levels which is opposed by internal recombination, determining a photovoltage $V_{o c}$. The charge extraction at selective contacts creates a photocurrent $j_{p h}$. These models, based mainly on standard semiconductor properties, cover well the main photovoltaic technologies, such as silicon and thin film solar cells. ${ }^{[119]}$ Other types of devices, like the dye-sensitized solar
cells and the organic solar cells, ${ }^{[120]}$ require some electrochemical concepts related to ion transport and a visible chemical capacitance. ${ }^{[121,122]}$

Very often the aim of characterization of solution-processed solar cells was on the detailed understanding on transport and recombination conditions, in order to improve the performance. This method enables optimization of the material parameters of a specific configuration. One could devote a large effort to the detailed understanding of a single device and make an interesting publication. This attitude is still applied for PSC, by using a range of measurement methods and explaining significant details of the deviation from the maximal theoretical performance. ${ }^{[123]}$

However, as the PSC research progresses, other needs have emerged. One must take into account the extraordinary variety of compositions ${ }^{[124,125]}$ and morphologies ${ }^{[126]}$ that can be explored. For technological progress it is necessary to evaluate the performance and degradation under ageing of thousands of devices. ${ }^{[19,38]}$ There is scope for unified methods that can evaluate dynamical properties of devices with rather different behavior, from nearly steady state operation, to ultrafast switching behavior. The general purpose of reviewing here neuron-style models is to encourage methods that provide significant insight into device dynamical properties with relatively low numbers of parameters, which allows the comparison of different types of devices.


Figure 4. a) Scheme of p-type semiconductor material with selective contacts to electrons and holes, ESC and HSC, a model of a solar cell. a-c) in dark. is the dark generation current (by incoming photons) that coincides with the diode reverse saturation current. is the recombination current that generates outgoing photons (neglecting photon recycling effects). a) In dark equilibrium, showing the balance of incoming and outgoing photons absorbed or produced in the material, and the equilibrium Fermi level. b) At forward bias, the minority carrier electrons Fermi level increases and current is injected at the contacts. c) At reverse bias, the carriers are extracted determining the reverse saturation current. d-f) Under illumination, absorbed photons promote excitation of electrons from the valence band to the conduction band. d) Open circuit: The generation current achieves equilibrium with recombination. This raises the electron Fermi level and causes the production of the photovoltage. No current is extracted from the solar cell. e) At lower voltage than, the recombination rate is less than the total generation, electrons and holes are extracted in the external circuit and this constitutes a photocurrent. f) Short-circuit: The voltage is zero, all the current created by photogeneration from the illumination in excess of thermal radiation is extracted and constitutes the short-circuit current.

With these objectives in mind we introduce in Figure 4 a suitable photovoltaic model based on fundamental principles. This model has been explained in detail in my book ${ }^{[127]}$ and a brief summary is presented here. This simple model has the advantage that contains the essential elements of photovoltaic operation, and the limitations of the model will be pointed out and improved later on.
The device is formed by the light-absorbing semiconductor containing electrons and holes, with densities $n, p$, and Fermi levels $E_{F n}, E_{F p}$, respectively. The voltage in the solar cell is defined as $u$ and is related to the separation of Fermi levels at the complementary selective contacts, as:
$u=\frac{E_{\text {Fn }}-E_{\text {Fp }}}{q}$
where $q$ is the elementary charge. The meaning of analytical variables is summarized in Table 1.

Recombination of electrons and holes at position $x$ occurs with the rate $U_{\text {rec }}(n, p, x)$. The recombination current density $j_{\text {rec }}$ is defined as the integration across the film thickness $L$
$j_{r e c}=\int_{0}^{L} U_{r e c}(n, p, x) d x$
The top line in Figure 4 identifies the dark operation. The semiconductor material is bathed in the Lambertian blackbody radiation that generates a flux of generated electrons termed $j_{0}$. In Figure 1a the dark generation in equilibrium is balanced by the recombination current. Therefore
$j_{0}=j_{\text {rec }}(u=0)$
In forward bias, carriers are injected to the semiconductor. Recombination increases exponentially, according to the

Table 1. Notation.

| $V$ | Applied voltage |
| :--- | :---: |
| $V_{o c}$ | Open circuit photovoltage |
| $V_{b i}$ | Built-in voltage |
| $u$ | Internal voltage |
| $v_{s}$ | Slow internal surface voltage |
| $n_{\tau}$ | Bulk diode recombination ideality factor |
| $n_{s}$ | Surface diode recombination ideality factor |
| $n_{r}$ | Effective diode recombination ideality factor $\frac{n_{\tau} n_{s}}{n_{\tau}+n_{s}}$ |
| $j_{t o t}$ | Photocurrent density |
| $j_{p h}$ | Stationary recombination current density $J_{r e c o l} e^{\frac{q}{k_{B} T} \frac{u}{n_{r}}}$ |
| $J_{r e c}(u)$ | Recombination current $J_{r e c 0} e^{\frac{q}{k_{B} T}\left(\frac{u}{n_{\tau}}+\frac{v_{s}}{n_{s}}\right)}$ |
| $j_{r e c}\left(u, \nu_{s}\right)$ | Slow internal current |
| $j_{d}$ | Surface capacitance C Cont density $e^{\frac{q}{k_{B} T}} \frac{v_{s}}{n_{s}}$ |
| $C_{s}$ | Differential conductance $\frac{q}{n_{s} k_{B} T} J_{r e c}(u)$ |
| $g_{s}$ | Differential conductance $\frac{q}{n_{\tau} k_{B} T} J_{r e c}(u)$ |
| $g_{r}$ | Differential conductance $\frac{c_{s}}{\tau_{s}}$ |
| $g_{C}$ | Capacitive time constant $\frac{C_{g}}{g_{s}}$ |
| $\tau_{a}$ | Inductive time constant $g_{s} L_{s}$ |
| $\tau_{s}$ |  |

parameter $n_{r}$, the recombination diode quality factor. The recombination current is then written as:
$j_{r e c}=j_{0} e^{q u / n_{r} k_{B} T}$
Here $k_{B}$ is the Boltzmann's constant and $T$ the absolute temperature. Usually, $n_{r}$ takes values between 1 and 2 . As discussed later the analysis of the diode factor requires a careful assessment of the ideality factor of the different resistances in the system, in order to identify the origin of recombination mechanisms. ${ }^{[128]}$ These properties are investigated in recent publications. ${ }^{[29,128-133]}$

In steady state, the net current extracted from the diode is:
$j_{t o t}=j_{\text {rec }}-j_{0}$
The carrier densities are homogeneous across the solar cell thickness due to fast transport so that the bands and the Fermi levels are flat. The current density-voltage characteristic, takes the form
$j=j_{0}\left(e^{q u / n_{r} k_{B} T}-1\right)$
Note that $j_{0}$ is the same parameter as the reverse saturation current of the diode equation.

When illumination impinges the device, the carrier generation produces a photocurrent, $j_{p h}$. The lower row of Figure 4 shows the three important conditions of the solar cell regulated by the voltage applied externally. At open circuit (OC) no current leaves the device. At intermediate voltage the extracted current is:
$j_{t o t}=-j_{p h}+j_{0}\left(e^{q u / n_{r} k_{B} T}-1\right)$
Finally at short circuit $u=0$ and the full photocurrent is extracted.

The model of Equation (8) provides a suitable starting point for the transient behavior of PSC, as discussed later. This model allows to characterize the dominant internal carrier density in terms of the internal voltage. Some comments are needed to qualify the application of this framework.

Figure 5 shows a more detailed modeling showing the evolution of the charge densities into the transport layers. However, it must be noted that the Fermi levels are nearly flat as suggested in the homogeneous model. This is due to the fact that the solar cell has a large charge collection efficiency, related to fast transport characteristics. We can observe that at low voltage in Figure 5b the different cells show a similar behavior where the decrease of the voltage makes very little effect on the photocurrent. A similar behavior is observed in Figure 1a. It is close to $V_{o c}$ where the interesting action occurs, which means that the internal electrical field can be ignored and the cell operates basically by recombination effects. Figure 5c shows results of a single junction PSC that yields $27 \%$ efficient monolithic $\mathrm{n}-\mathrm{i}-\mathrm{p}$ perovskite/silicon tandem solar cells. In this optimized device the current-voltage curve is practically flat close to SC , and there is almost no hysteresis below $0.5 V_{o c}$, while capacitive hysteresis is observed close to $V_{o c}$. The hysteresis is well correlated with the results of impedance spectroscopy shown in Figure 5d.

This is when the model by Equation (8) is appropriate. Furthermore, we can ignore the term $j_{0}$, as it is only significant in reverse voltage. Henceforth we use uppercase letter for the stationary recombination current and we have
$J_{\text {rec }}(u)=J_{\text {reco } 0} e^{\frac{q u}{n_{r} k_{B} T}}$
$j_{\text {tot }}=-j_{p h}+J_{\text {rec }}(u)$
As the photocurrent is an added constant in this approach, the subsequent models will focus on the recombination current.

In some PSCs, there may be charge collection issues, and the influence of the electrical field formed by ions in the photocurrent has been adopted for interpretation of hysteresis effects. ${ }^{[104,135,136]}$ In devices as photodetectors, that do not have intrinsic charge collection, the effect of electrical field on the photogenerated carriers needs to be considered. These effects will be discussed in Section 11.

## 4. Halide Perovskite Memristor Devices

We turn our attention to a different type of halide perovskite device, normally termed a memristor, with examples shown in Figures 6-9. These devices are intended for brain-like computation networks and memory storage as commented in the Introduction. ${ }^{[138,139]}$ We observe that the dark current-voltage characteristics in Figures 6-9 resemble those of the solar cell devices. However, the significant difference is a huge hysteresis loop that is onset at some positive voltage. This loop represents the property of resistive switching between a low and a high conductance state. In some cases, the rising current obtains an exponential dependence, so that these devices can still be regarded as controlled by recombination as in Equations (9) and (10). The detailed mechanisms are often complex, as indicated Figure 7. In classical memristors the resistive switching corresponds to the construction of a conducting ionic filament in an insulating


Figure 5. a) Device simulations of perovskite cells (ITO/PTAA/perovskite/ $\mathrm{C}_{60} / \mathrm{BCP} / \mathrm{Cu}$ ) with and an energy offset of 0.3 eV at the perovskite/ $\mathrm{C}_{60}$ interface which leads to considerable $\mathrm{V}_{\text {oc }}$ loss of 0.27 V (from 1.18 to 0.91 V ) due to a built-up of charge carriers at the electron selective contact, which increases the interfacial recombination. b) The $J-V$ curves of the corresponding p-i-n devices demonstrating the improved $V_{o c}$ from $C_{60}$ to PCBM to ICTA to $\mathrm{PS} / \mathrm{C}_{60}$. Reproduced with permission. ${ }^{[130]}$ Copyright 2019. c) Hysteresis analysis of single-junction solar cells. Influence of the voltage scan speed on the hysteresis behavior of the $\mathrm{C}_{60}$-anchored $\mathrm{a}-\mathrm{NbO}_{\mathrm{x}}$ based PSCs based on 1.61 eV perovskite absorbers. d) Impedance analysis of the $\mathrm{a}-\mathrm{NbO}_{\mathrm{x}}$ and $\mathrm{C}_{60}$ ancored a-NbOx contacts at $\mathrm{V}_{\text {OC }}$ condition under 0.01-sun illumination. Reproduced with permission. ${ }^{[134]}$ Copyright 2021, Creative Commons Attribution (CC BY 4.0) license.
medium, ${ }^{[140,141]}$ or the modification of interfacial barriers. ${ }^{[142]}$ In the halide perovskite memristors, the blocking medium may be a thin insulating buffer layer at one contact, as in Figure 7, ${ }^{[137]}$ and the onset voltage depends critically on the metal contact and ionic distributions. ${ }^{[143,144]}$ These complex multi-ionic chemical processes require a first conditioning cycle Figure 7c, before establishing the stabilized operation, which may consist on the combination of successive onset processes. Note in Figure 6 that the device shows a change of property from capacitive hysteresis at low voltage to inductive hysteresis at high voltage, similar to that in Figure 1a.

The application of halide perovskite memristors for computational networks relies on the change of the conductance state, associated to the inductive hysteresis, that is shown in Figure 8. The gradual rise of current level by a train of voltage pulses is termed potentiation, as it will increase the weight of a synapse by the received positive signal, or the opposite case in depression. Figure 9c,d show the detailed transient behavior, that is composed of a fast initial spike, and a current increase at longer time. These are the trends already remarked in Figure 2 but more clearly defined. These features, described in Section 14, are closely related to the capac-
itive and inductive hysteresis observed in the current-voltage curves.

## 5. The Biological Neuron Response

Beyond the steady state effects represented by Equations (9) and (10) we aim to introduce the dynamical effects in order to explain the results of measurements summarized in Section 2. In order to set the precedents of the models developed later, we explain first the neurological model, then the engineering idea of a memristor, and also the definition of a chemical inductor.

For emulating the physical behavior of neurons and synaptic devices, one takes advantage of the knowledge about the natural systems. Neurons convey information via spiking signals, characterized by their sparse, pulsed, and frequency-modulated nature. These spikes originate from voltage-gated ion channels within the neuron membrane, shown in Figure 10a. By a coupled operation of these channels, the neuron emits trains of single-bit impulses called action potentials, Figure 10b, which are then transmitted to neighboring neurons through synapses. ${ }^{[145,146]}$

Around 1950 Hodgkin and Huxley (HH) developed a model, based on a set of differential equations. ${ }^{[145,149-151]}$ A range of


Figure 6. Characteristic current-voltage ( $I-V$ ) response in the linear scale of the FTO / PEDOT:PSS/MAPbBr $/$ / Au memristor device with varying upper vertex voltages of a) 0.25 , b) 0.75 , and c), 1.25 V , with the arrows indicating the scan direction. Corresponding $I-V$ response in the semi-log scale for upper vertex voltages of d) 0.25 V , e) 0.75 , and f) 1.25 V with the arrows and numbers indicating the scan direction and sequence, respectively. Voltagedependent impedance spectral evolution measured at g) 0 V , h) 0.3 V , and i) 0.6 V exhibiting a transition from a low frequency capacitive response at low applied voltages to a low frequency inductive response at high applied voltages. Figure courtesy of Cedric Gonzales. Reproduced with permission. ${ }^{[84]}$ Copyright 2023, Creative Commons Attribution (CC BY 4.0) license.
bio-physical models extended the original HH formulation ${ }^{[145,152-156]}$ incorporating different types of complexities that enable the realistic simulation of neural systems. The enormous success of HH model is due to the accurate representation of the concerted operation of the ion channels, that describes well the temporal responses of action potentials illustrated in Figure 10.

Consider the voltage $u$ and the current $j_{\text {tot }}$ across the neuron wall. The structure of the HH model is as follows:
$j_{\text {tot }}=C_{m} \frac{d u}{d t}+g_{N a} m^{3} h\left(u-E_{N a}\right)+g_{K} n^{4}\left(u-E_{K}\right)+g_{\text {leak }}\left(u-E_{\text {laak }}\right)$
$\tau_{m}(u) \frac{d m}{d t}=M(u)-m$
$\tau_{h}(u) \frac{d h}{d t}=H(u)-h$
$\tau_{n}(u) \frac{d n}{d t}=N(u)-n$

The first term in Equation (11) is a capacitive charging with the capacitance $C_{m}$ of the neuron wall. The next three terms correspond to generalized Ohm's law where $\left(u-E_{i}\right)$ is the driving force. Each type of channel is selective to conduct one type of ion, with conductance $g_{N a}, g_{K}, g_{\text {leak }}$ where the latter is a leak term, and the $E_{N a}, E_{K}, E_{\text {leak }}$ are the equilibrium potentials at which each of the currents is balanced by ionic concentration differences across the membrane. The variables $m, h, n$, vary between 0 and 1 and represent sodium channel conductance activation, sodium channel deactivation, and $K$ channel activation respectively. These
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Figure 7. Cross-sectional SEM micrographs of $M A P b I_{3}$ memristors with thin undoped a) PCBM and b) PMMA buffer layers with a schematic diagram of the device configuration. c) Representative characteristic I-V curves of the initial conditioning step of the FRESH device and the stabilized two-step SET process and RESET process with the arrows indicating the scan direction. d) Schematic diagram of the electroforming and two-step SET process mechanism under the applied voltage of the memristive devices with buffer layers. The colors of the device configuration indicate the layers in the schematic diagram. Reproduced with permission. ${ }^{[137]}$ Copyright 2023, Creative Commons Attribution (CC BY 4.0) license.
variables describe the conductance state of each channel according to the kinetic relaxation Equations (12-14). The kinetic times $\tau_{m}, \tau_{h}, \tau_{n}$ are a function of the voltage $u$, and so are the equilibrium functions $M, H, N$ of the activation variables. Detailed interpretation of these mechanisms and their applications to artificial neurons is explained in ref. [67].

## 6. Simple Memristor Model and the Chemical Inductor

The observation of resistive switching goes back in the centuries and resistive switching technology is continuously investigated for different types of applications. ${ }^{[51,157-159]}$ In recent decades, ${ }^{[160]}$
following Chua's suggestion these systems have been broadly conceptualized as memristors. ${ }^{[52,161]}$ Memristors can be defined as a nonlinear system with memory affected by one or more state variables denoted $x_{i}$. ${ }^{[48]}$
$j_{t o t}=F(u, x)$
$\tau_{k} \frac{d x}{d t}=X_{e q}(u)-x$
Equation (15) is a conductance equation that depends on the voltage $u$ and a state variable $x$. The adaptation of $x$ to the equilibrium value $X_{e q}(u)$ is delayed by the Equation (16) with the


Figure 8. Electrical Performances of the halide perovskite-based memristor. a) Schematic illustration of the fabricated Au/MAPI/ITO memristor (left), cross-sectional SEM image of the memristor (middle), and molecular structure of MAPI (right). b) Typical I-V characteristic of the memristor. (inset: I-V characteristic under linear coordinate.) c) $I-V$ characteristic with different sweeping voltages ranging from 0.5 to 1.0 V . d) Demonstration of the linear potentiation of the device's conductance with 1000 continuous impulses. Upper left: an enlarged picture of current trend between 2.5 and 3.0 ms . Upper right: an enlarged picture of current trend between 7.5 and 8.0 ms . ( $\mathrm{V}_{\text {pulse }}: 2 \mathrm{~V}, \mathrm{~V}_{\text {base }}: 0 \mathrm{~V}, \mathrm{~T}_{\text {pulse }}: 5 \mathrm{~ms}, \mathrm{~T}_{\text {interval }}: 5 \mathrm{~ms}$ ). Reproduced with permission. ${ }^{[61]}$ Copyright 2020, Elsevier.
relaxation time $\tau_{k}$. Several examples of the memory variable will be classified below.

Solar cell devices usually have a series resistance $R_{s}$ so that the applied voltage $V$ is divided as:
$V=R_{s} j_{\text {tot }}+u$
where $j_{\text {tot }}$ is the current density and $u$ is the voltage inside the device, as mentioned earlier. The voltage in the series resistance is an important factor when the potentiostatic impulses are applied to the solar cell.

By the normal usage of "memristor", the phenomenon of resistive switching is understood, and in fact many authors reserve
this denomination for devices that show permanent, non-volatile distinct resistive states. ${ }^{[49]}$ However the memory mechanism in Equations (15) and (16) is of much broader scope, and applies in many systems unrelated to the resistive switching. This mechanism has been given the general denomination of a chemical inductor, ${ }^{[69,162]}$ with applications in diverse fields as electrocatalysis, batteries, neurons, and solar cells. ${ }^{[67,162]}$ The relaxation Equation (16) is suggested in mechanisms of the negative capacitance in electrochemistry ${ }^{[163-165]}$ and in bulk polarization models. ${ }^{[83]}$

As an example, we remark that the HH model of Equations (11)-(14) have the structure of three chemical inductors by the activation variables $m, h, n$. To my knowledge, HH model is the first application of a chemical inductor in any area of science.


Figure 9. a) The characteristic $I-V$ response in the linear scale of the $\mathrm{FTO} / \mathrm{PEDOT} / \mathrm{MAPbBr}_{3} / \mathrm{Au}$ device with the inset illustrating the schematic diagram of the device configuration, b) the characteristic $I-V$ response of the perovskite device in the semi-log scale with the arrows and numbers indicating the scan direction, c) the transient current response of the device at varying applied voltages ( $V_{\text {app }}$ ) from 0.2 V to 1.6 V with the inset indicating the applied voltage pulses, and d) the transient current response of the first three voltages pulses at representative applied voltages. Reproduced with permission. ${ }^{[77]}$ Copyright 2023, American Chemical Society.

This structure is unrelated to resistive changes, instead, it can be regarded as a voltage-gated ion channel, that produces the repetitive spiking shown in Figure 10. This voltage gating has also been applied to describe the dynamics of PSC. ${ }^{[79]}$

Making artificial neurons is of great interest for brain-like computation. As reviewed recently in ref. [67], the spiking in Figure 10 requires an additional feature not included in normal chemical inductors. This is a negative conductance effect, that causes a Hopf bifurcation in which the system enters an out-of-equilibrium state in which permanent oscillations forming repetitive action potential patterns occur. ${ }^{[166,167]}$ The neuron spiking by a negative resistance has been demonstrated by the decreasing mobility at higher bias voltage in electrochemical transistors. ${ }^{[147,168]}$ This topic of artificial neurons will not be further considered in the present work.

To start the application of neuron-style models to the halide perovskite devices, we explain different models that have the structure of the chemical inductor (or memristor) model in Equations (15) and (16) with various physical interpretations.

## 7. Slow Recombination Effects: The Delayed Surface Voltage

The first model we present is a generalization of the basic solar cell model of Equations (9) and (10) as follows:
$j_{\text {tot }}=C_{g} \frac{d u}{d t}+j_{\text {rec }}\left(u, v_{s}\right)$
$\tau_{s} \frac{d v_{s}}{d t}=u-v_{s}$

We have included in Equation (18) the capacitive current, as in Equation (11), due to a geometric capacitance $C_{g}$. We observe in Equation (18) that the recombination current $j_{\text {rec }}\left(u, v_{s}\right)$ depends not only on the instantaneous applied voltage $u$, but also in a surface voltage $v_{s}$ that is the internal state variable in this model.
The rationale for this model started in the observation of significant changes of the OCVD by previous illumination as shown in Figure 11. ${ }^{[7]}$ The illumination causes a change of surface charge distribution by mobile ions that become sluggish under dark conditions. An excess potential that we term here $v_{s}$, is trapped at the interface. Equations of the type (18-19) where proposed in the surface polarization model (SPM). ${ }^{[115,116]}$ The relaxation time $\tau_{s}$ can be interpreted in terms of the internal ionic dynamics, ${ }^{[7]}$ corresponding in some cases to equilibration by ionic diffusion. ${ }^{[85]}$
The excess surface voltage produces an excess surface charge that influences recombination in the solar cell, as shown in Figure 12. To describe both components of recombination we use the expression ${ }^{[116]}$
$j_{\text {rec }}\left(u, v_{s}\right)=J_{\text {reco }} e^{\frac{q}{r_{B P} T}\left(\frac{u}{n_{t}}+\frac{v_{s}}{n_{s}}\right)}$

Here we employ two different ideality factors: $n_{\tau}$ is for the bulk recombination, and $n_{s}$ for the surface recombination. According to Equation (19), in equilibrium, or in a slow measurement with

(b)


Intermediate frequencies
trains


Figure 10. a) Schematic of the biological neuron. Reproduced with permission. ${ }^{[147]}$ Copyright 2022, Creative Commons Attribution (CC BY 4.0) license. b) Representative responses to current stimuli along axons calculated by Hodgkin-Huxley model. Reproduced with permission. ${ }^{[148]}$ Copyright 2017, Creative Commons Attribution (CC BY 4.0) license.
respect to the timescale $\tau_{s}$, we have $v_{s} \rightarrow u$, hence Equation (20) becomes Equation (9), with the effective ideality factor
$n_{r}=\frac{n_{\tau} n_{s}}{n_{\tau}+n_{s}}$
The slow equilibrium current is shown in gray in Figure 13. If, however, we perform a very fast measurement, then the surface potential cannot respond, and remains stuck at some value, say $v_{s}=0$. Then we get the blue curve of Figure 13.

Consider next that we operate at finite velocity a forward and reverse cycle as Equation (1). Then the curve in Figure 13 is obtained in which the forward current is smaller than the reverse current. This the famous inverted hysteresis ${ }^{[71,111,169]}$ that here we term also inductive hysteresis. ${ }^{[84]}$ It has the property that the
largest the scan rate, the more the forward current will approach the limiting blue line (because the slow recombination mode cannot be activated).

In Figure 13 the capacitive effect is neglected. If the capacitance is dominant, then the converse direction of the cycle occurs, in which the forward current is larger than in reverse. ${ }^{[15,71,84]}$ The capacitive hysteresis will be illustrated later on.

## 8. Impedance Spectroscopy Model

For a better understanding of the dynamical properties underlying the features in Figure 13 we explore the response of the system under a linear perturbation. This analysis shows some general properties shared by all the chemical inductor models, that will be obtained from Equations (18-19).


Figure 11. a-c) Open-circuit voltage decay (OCVD) data of a perovskite solar cell with a $\mathrm{TiO}_{2} / \mathrm{MAPI}$ interface. a) Changes in the decay rate appear in the light-soaking stage, b) which slowly revert back during the dark recovery stage. c) An exemplary comparison between three OCVD measurements that show the two photo-induced changes in the decay rate and the buildup of an electrostatic potential, $V_{\text {elec }}$. A-D) The energy diagram at the $\mathrm{TiO}_{2} /$ perovskite contact at 4 different stages: A) under dark without migrating positive cations and vacancies. B) At a very short illumination time, $\Delta t=1 \mathrm{~s}$. C) at an illumination time close to 1 min . D) after a substantial illumination time $\Delta t \gg 1 \mathrm{~min}$. The band bending results from an increase of hole concentration at the interface, which forms an electrostatic potential, due to the electric field across the interface. This potential is added to the built-in potential. Reproduced with permission. ${ }^{[7]}$ Copyright (2016), Elservier.


Figure 12. The energy diagram of a perovskite solar cell in which electron selective contact locates at the left and hole selective contact locates at the right side. a) Equilibrium condition in the dark. b) Open circuit under illumination condition. $E_{c}$, $E_{V}$ : Edges of conduction and valence bands. $E_{F}$ : Fermi Level. $E_{F n}, E_{F p}$ : Quasi-Fermi level of electrons and holes. $V$ : External voltage of the contacts. $V_{b i}$ : The constant built-in voltage. $V_{s}$ : The variable surface polarization voltage. Indicated in (b) are the accumulation of holes and cations, and the tunnelling of electrons across the surface barrier. Reproduced with permission. ${ }^{[116]}$ Copyright 2017, American Chemical Society.


Figure 13. Current-voltage curves for different measurements: stationary (gray), very fast (blue), and constant rate scan cycle. Parameters: $J_{\text {rec } 0}=$ $10^{-8} \mathrm{~mA} / \mathrm{cm}^{2}, k_{B} T / q=0.026 \mathrm{~V}, n_{\tau}=10 / 9, n_{s}=10 ; n_{\text {rec }}=1, \tau_{\mathrm{s}}=10$ $\mathrm{s}, \mathrm{S}_{\mathrm{r}}=0.05 \mathrm{~V} \mathrm{~s}^{-1}$.

We expand the equations to first order, where the perturbation of variable $y$ is indicated as $\hat{Y}$, and the factor functions of each term are computed at equilibrium. Furthermore, we transform the small signal equations to the frequency domain by the Laplace transform, $d / d t \rightarrow s$, where $s=i \omega$ and $\omega$ is the angular frequency. We obtain the results ${ }^{[69]}$
$\hat{j}_{\text {tot }}=C_{m} s \hat{u}+g_{r} \hat{u}+g_{s} \hat{v}_{s}$
$\hat{v}_{s}=\frac{\hat{u}}{1+s \tau_{s}}$
The conductances are defined as
$g_{r}=\frac{\partial j_{\text {rec }}\left(u, v_{s}\right)}{\partial u}=\frac{q}{n_{\tau} k_{B} T} J_{\text {rec }}(u)$
$g_{s}=\frac{\partial j_{\text {rec }}\left(u, v_{s}\right)}{\partial v_{s}}=\frac{q}{n_{s} k_{B} T} J_{r e c}(u)$
Note that the two conductances have the same voltage dependence and differ only in the prefactor. Using the previous equations, we find the expression of the impedance
$Z(s)=\frac{\hat{u}}{\hat{j}_{\text {tot }}}=\left[C_{g} s+g_{r}+\frac{g_{s}}{1+s \tau_{s}}\right]^{-1}$
Let us define the inductor
$L_{s}=\frac{\tau_{s}}{g_{s}}$
The impedance becomes
$Z(s)=\left[C_{g} s+g_{r}+\frac{1}{\frac{1}{g_{s}}+s L_{s}}\right]^{-1}$


Figure 14. Equivalent circuit model of the chemical inductor.

The impedance model can be represented as the equivalent circuit of Figure 14. Characteristic impedance spectra for the parameters of Figure 13 are shown in Figure 15. It is observed that the impedance is first capacitive, as represented by a single positive arc, at low voltage, Figure 15a. Then it becomes distorted at low frequency, Figure 15b, and finally a full inductive arc is developed, Figure 15c, associated to a notorious "negative capacitance" effect. ${ }^{[94,170-172]}$

Consider the time constants for the capacitive and for the inductive processes, respectively
$\tau_{a}=\frac{C_{g}}{g_{s}}$
$\tau_{s}=g_{s} L_{s}$
The calculation of the frequency of intercept of the real axis in Figure 15c gives the following result ${ }^{[69]}$
$\omega_{c}=\left[\frac{1}{\tau_{\mathrm{s}}}\left(\frac{1}{\tau_{\mathrm{a}}}-\frac{1}{\tau_{\mathrm{s}}}\right)\right]^{1 / 2}$
Therefore, a crossing of the real axis, is observed only if $\omega_{c}$ is real, when $\tau_{s}>\tau_{a}$. The inductive process is established at the frequencies corresponding to the characteristics times at which
$\tau_{s}=\tau_{a}(u)$
In Figure 15c we can observe that the conductance at intermediate frequencies is $g_{r}$, and the inductor effect makes the conductance increase to the dc conductance at very low frequencies
$g_{d c}=g_{r}+g_{s}$
In solar cells this process is interpreted as an increase of recombination at the longest times of measurement, governed by ion motion, that is deleterious for the photovoltaic performance. ${ }^{[29]}$ The quantification of the negative capacitance is therefore important to mitigate ionic diffusion ${ }^{[21]}$ and the resultant adverse interfacial recombination pathways. ${ }^{[173]}$

The impedance patterns of Equation (28) and Figure 15 emerge from the general structure of Equations (15) and (16) (with the added capacitive term) and produce the general denomination of the chemical inductor, ${ }^{[69,162]}$ that provides a basic explanation to the widely observed "negative capacitance". ${ }^{[94,170-172]}$


Figure 15. Normalized impedance spectroscopy spectra at different applied voltages, for the parameters of Figure 2 with a capacitor $C_{g}=$ $10^{-4} \mathrm{Fcm}^{-2}$.

For example the HH model in Equations (11)-(14) is composed by the parallel combination of three chemical inductors, and this is confirmed by the calculation of the impedance model. ${ }^{[174]}$ The inductive process causes the increase of current at long times observed in Figure 2, which is the origin of inverted hysteresis in Figure 13, hence we call it inductive hysteresis. ${ }^{[84]}$

## 9. Capacitive Effects

The Figures 6 and 16 show the measurement current-voltage cycles and impedance response of halide perovskite memristors of different compositions. We observe that the properties described
by the slow surface recombination model in Figures 13 and 15 are generally satisfied in the experiments: A large inverted hysteresis occurs in the current-voltage curve, accompanied by the notorious inductive arcs in the impedance spectra. This pattern has also been obtained insingle crystal memristors. ${ }^{[175]}$

However, there are additional features not described in the simple model. In PSCs there is often not one, but two, and even three, separate capacitive processes at low voltages. ${ }^{[26,31]}$ This is shown in Figure 17b, in the form of different plateaus of the capacitance-frequency plot. Therefore, more complex models, need to be used and justified.

In fact, based on the physical picture of Figure 12 in the $S_{P M}{ }^{[116]}$ a more complex neuron-style model was suggested. The recombination rate of electrons depends on the surface accumulated hole charge $Q_{s}$ as follows:
$j_{\text {rec }}\left(u, v_{s}\right)=\frac{Q_{s}\left(v_{s}\right)}{\tau_{\text {rec }}(u)}$
Here, the recombination lifetime is an exponential function as it includes the dependence of the electron density, ${ }^{[176,177]}$
$\tau_{\text {rec }}(u)=\tau_{\text {reco }} e^{-\frac{q u}{n_{\tau} k_{B} T}}$
The $\tau_{\text {reco }}$ is the prefactor and $n_{\tau}$ the ideality factor of the lifetime.

In addition to the recombination current, the surface charge in Figure 12 produces a polarization current. ${ }^{[116]}$ The model (18-19) is extended as follows:
$j_{\text {tot }}=C_{g} \frac{d u}{d t}+j_{\text {rec }}\left(u, v_{s}\right)+\frac{d Q_{s}}{d t}$
$\tau_{s} \frac{d v_{s}}{d t}=u-v_{s}$
The surface charge $Q_{s}\left(v_{s}\right)$ depends on the surface voltage $v_{s}$. The surface capacitance is:
$C_{s}\left(v_{s}\right)=\frac{d Q_{s}}{d v_{s}}$
So that the current becomes
$j=C_{s} \frac{d v_{s}}{d t}$
Experimentally the capacitance observed in the low frequency range depends exponentially on the voltage, ${ }^{[87,178]}$ thus we write

$$
\begin{equation*}
C_{s}\left(v_{s}\right)=C_{s 0} e^{\frac{q}{k_{B} T} \frac{v_{s}}{n_{s}}} \tag{40}
\end{equation*}
$$

By integration of Equation (38) we obtain the expression
$Q_{s}\left(v_{s}\right)=\frac{n_{s} k_{B} T}{q} C_{s 0} e^{\frac{q}{k_{B} T} \frac{v_{s}}{n_{s}}}=\frac{n_{s} k_{B} T}{q} C_{s}\left(v_{s}\right)$
Combining Equations (35) and (40) we remark that the recombination current can be written again as:
$j_{\text {rec }}\left(u, v_{s}\right)=J_{\text {reco } 0} e^{\frac{q}{k_{B}^{T}}\left(\frac{u}{n_{\tau}}+\frac{v_{s}}{n_{s}}\right)}$


Figure 16. a) Current-voltage characteristic for a FTO/PEDOT:PSS/MAPI/Au memristor device at six different scan rates starting from $5 \mathrm{~V} \mathrm{~s}^{-1}$. Arrows indicate sweep direction. b,c,d,e) Complex plane plot representation of the impedance spectra at different applied dc voltage. (c), (d), and (e) plots correspond to a magnification of the scales. Reproduced with permission. ${ }^{[78]}$ Copyright 2022, Creative Commons Attribution (CC BY 4.0) license.
where
$J_{\text {rec } 0}=\frac{n_{s} k_{B} T C_{s 0}}{q \tau_{\text {rec } 0}}$
We calculate the impedance response of the model (36-37). By small perturbation we obtain the equations
$\hat{j}_{\text {tot }}=C_{g} s \hat{u}+g_{r} \hat{u}+g_{s} \hat{v}_{s}+C_{s} s \hat{v}_{s}$
$\hat{v}_{s}=\frac{\hat{u}}{1+s \tau_{s}}$
Using the previous equations we find the expression of the impedance
$Z(s)=\frac{\hat{u}}{\hat{j}_{\text {tot }}}=\left[C_{g} s+g_{r}+\frac{\mathrm{g}_{s}}{1+s \tau_{s}}+\frac{C_{s} s}{1+s \tau_{s}}\right]^{-1}$
Let us define the additional conductance
$g_{C}=\frac{C_{s}}{\tau_{s}}$
The impedance becomes
$Z(s)=\left[C_{g} s+g_{r}+\frac{1}{\frac{1}{g_{s}}+s L_{s}}++\frac{1}{\frac{1}{g_{C}}+\frac{1}{C_{s} s}}\right]^{-1}$

The equivalent circuit arising from this model is shown in Figure 18. ${ }^{[116]}$ It adds a capacitive line C to the basic equivalent circuit of the chemical inductor in Figure 14, that is formed by the lines ABD. This large low frequency capacitance is an important property of PSCs. The combination C-D is an outcome of the surface polarization model ${ }^{[31,116]}$ and some memristor models. ${ }^{[78]}$ Furthermore the model $(36-37)$ has the property that the time constants of the two branches C and D are the same:
$\tau_{k i n}=\frac{C_{s}}{g_{C}}=g_{s} L_{s}$

This is a consequence of the recombination expression (34). This property enables a single kinetic time $\tau_{k i n}$ to be defined when the system makes a transition between capacitive and inductive hysteresis, discussed in Section 15. The transition occurs near the self crossing of the current-voltage curve, as observed in Figure 1a, and remarked in Figure 6. The constant kinetic time across the transition predicted by Equation (49) has been observed experimentally. ${ }^{[68,72]}$

## 10. Delayed Current Model

Instead of the slow voltage, the memory effect can be formed with a slow current $j_{d}$ as a state variable. This is a common resource in simplified neuron models, such as the FitzHugh-Nagumo ${ }^{[179]}$


Figure 17. a) Equivalent circuit for the data fitting of IS of carbon-based perovskite solar cells. Three devices with different thickness, named $1,2,3$, were analyzed. b) Capacitance-frequency plot of Cell 2 showing three capacitances at different frequencies. d-f) Impedance complex plots at open circuit conditions. Red and yellow points are experimental data, and the straight black line is the fitting given by the equivalent circuit. (c) is for Cell 1 , ( $d$,e) are for Cell 2, and (f) is for Cell 3. Reproduced with permission. ${ }^{31]}$ Copyright 2020, Creative Commons Attribution (CC BY 4.0) license.


Figure 18. Equivalent circuit of the surface polarization model.
and the exponential adaptative ${ }^{[180]}$ models. The model is formulated as follows:
$J_{t o t}=\frac{u}{R_{b}}+j_{d}+C_{g} \frac{d u}{d t}$
$\tau_{d} \frac{d j_{d}}{d t}=J_{d}(u)-j_{d}$
The model contains a background ohmic current with resistance $R_{b}$. The variable $j_{d}$ in Equation (50) is an additional parallel current with equilibrium form $J_{d}(u)$, governed by an equilibration time $\tau_{d}$.
By small perturbation we obtain the equations
$\hat{j}_{\text {tot }}=\frac{\hat{u}}{R_{b}}+C_{g} s \hat{u}+g_{r} \hat{u}+\hat{j}_{d}$
$\hat{j}_{d}=\frac{\mathrm{g}_{d} \hat{u}}{1+s \tau_{d}}$
The conductance is defined by
$g_{d}=\frac{\partial J_{d}}{\partial u}=\frac{q}{n_{d} k_{B} T} J_{d}$
and the inductor is
$L_{d}=\frac{\tau_{d}}{g_{d}}$

We find the expression of the impedance
$Z(s)=\frac{\hat{u}}{\hat{j}_{\text {tot }}}=\left[\frac{1}{R_{b}}+C_{g} s+\frac{1}{\frac{1}{g_{d}}+s L_{d}}\right]^{-1}$
It is the same as Equation (28) represented in Figure 14.
The impedance forms again the chemical inductor model of Figure 14 with the characteristic responses of Figure 15. The interpretation of the model is shown in Figure 19a,b. The current increase with time is the characteristic effect of the inductor mechanism.
For a solar cell $j_{d}$ has the equilibrium value ${ }^{[68]}$
$J_{d}(u)=J_{d 0} e^{\frac{q u}{n_{d} k_{B} T}}$
in terms of another ideality factor $n_{d}$. For a perovskite photodetector, the slow variable is a photocurrent. ${ }^{[77]}$

For perovskite memristors ${ }^{[74]}$ the form
$J_{d}(u)=J_{d 0} X(u)$
is employed, where
$X(u)=\frac{1}{1+e^{-q\left(u-V_{T}\right) / V_{m}}}$
Similarly to HH variables, the function $X$ is activated from 0 to 1 at the threshold voltage $V_{T}$, and $V_{m}$ describes the steepness of the rise. Hence the slow current component of the memristor rises from 0 to $J_{d 0}$. The results of this model are shown in Figure 19. Figure 19c shows the equilibrium current, that raises up to $J_{d 0}$ when $x \rightarrow 1$, and Figure 19d shows the hysteresis effect when the voltage is cycled, due to the delay of $j_{d}$. Figure 19 e shows time transient response that will be analyzed in Section 14.

## 11. Drift Electronic Transport and Memory Effects in the Conductance

So far we have described models based on the picture of Figure 4, in which the voltage $u$ controls the charge density, and the current is governed by recombination, since transport is fast and the current direction is determined by the selective contacts. This was justified by nearly flat response of the photocurrent in the region around the short-circuit condition, as shown in Figure 5. When photovoltaic technologies become mature, the photocurrents in the high-efficiency devices nearly match the radiative balance limit. However, it is more difficult to suppress the remainder nonradiative recombination effects that make the $V_{o c}$ lower than the maximum possible value. ${ }^{[127,182]}$ This general tendency can be readily checked at the AMOLF tables of champion devices (https://www.lmpv.nl/db/). In the case of perovskite solar cells, the minor voltage dependence of the photocurrent is due to the fact that diffusion lengths are very long ${ }^{[83]}$ compared to other technologies with smaller carriers mobilities. ${ }^{[184]}$ The slow current models described in Section 10 still correspond to recombination models, in which the delayed current is associated to a secondary recombination process.

Nevertheless, charge collection processes by a drift field has a dominant contribution to the current response in many devices. One example is shown in the perovskite photodetector of Figure 20, where the contacts are symmetric and the photocurrent is fully dependent of the applied electrical field. ${ }^{[181]}$ Nearly ohmic ohmic current-voltage characteristic can be observed with the slope increasing by the photogeneration rate. In this case one can assume that the voltage operation creates tilted bands representing the constant electrical field that causes drift transport, as indicated in Figure 21. These basic considerations are explained in detail in my book. ${ }^{[127]}$ The intrinsic built-in voltage $V_{b i}$ is due to the initial difference of work functions of the contacts.

As mentioned earlier many models of hysteresis of PSC rely on charge collection issues according to the ionic polarization between the contacts, especially for inverted hysteresis. ${ }^{[79,135,169,185-187]}$ The hysteresis properties in these models, stem from the significant disproportion in the movement speeds of ions compared to electrons/holes, along with their sufficiently high concentration to efficiently shield the external potential (comprising built-in and applied potential) over extended durations, but only partially during shorter intervals. The picture of the drift field influenced by ions is shown in Figure $22{ }^{[185]}$ and detailed simulations are shown in Figure 23. ${ }^{[186]}$ This picture can provide large disparity of currents near SC point, as in early PSC devices that had charge collection issues, see Figure 24d. ${ }^{[135]}$ This "ion induced field screening" ${ }^{[188]}$ is useful when the photocurrent is severely affected, as in degradation. In the high-performance solar cells, though, the hysteresis is dominated by recombination close to $V_{o c}$, as commented before.

Let us review the neuron-style models where carrier drift transport is a dominant characteristics. We remark that the drift transport model with memory effect is already found in the HH models Equation (11). For example in $g_{N a} m^{3} h\left(u-E_{N a}\right)$, the $E_{N a}$ has the role of a built-in voltage, and the transport is fully ohmic. The conductance $g_{N a}$ is a constant, and the passage of current is governed by variables $m, h$ that indicate if the conduction channel is open or closed.

In general the functional dependence of a rectifying ion channel ${ }^{[189-194]}$ with equilibrium voltage $E_{c}$ is:
$I_{t o t}=g_{0} x\left(u-E_{c}\right)$
$\tau_{k} \frac{d x}{d t}=X(u)-x$
The term ( $u-E_{c}$ ) represent the drift electrical field, and the state variable $x$ corresponds to voltage-gated processes typical of activation and inactivation in pore gates. ${ }^{[195]}$ The open conductance probability given by Equation (59) corresponds to the Boltzmann open channel probability ${ }^{[191]}$ that indicates the fraction of conducting sites according to the applied voltage of electrical field.

Let us consider a related approach in the memristor model developed by Miranda and coworkers. ${ }^{[196-198]}$

$$
\begin{align*}
& I_{\text {tot }}=\left[g_{L}+\left(g_{H}-g_{L}\right) x\right] u  \tag{62}\\
& \frac{d x}{d t}=\frac{(1-x)}{\tau_{s}(u)}-\frac{x}{\tau_{r}(u)} \tag{63}
\end{align*}
$$

Chemical inductor

$$
\begin{aligned}
& I=C_{m} \frac{d u}{d t}+I_{b}(u) \\
& \tau_{k} \frac{d I_{b}}{d t}=I_{b}^{e q}(u)-I_{b}
\end{aligned}
$$

(a) Short time response

$$
I=C_{m} \frac{d u}{d t}+I_{b}(u)
$$


$u$

(b) Long time response
$I=I_{b}(u)+I_{d}(u)$

(d)



Figure 19. a,b) Dynamical operation of a chemical inductor model composed of a capacitive current $C_{m} d u / d t$, an instantaneous current $I_{b}$, and a delayed current $I_{d}$. Under a step of the voltage $u$ the capacitive current decreases since the first moment, and the current increases from the instantaneous value $I_{b}$ to the final value $I_{b}+I_{d}^{e q}$, after a time $\tau_{k}$.c) Logarithmic current-voltage curve for the model memristor, showing the two component currents and the total equilibrium dc current (gray line). d) The grey line is the equilibrium current-voltage curve, and the green lines are the current when the external voltage is cycled at a constant scan rate $S_{r}=0.05$. Parameters $R_{s}=0.01, R_{b}=2, C_{m}=10, \tau_{k}=10, J_{d 0}=50, V_{T}=1, V_{m}=0.05$. e) Transient charging current for the memristor model for a square voltage pulse $V_{\text {app }}=1.5$. Parameters $R_{b}=10^{3} ; R_{s}=100 ; C_{m}=10^{-3}, J_{d 0}=10^{-2} ; V_{T}=1 ; V_{m}=$ $0.05 ; \tau_{k}=1 ; \tau_{s}=0.1$. Grey line is $\Delta I=V_{\text {app }} / R_{s}$, magenta line is $V_{a p p} / R_{d c}$, green line is $V_{a p p} /\left(R_{s}+R_{b}\right)$. The characteristic times of the decay features are indicated. c-e) Reproduced with permission. ${ }^{[74]}$ Copyright 2023, Creative Commons Attribution (CC BY 4.0) license.


Figure 20. a) $I-V$ curves of a MAPI perovskite photodetector under different illumination power densities at a bias voltage of 10 V . b) $I-t$ curve illuminated by 650 nm light ( $100 \mu \mathrm{~W} \mathrm{~cm}^{-2}$ ) at a bias voltage of 10 V . The time interval was 0.1 ms . Reproduced with permission. ${ }^{[181]}$ Copyright 2015, American Chemical Society.


Figure 21. a) Energy diagram of an electron conducting layer material with applied bias potential. $q$ is the elementary charge, $u$ is the voltage applied at the left terminal, $E_{c}$ is the energy of the conduction band, $E_{\nu}$ is the energy of the valence band and $E_{F n}$ is the Fermi level. All labeled quantities are represented with respect to electron energy scale shown at the left side and local potentials in the semiconductor are represented with respect to a separate scale shown at the right side. The arrows on top and in the bottom show the vector direction of the indicated magnitudes. b-e) Energy diagram of an insulator layer that is contacted by two metals of dissimilar work function, under different cases of applied voltage as indicated.
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Figure 22. Hysteresis by ion polarization at the contacts in PSC. a,b) are band diagram and net ion distribution for preconditioning at 0 V and $V_{o c}$, respectively. $c, d$ ) Changes in the band diagram when bias is applied under forward and reverse scanning conditions, respectively. e) J-V characteristics under forward and reverse scanning conditions. f) Band diagram and non-radiative recombination rate under forward and reverse scanning conditions at a bias of 0.8 V . Reproduced with permission. ${ }^{[185]}$ Copyright 2022, Creative Commons Attribution (CC BY 4.0) license.


Figure 23. Snapshots of electric potential versus distance from ETL (electron transport layer)/perovskite interface $x$ ( $n m$ ) for the $p-i-n$ architecture, where $x=0$ represents the ETL/perovskite interface and $x=300$ the perovskite/HTL (hole transport layer) interface. The left panel (a) shows the results at the scan rate for maximum normal hysteresis, and the right panel (b) shows the scan rate for maximum inverted hysteresis $V_{a p p}=V_{o c}$ (black at start of reverse scan, purple at end of forward scan). In both panels several positions in the J-V curve are shown: $V_{\text {app }}=V_{m p p}$ (reached during reverse (blue), forward (red) scan), $V_{a p p}=0$ (green). In all simulations a 40 s preconditioning bias of 1.2 V has been applied. It must be noted that longer preconditioning times led to faster convergence in the numerical result. Reproduced with permission. ${ }^{[186]}$ Copyright 2022, Creative Commons Attribution (CC BY 4.0) license.


Figure 24. a) Top cathode and b) bottom cathode perovskite solar cell device architecture stacks. Measured current-voltage curves in the dark and under 1 sun equivalent illumination scanned at $\approx 40 \mathrm{mV} \mathrm{s}^{-1}$ in the forward (reverse-to-forward bias) and reverse (forward-to-reverse bias) directions for the c) top cathode cell, which showed a reverse scan (red curve) power conversion efficiency of $9.3 \%$ and a hysteresis index (HI) of 0.05 , and d) the bottom cathode cell, which showed a reverse scan (blue curve) power conversion efficiency of $7.7 \%$ and $\mathrm{HI}=1.71$. Dashed orange and light blue curves show the reverse dark scan for top and bottom cathode devices, respectively. Black curves show the forward 1 sun scans, while dashed grey curves show the forward dark scan. The corresponding simulated current-voltage scans in each scan direction are shown for a p-i-n device structure with mobile ions, without (e) and with (f) recombination in the p - and n -type contact regions. The simulated values of HI were 0.00 and 1.84 , respectively. The simulated scan protocol was similar to the experimental measurement at $40 \mathrm{mV} \mathrm{s}^{-1}$. Simulated electrostatic potential profiles during forward (fwd) and reverse (rvs) J-V scans for the g) top cathode and h) bottom cathode device. The p - and n -type layers are indicated by pink and blue shaded regions, respectively. Reproduced with permission. ${ }^{[135]}$ Copyright 2016, Creative Commons Attribution (CC BY 4.0) license.
$\tau_{s}=\tau_{0} e^{-\frac{u-V_{s}}{n_{s} v_{m}}}$
$\tau_{r}=\tau_{0} e^{\frac{\mu-V_{r}}{r_{r} V_{m}}}$
In this model, the variable $0 \leq x \leq 1$ modulates the conductance between the low $g_{L}$ and high conductance $g_{H}$ states of the memristor. The relaxation times for SET, $\tau_{s}$, and RESET, $\tau_{r}$, processes, produce again the sigmoidal form (59) in equilibrium. The exponential dependence of the relaxation times introduces additional properties for the volatile behavior.

In general the functional dependence of the relaxation times produce significant features in the dynamics of memristors and chemical inductors. ${ }^{[199]}$ The relaxation times in HH model are strong functions of the voltage, that govern the speed of the transitions. This is important for applications in neuromorphic systems and spiking neurons. ${ }^{[67,145]}$ However in the PSC model we use a simple approach in which the memory variables show a constant relaxation time. This is supported by experiments, as discussed later. In perovskite memristors for neuromorphic applications it is important to adjust the volatile and nonvolatile characteristics. ${ }^{[62,200]}$

In the models of the type (11-14), (60-61), and (62-63) we can separate the effects of the drift field $\left(u-E_{c}\right) / L$ and a generalized conductance G
$I_{\text {tot }}=G(x, u)\left(u-E_{c}\right)$
$\tau_{k} \frac{d x}{d t}=X(u)-x$
The generalized conductance itself $G=I / V$ is a measurable quantity but usually not a suitable state variable, since it is influenced by physical variables as mobility, and/or state variables for voltage-gated processes typical of activation and inactivation in pore gates. ${ }^{[140,195]}$ Note that the $g_{i}$ parameters obtained in our model as in Equation (24) are differential conductances that are well defined.

In line with Equation (66) another interpretation of Equations (60) and (61) is suitable, in which $x\left(u-E_{c}\right) / L$ can be viewed as the effective electrical field with a memory effect modulated by the variable $x$, associated to ionic polarization. ${ }^{[83]}$ This is the approach of the "ion induced field screening" reviewed above.

Halide perovskite and organic photodetectors display rich phototransient dynamics that are significant for the detection time. ${ }^{[77,99]}$ This is observed in Figure 20b. ${ }^{[181]}$ The neuron-style models where the memory variable affects the drift photoconductance conductance have been formulated. ${ }^{[77]}$ In the model of a perovskite LED the $G(x, u)$ expression combines the exponential recombination current with a gating variable that causes the onset of light emission. ${ }^{[81]}$

## 12. Ionic Transport Effects

A common explanation of memory effects in PSCs is the ionic reorganization produces an electronic effect, in terms of charge collection, or trapping, that enhances the electronic current. ${ }^{[28,29,116]}$ This mechanism is often suggested for the inverted hysteresis observed in perovskite devices. ${ }^{[79,94,112,201]}$ In general obtaining
a specific mechanism in the presence of mixed ionic and electronic diffusion in a two-contact device is not straightforward. However, unambiguous effects of ion drift or diffusion have been reported. ${ }^{[202-204]}$

For the incorporation of the ion conduction in neuron-style model we can use the following equations:
$j_{\text {tot }}=\frac{d Q_{i o n}}{d t}$
$\tau_{\text {ion }} \frac{d v_{\text {ion }}}{d t}=u-v_{\text {ion }}$
Here we introduce the surface ionic charge $Q_{i o n}$ and the ionic surface polarization potential $v_{i o n}$, with the relaxation time $\tau_{i o n}$ in Equation (69). We define the ionic capacitance:
$C_{\text {ion }}\left(v_{\text {ion }}\right)=\frac{d Q_{\text {ion }}}{d v_{\text {ion }}}$
The $C_{i o n}$ is associated to the ionic polarization at the interface. ${ }^{[75,79,205]}$ This last capacitance usually takes intermediate values between the geometric capacitance $C_{g}$ and the huge low frequency capacitance $C_{s}{ }^{[31]}$ The variable $v_{i o n}$ is not associated to a chemical inductor, as it does not participate in the dc conduction current, which is necessarily electronic in the presence of ion-blocking contacts.

## 13. Perovskite Neuron-Style Models

Different versions of neuron-style models for perovskite devices have been proposed in previous work. ${ }^{[35,68,71-81]}$ By combining the different approaches outlined in the preceding sections, we can formulate the following general model:
$j_{\text {tot }}=C_{g} \frac{d u}{d t}+j_{\text {rec }}\left(u, v_{s}\right)+j_{d}+\frac{d Q_{s}}{d t}+\frac{d Q_{i o n}}{d t}$
$\tau_{s} \frac{d v_{s}}{d t}=u-v_{s}$
$\tau_{d} \frac{d j_{d}}{d t}=J_{d}(u)-j_{d}$
$\tau_{\text {ion }} \frac{d v_{\text {ion }}}{d t}=u-v_{\text {ion }}$
The backbone of the model is composed by one conduction Equation (71) and several delayed memory variables, with the associated relaxation Equations (72)-(74).
The calculation of the impedance spectroscopy response of the neuron-style models has been explained in several publications. ${ }^{[67,70,72,162,166]}$ We take as reference the general model (71-73). By small perturbation, we obtain the equations:

$$
\begin{align*}
& \hat{j}_{\text {tot }}=C_{g} s \hat{u}+g_{r} \hat{u}+g_{s} \hat{v}_{s}+\hat{j}_{d}+C_{s} s \hat{v}_{s}+C_{i o n} s \hat{v}_{i o n}  \tag{75}\\
& \hat{v}_{s}=\frac{\hat{u}}{1+s \tau_{s}} \tag{76}
\end{align*}
$$



Figure 25. Equivalent circuit model.
$\hat{j}_{d}=\frac{\mathrm{g}_{d} \hat{u}}{1+s \tau_{d}}$
$\hat{v}_{\text {ion }}=\frac{\hat{u}}{1+s \tau_{\text {ion }}}$
Using the previous equations we find the expression of the impedance
$Z(s)=\frac{\hat{u}}{\hat{j}_{\text {tot }}}=\left[C_{g} s+g_{r}+\frac{g_{s}}{1+s \tau_{s}}+\frac{g_{d}}{1+s \tau_{d}}+\frac{C_{s} s}{1+s \tau_{s}}+\frac{C_{i o n} s}{1+s \tau_{i o n}}\right]^{-1}$
Using inductor and capacitor elements the impedance becomes
$Z(s)=\left[C_{g} s+g_{r}+\frac{1}{\frac{1}{g_{s}}+s L_{s}}+\frac{1}{\frac{1}{g_{d}}+s L_{d}}+\frac{1}{\frac{1}{g_{C}}+\frac{1}{C_{s} s}}+\frac{1}{\frac{1}{g_{i o n}}+\frac{1}{C_{i o n} s}}\right]^{-1}$
The model of Equation (80) is represented as an equivalent circuit in Figure 25. The lines A-D have been already explained in Figure 18. D is the inductor branch of the variable $v_{s}$ also appearing in Figure 14, but here it is accompanied by a polarization line C, due to the term $d Q_{s} / d t$. The line E is the chemical inductor associated to the current variable $j_{d}$ of Section 10. Thus D and E are somewhat redundant, as they have a similar function, however sometimes several slow current channels in parallel may be required. The line F is the ionic displacement and polarization outlined in Section 12.

The lines C and F correspond to an intermediate frequency relaxation, as they do not allow the passage of current. Both lines
are useful if there are three capacitive processes observed, as mentioned previously. ${ }^{[26,31]}$

The application of the model of Figure 25 with the needed components can lead to describe complex spectra with looping features as those shown in Figure 17. ${ }^{[26,31,206]}$ Furthermore, one can establish additional series connections of elements associated to internal voltage differences, if required. The rationale for Figure 17a is that the $R_{3}$ is a bulk recombination in series with the surface recombination resistance $R_{L}$. The neuron-style models with series combinations of resistors are described in refs. [68,71]. The application of impedance models to experimental data of perovskite devices is a complex topic and we refer the reader to recent surveys. ${ }^{[87-91]}$

## 14. Time Transient Response

The time domain response of perovskite devices to a voltage or light stimulus forms an important topic with many practical implications, such as the control of hysteresis to measure solar cell performance, ${ }^{[37,72]}$ the operation of neuromorphic elements, ${ }^{[74,207]}$ and the kinetic response of photodetectors. ${ }^{[77]}$ The different capacitive and inductive processes become coupled and provide convoluted features as the voltage is scanned. These properties have been recently described by E. H. Balaguera et al. ${ }^{[35,72,166,206,208,209]}$ Here we provide a basic introduction to the relevant methods and results.

In order to obtain the basic kinetic behavior we take again the model of Equations (36)-(38), with the slow voltage variable $v_{s}$ that has equilibrium value $v_{s} \rightarrow u$.
$j_{\text {tot }}=j_{\text {rec }}\left(u, v_{s}\right)+C_{s} \frac{d v_{s}}{d t}$
$\tau_{s} \frac{d v_{s}}{d t}=u-v_{s}$
To clarify the physical interpretation of the transient response we apply a small perturbation of the applied voltage at $t=t_{0}$
$u=u_{0}+\Delta V$
so that the internal $v_{s}$ changes with time as
$v_{s}=u_{0}+\Delta v_{s}$
where $\Delta v_{s} \rightarrow \Delta V$ at long times.
From Equation (20) we have that the recombination current is
$j_{\text {rec }}=J_{\text {rec }}(u)-g_{s}(u)\left(\Delta v_{s}-\Delta V\right)$
in terms of the conductance $g_{s}$. By Equation (82)
$\frac{d v_{s}}{d t}=\frac{1}{\tau_{s}}\left(\Delta V-\Delta v_{s}\right)$
Using the conductance $g_{C}$ Equation (81) becomes
$j_{\text {tot }}=J_{\text {rec }}(u)+\left(g_{C}-g_{s}\right)\left(\Delta V-\Delta v_{s}\right)$
$\qquad$
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Figure 26. Transient behavior of a model PSC for two cases of $\tau_{s}$. a) Current-voltage curve. b) Conductances. c) Capacitances. d,e) Transient currents by a square voltage pulse $\Delta V=0.01 \mathrm{~V}$ at $V_{0}=0.45 \mathrm{~V}$ of duration $\Delta t=3 \tau_{s}$. The purple line is the equilibrium current at each voltage, and the orange curve is the linear approximation. Parameters: $k_{B} T / q=0.026 \mathrm{~V}, n_{\tau}=1, n_{s}=1 ; n_{r}=0.5, J_{\text {reco }}=10^{-21} \mathrm{~mA} \mathrm{~cm}^{-2}, C_{s 0}=10^{-8} \mathrm{~F} \mathrm{~cm}{ }^{-2}$.


Figure 27. a) Numerical simulations of typical complex plane admittance plots in all types of perovskite semiconductors (e.g., solar cells, photodetectors, light-emitting diodes, and memristors) obtained for different kinetic relaxation constants and applied voltage biases for the impedance patterns consisting of the inductive loop at intermediate frequencies, the spiral, the ideal chemical inductor structure, or the double capacitive arc that finalizes with inductive traces, respectively. Note that the processes have been numbered according to the order of appearance. b) Equivalent current transients in response to a voltage step of 10 mV exhibit a wide variety of dynamics with decays (capacitances), rises (inductors), and spike components. Reproduced with permission. ${ }^{[206]}$ Copyright 2023.

Integrating Equation (86) we find
$\Delta V-\Delta v_{s}=\Delta V e^{-t / \tau_{s}}$
The time domain response is
$j_{\text {tot }}=J_{\text {rec }}(u)+\left(g_{C}-g_{s}\right) \Delta V e^{-t / \tau_{s}}$
In Figure 26 we show the transient response of the current for two different values of $\tau_{s}$. The change of $\tau_{s}$ causes a variation of the conductance $g_{C}$, Figure 26b, so that the sign of $\left(g_{C}-g_{s}\right)$ is interchanged. In the capacitive domain of voltage where $g_{C}>g_{s}$, Equation (89) produces a typical capacitive decay. This is shown in the orange line of Figure 26d. Contrarily, in the inductive domain $g_{s}>g_{C}$ there is a current rise from the initial value. This behavior is shown in the orange line of Figure 26e.

The method for the characterization of the small perturbation transients can be generalized to more complex equivalent circuits according to the complexity of the device. In Figure 27 a complete classification of capacitive-inductive-capacitive responses corresponding to the model (90-92) is presented. ${ }^{[206]}$

In order to obtain a more general kinetic behavior, we can use the Equations (81-82) for an arbitrary large perturbation $\Delta V$. In practical terms it is important to consider the effect of the series resistance $R_{s}$ as mentioned in Equation (17), and the geomet-
ric capacitance $C_{g}$ that is present in most devices. The extended equations become:
$V=R_{s} j_{\text {tot }}+u$
$j_{\text {tot }}=j_{\text {rec }}\left(u, v_{s}\right)+C_{s} \frac{d v_{s}}{d t}+C_{g} \frac{d u}{d t}$
$\tau_{s} \frac{d v_{s}}{d t}=u-v_{s}$
These equations are solved numerically in Figure 26d, e (green and blue lines). We observe an initial spike due to the initial voltage in the series resistance, and the charging of the geometric capacitance in the time $R_{s} C_{g}$. Then appear either the capacitive charging of the surface capacitance, Figure 26d, or the response of the inductor, Figure 26e. Upon disconnection, the peak is inverted. These forms are quite general provided that the capacitive and inductive elements are included in the model, as shown in Figure 19e. Further details of the transients are explained in ref. [74].

Based on these insights we can understand a number of important experimental features. First we obtain an explanation of the time transients reported in the literature. In the capacitive domain of voltage where $g_{C}>g_{s}$, there is a typical capacitive decay shown experimentally in the points b, c of Figure 1. As shown in Figure 3, the capacitive transient time depends on the voltage value. ${ }^{[37]}$ Contrarily, in the inductive domain $g_{s}>g_{C}$ there is a current rise from the initial value, as shown in Figure 1d, e. After the initial peak due to the high frequency capacitance of the solar cell, the current increases due to the effect of the chemical inductor. ${ }^{[35,94,206]}$

The current response described in Figure 26 is an important resource for understanding the response of a perovskite memristor to a train of voltage pulses as shown in Figures 8 and 9 . An additional property is shown in these figures: the system remembers the final conductance at the end of each pulse, and the conductance grows progressively. This is the essential functionality for establishing multistate synapses in neuromorphic computation. ${ }^{[57,61,210-215]}$ Figure 28b shows the potentiation behavior corresponding to the voltage points indicated in the current-voltage curve of Figure 28a. ${ }^{[73]}$ The individual transients in Figure 28d display an initial capacitive peak and a rise of the current along the voltage square. The system remembers the stored current from one step to the next one, which produces a growth of the current. We conclude that the chemical inductor is an essential feature for the gradual rise of the synaptic conductivity. ${ }^{[216,217]}$ As shown recently, the connection between the evolution of conductance and the inductive property can be investigated by impedance spectroscopy, tracking the dominant impedance components at low frequency while recording the evolution of resistance/conductance in pulsed or continuous mode. ${ }^{[74,207,218]}$

## 15. The transition of Hysteresis from Capacitive to Inductive

The response of small transients to successive voltage steps is a fundamental resource for understanding the properties of hysteresis in current-voltage curves, as already discussed in Figure 3.


Figure 28. a) Current-voltage response of a perovskite halide memristor measured at a scan rate value of $100 \mathrm{mV} \mathrm{s}{ }^{-1}$, with consecutively increased voltage steps ( 5 mV ) that induce gradual setting and resetting mechanisms. b) Transient currents in response to a train of rectangular pulses of some of the indicated voltage in (a) -from 0.65 to 1.2 V - and 5 Hz , demonstrating the long-term potentiation of the device's conductance. c) Waveforms of the resulting currents in response to the initial part of the voltage pulse-train stimulus. For the sake of clarity, only time transients to the lower voltage excitations are shown here. d) Representative transition from classical negative transient spikes (c1), found in the initial part of the current response, to progressively enhanced inductive dynamics (c2), as an example of the artificial synaptic potentiation, obtained under the application of numerous voltage pulses. Reproduced with permission. ${ }^{[73]}$ Copyright 2023, Creative Commons Attribution (CC BY 4.0) license.

The interpretation of capacitive hysteresis is shown in Figure 29, and the rationale for inductive hysteresis is shown in Figure 30, as explained in detail elsewhere. ${ }^{[84]}$

One example for PSC was shown in Figure 1. ${ }^{[72]}$ We see a self-crossing of the current-voltage curve at $\approx 1 \mathrm{~V}$, associated to a change of the hysteresis type, as also observed in Figures 6 and 9 . Let us discuss the application of neuron-style models to account for these features.

We assume again a small perturbation approach for slight hysteresis. The memory variable remains close to its equilibrium value, hence:

$$
\begin{equation*}
v_{s}=u-\Delta v_{s} \tag{93}
\end{equation*}
$$

We thus have from Equation (82)
$\frac{d \Delta v_{s}}{d t}=\frac{d u}{d t}-\frac{\Delta v_{s}}{\tau_{s}}$

Under the dynamic sweep of Equation (1),
$\frac{d \Delta v_{s}}{d t}=S_{r}-\frac{\Delta v_{s}}{\tau_{s}}$

Therefore
$\Delta v_{s}=S_{r} \tau_{s}\left(1-e^{-u / S_{r} \tau_{s}}\right)$
Equation (81) becomes
$j_{\text {tot }}=J_{\text {rec }}(u)+\left(g_{C}-g_{s}\right) S_{r} \tau_{s}\left(1-e^{-u / S_{r} \tau_{s}}\right)$
For a forward voltage scan $S_{r}>0$ in Equation (1). Then the sign of the excess hysteresis current in Equation (97) depends on the dominant conductance. If $g_{C}>g_{s}$ the forward current is positive, corresponding to capacitive hysteresis. If, conversely, $g_{C}$ $<g_{s}$, then the forward current is negative, and the hysteresis is inverted, or inductive ${ }^{[84]}$ Complete integration methods of the dynamical equations are presented in ref. [71].

The result (98) is obtained for a small perturbation, which allows an easy interpretation. But the trends that we have described occur also for an arbitrary stimulus. ${ }^{[71]}$ The different dependences of $g_{C}, g_{s}$ with the voltage shown in Figure 31 play an important role in the transition of the hysteresis from capacitive to inductive. In Figure 31a we show parameters with $g_{C} \gg g_{s}$, that produce standard capacitive hysteresis in Figure 31b. On the other hand, in Figure 31c there is a crossing of $g_{C}, g_{s}$, and a corresponding change of the type of hysteresis in Figure 31d, with
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Figure 29. A. Time-dependent photocurrent response of planar perovskite solar cell on compact $\mathrm{TiO}_{2}$ with $500 \mathrm{~nm} \mathrm{CH}_{3} \mathrm{NH}_{3} \mathrm{Pbl}_{3}$ film as the lightabsorber layer and 150 nm Spiro-OMeTAD as the hole transport layer under reverse and forward stepwise scans with a) 1 s step time and b) 0.1 s step time. c) Current-voltage response with different scan rates. Reproduced with permission. ${ }^{[17]}$ Copyright 2015, American Chemical Society. B. Current response of the linear model to two consecutive voltage steps, from time $t_{0}$, of duration $\Delta t$, first with amplitude $\Delta V=0.1$ and the second $\Delta V=0.2$. The common parameters are $R_{b}=1, R_{a}=0.1, R_{s}=0.05, t_{0}=0.1, \Delta t=0.05, \tau_{k}=0.0005$; The different cases are (a) $C_{m}=0.1$, (b) $C_{m}=1$, (c) $C_{m}=1$, and added photocurrent $I_{p h}=2$. The red lines are the applied voltage steps and the gray lines indicate the steady state current at the given voltage. The orange arrows indicate the excess current at the end of the cycle, with respect to the steady state value. Reproduced with permission. ${ }^{84}$ ] Copyright 2023, Creative Commons Attribution (CC BY 4.0) license.


Figure 30. Current response of the linear model to two consecutive voltage steps, from time $t_{0}$, of duration $\Delta t$, first with amplitude $\Delta V=0.1$ and the second $\Delta V=0.2$. The common parameters are $R_{b}=1, R_{a}=0.1, R_{s}=0.05, t_{0}=0.5, \Delta t=1, C_{m}=1$. The different cases are (a) (c) $\tau_{k}=0.3$; (d) $\tau_{k}=3$. The red lines are the applied voltage steps and the gray lines indicate the steady state current at the given voltage. The orange arrows indicate the excess current at the end of the cycle, with respect to the steady state value. Reproduced with permission. ${ }^{[84]}$ Copyright 2023, Creative Commons Attribution (CC BY 4.0) license.
an inductive hysteresis appearing at high voltage, where the $g_{s}$ dominates. This is the trend observed in Figure 1a. ${ }^{[72]}$

Furthermore we can write Equation (97) as:
$j_{\text {tot }}=J_{\text {rec }}(u)+C_{s}(u)\left(\frac{1}{\tau_{\text {rec }}(u)}-\frac{1}{\tau_{s}}\right) S_{r} \tau_{s}\left(1-e^{-u / S_{r} \tau_{s}}\right)$
We can see that the crossing point depends on the intrinsic time constants, as in Equation (20). It occurs when

$$
\begin{equation*}
\tau_{r e c}(u)=\tau_{s} \tag{99}
\end{equation*}
$$

In the model of Equations (81) and (82) the $j_{\text {rec }}$ and $C_{s}$ functions are coupled by construction ${ }^{[76,116]}$ and they produce the identity (49), connected with the crossing feature indicated in Equation (32). Alternatively one can start from separate capacitance and current, using the lines E, F in Figure 25. But then experiments indicate that the related time constants $C_{i o n} / g_{\text {ion }}$ and $g_{d} L_{d}$ are the same, ${ }^{[68,72]}$ and they amount to the time $\tau_{s}$. This time is called $\tau_{\text {kin }}$ in the original publications, ${ }^{[68,72]}$ associated to surface charge reorganization kinetics.

Based on these properties we can establish a general framework for the analysis of hysteresis of PSC showing the patterns


Figure 31. Conductivities and current-voltage curves for stationary (gray) and constant rate scan cycle. Parameters: $k_{B} T / q=0.026 \mathrm{~V}, n_{\tau}=1, n_{s}=1$; $\left.\left.n_{r}=0.5, \tau_{s}=1 \mathrm{~s} . \mathrm{a}, \mathrm{b}\right) \mathrm{J}_{\mathrm{reco} 0}=10^{-21} \mathrm{mAcm}{ }^{-2}, C_{s 0}=10^{-8} \mathrm{Fcm}^{-2}, V_{r}=0.0001 \mathrm{~V} \mathrm{~s}^{-1} . \mathrm{c}, \mathrm{d}\right) J_{\mathrm{reco}}=10^{-16} \mathrm{~mA} \mathrm{~cm}{ }^{-2}, C_{s 0}=10^{-9} \mathrm{Fcm}^{-2}, V_{r}=0.1 \mathrm{~V} \mathrm{~s}{ }^{-1}$.

## Fast transient-based protocol to determine stationary performance of perovskite solar cells with current-voltage hysteresis



Figure 32. Fast experimental methodology to determine the stationary performance of perovskite solar cells with hysteresis effects. The experimental data correspond to an inverted or $\mathrm{p}-\mathrm{i}-\mathrm{n}$ perovskite device. Reproduced with permission. ${ }^{[72]}$ Copyright 2024, Creative Commons Attribution (CC BY 4.0) license.
of Figure 1. Given a certain voltage step, $\Delta V$, the Balaguera criterion ${ }^{[72]}$
$S_{c}=\frac{\Delta V}{\Delta t_{s s}}=\frac{\Delta V}{\tau_{k i n}}\left[3-\ln \left|\frac{g_{d c}}{g_{C}-g_{s}}\right|\right]$
provides the shorter time $\Delta t_{s s}$ in which the current will achieve equilibrium. This leads to the critical scan rate $S_{c}$. This is the fastest scan rate at which hysteresis-free curves can be mea-
sured. In Equation (100) $g_{d c}$ is the dc conductance in the model of Figure 18, Equation (33).

The recognition of $S_{c}$ provides significant opportunities for the fast characterization of PSC as indicated in the methodology of Figure 32. ${ }^{[72]}$ In addition, this criterion enables to assess the significance of the usual claims of "hysteresis-free" currentvoltage curves reported in the literature. In fact, hysteresis curves will be necessarily found for $S_{r}>S_{c}$, while apparently hysteresis is suppressed, if measured at $S_{r}<S_{c}$. Admitting that
hysteresis effects in PSC are an intrinsic phenomenon, the question is at what kinetic scales it occurs, which depends critically on the relevant relaxation times. ${ }^{[219]}$ As we have shown this can be rapidly ascertained by impedance or time transient measurements. The reliable reporting of PSC should provide an assessment of the Balaguera number $S_{c}$ or an equivalent figure.

## 16. Discussion

Our analysis shows an important connection of both the time domain response and hysteresis of current-voltage curves on the one hand, and the impedance spectroscopy properties, on the other. The important features of the impedance are not only related to describe the different spectra, one by one, at some specific voltages. The main route of analysis is to obtain a global description of how the spectra evolve over a large voltage window, causing the significant features in the time domain response. The neuron-style approach provides an efficient route for an economical model in terms of a few number of parameters that determine the general evolution of the system under many different circumstances. By the identification of the dominant physical features of the transient behavior, represented by states variables and they associated relaxation time, these models can deal with complex experimental situations related to slow recombination effects, or change collection by the applied drift field, under a wide voltage span.

Inspired by the Hodgkin-Huxley models for neuron spiking, the neuron-style models for halide perovskite devices propose a simplified molecular complexity to highlight the dominant dynamical properties. This approach is recommended for analyzing large data sets. To gain detailed insight of a particular device, these methods can be complemented by other approaches which implement particular mechanisms, sometimes using large parameter sets in drift-diffusion approaches.

Of course detailed modelling by drift-diffusion of all the carriers offers enormous opportunities for the realistic modelling of perovskite devices, accounting for effects such as space-charge limitations and multiscale dynamics. ${ }^{[34,79,103,130,136,169,201,220,221]}$ However, many hysteresis and transient effects in PSC correspond to highly localized effects by surface recombination and charge extraction at the perovskite-trasport layer interfaces. ${ }^{[17,222-225]}$ Resistive switching in halide perovskites can also be strongly localized in nanometer-thick buffer layers, Figure 7. ${ }^{[137]}$ These effects may be difficult to treat with driftdiffusion models that naturally emphasize specific bulk transport characteristics.

The key aspect for the neuron-style models to achieve their goals is the selection of the right state variables, according to the specific system. We have explored three main alternatives of a memory variable: a surface polarization voltage, a slow current component, and an open-channel conduction probability. There is not a general straightforward way to determine a state variable, that by definition is an internal variable that influences the external input-output variables. The criteria for the selection of state variables are:

1) The knowledge about dominant physical characteristic of the system, i.e., ion displacements, traps, ${ }^{[82]}$ etc.
2) Satisfying both the current-voltage property and the memory properties, therefore
3) Addressing successfully different static and dynamic measurement techniques.

## 17. Conclusion

The appearance of variable surface capacitance and inductive properties is substantial to many perovskite devices. In neuronstyle models the conduction current associated to the stationary diode behavior is supplemented by history-dependent state variables. This approach provides an excellent analytical tool to deal with systems that combine capacitive and inductive response. With just a few variables, the Hodgkin-Huxley models of neurobiology are able to cope with the intricate dynamical diversity in biological neuron systems of an extraordinary chemical and morphological complexity. Similarly, the neuron-style models applied to perovskite devices are able to identify a few critical parameters such as the dominant kinetic times, that facilitate an excellent account of convolute hysteresis and spiking properties in the time domain response.

According to my understanding of PSCs, they will never be hysteresis-free, if measured at relatively fast scan rates. The question is, whether the underlying hysteresis is significant for the required applications. The time and frequency domain tools that we have summarized, combined with neuron-style models for the interpretation, become important methods to answer such questions.
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