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ABSTRACT

Background and Objective: Mitotic activity is a crucial biomarker for diagnosing and predicting outcomes
for different types of cancers, particularly breast cancer. However, manual mitosis counting is challenging
and time-consuming for pathologists, with moderate reproducibility due to biopsy slide size, low mitotic cell
density, and pattern heterogeneity. In recent years, deep learning methods based on convolutional neural
networks (CNNs) have been proposed to address these limitations. Nonetheless, these methods have been
hampered by the available data labels, which usually consist only of the centroids of mitosis, and by the
incoming noise from annotated hard negatives. As a result, complex algorithms with multiple stages are often
required to refine the labels at the pixel level and reduce the number of false positives.

Methods: This article presents a novel weakly supervised approach for mitosis detection that utilizes only
image-level labels on histological hematoxylin and eosin (H&E) images, avoiding the need for complex labeling
scenarios. Also, an Uninformed Teacher-Student (UTS) pipeline is introduced to detect and distill hard samples
by comparing weakly supervised localizations and the annotated centroids, using strong augmentations to
enhance uncertainty. Additionally, an automatic proliferation score is proposed that mimicks the pathologist-
annotated mitotic activity index (MAI). The proposed approach is evaluated on three publicly available datasets
for mitosis detection on breast histology samples, and two datasets for mitotic activity counting in whole-slide
images.

Results: The proposed framework achieves competitive performance with relevant prior literature in all the
datasets used for evaluation without explicitly using the mitosis location information during training. This
approach challenges previous methods that rely on strong mitosis location information and multiple stages to
refine false positives. Furthermore, the proposed pipeline for hard-sample distillation demonstrates promising
dataset-specific improvements. Concretely, when the annotation has not been thoroughly refined by multiple
pathologists, the UTS model offers improvements of up to ~ 4% in mitosis localization, thanks to the detection
and distillation of uncertain cases. Concerning the mitosis counting task, the proposed automatic proliferation
score shows a moderate positive correlation with the MAI annotated by pathologists at the biopsy level on
two external datasets.

Conclusions: The proposed Uninformed Teacher-Student pipeline leverages strong augmentations to distill
uncertain samples and measure dissimilarities between predicted and annotated mitosis. Results demonstrate
the feasibility of the weakly supervised approach and highlight its potential as an objective evaluation tool
for tumor proliferation.

1. Introduction

Mitosis counting is a crucial task in histopathological clinical prac-

is considered one of the strongest prognostic factors. However, the
process of mitosis counting is laborious and time-consuming, as pathol-

ogists must recognize and manually count mitotic figures in 1.59 mm?

tice. Particularly for breast cancer, the mitotic activity index (MAI)
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(a) Mitotic cells

(b) Non-mitotic cells

Fig. 1. Visual illustration of the morphological heterogeneity and the challenge
of differentiating patterns between mitotic and non-mitotic cells, extracted from
TUPAC16 (Veta et al., 2019).

on Hematoxylin and Eosin (H&E) slides under a microscope (Baak
et al.,, 2005). The low occurrence of mitotic figures and the large
size of the slides make this task particularly challenging. Moreover,
the high variability in patterns and the similarity between mitotic
and non-mitotic cells (as shown in Fig. 1) contribute to the moderate
reproducibility of this task among clinical experts (Elmore et al., 2015).

In recent years, deep learning algorithms have emerged as a promis-
ing approach to address the challenge of mitosis localization and count-
ing, offering objectivity and reproducibility. Convolutional neural net-
works (CNNs) have achieved remarkable results in the field of computa-
tional histopathology on various supervised learning applications, such
as cell or nuclei segmentation, tissue classification, tumour detection
or disease and prognosis prediction (Srinidhi et al., 2021). However,
they require a significant amount of accurately labeled data to perform
well. In the case of mitosis localization, labeling is a tedious and
time-consuming task that usually requires the consensus of several
pathologists. Reference datasets for mitosis localization commonly con-
tain centroid-based labels (Veta et al., 2019) or inexact pixel-level
annotations (Ludovic et al., 2013), since delineating individual mitotic
cells at the pixel level is unfeasible. Consequently, previous works to
automate the mitosis localization process have struggled to match the
available labels to the use of segmentation or object detection CNNs,
which are commonly used in localization tasks.

Common solutions based on pseudo-labeling strategies have
emerged in the last few years to supplement the limited data. However,
these may introduce noise and magnify model uncertainty, exacerbat-
ing the problem of hard negative cases (i.e., mitotic figures that are
difficult to differentiate from other non-mitotic nuclei due to their
morphologic similarities). Other previous works have attempted to
address this issue by using multiple inference stages to force correct
predictions, which can lead to suboptimal performance. Contrary to this
line of work, this article proposes to make use of the inherent spatial
localization capacity of CNNs in image-level classification tasks (Oquab
et al., 2015) without the need to resort to an exact localization of
the mitotic cell inside the region of interest. This weakly supervised
approach provides higher flexibility and versatility, as image labels
do not depend on detailed pixel-level annotations. This allows the
proposed approach to be applied to a broader range of histological
images, tumor types and databases while reducing the annotation effort
by pathologists.

Despite the promising results previously achieved on weakly su-
pervised mitosis localization (Fernandez-Martin et al., 2022), which
enabled the use of image-level labels instead of centroid labels, the
available information regarding the centroids of the annotated mitoses
has yet to be fully exploited. For instance, the proposed model may
produce a correct positive classification while erroneously locating
a nucleus during training. Prior research has proposed addressing
this challenge by incorporating prior knowledge in the form of con-
straint formulations (Jia et al., 2017; Silva-Rodrguez et al., 2022;
Pathak et al., 2015). One example is the use of centroid coordinates
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constraints, which have been successfully applied to prostate MRI
segmentation (Kervadec et al., 2022). Building on this prior work,
the weakly supervised formulation might be extended to integrate the
approximate centroid supervision. Nevertheless, and contrary to other
works, we propose to integrate this knowledge as a proxy for hard
sample detection, instead of as an implicit guidance during training.
Concretely, we hypothesize that incorrect localizations during train-
ing can be used to identify hard negatives and noisy-labeled mitosis
(i.e., mitotic figures where there is a lack of clear agreement between
pathologists that translates to limitations or inaccuracies in the labeling
data adding noise to the dataset). Thus, a reliable dataset is distilled for
training a noise-free model by detecting the uncertainty associated with
the predictions in such images. The motivation for using only the noise-
free or clean cases (i.e., cases where there is an agreement between the
predicted mitotic nuclei by the model and the annotated one by the
pathologists) is supported by previous literature (Zhang et al., 2020a;
Bernhardt et al., 2022), which has empirically studied the advantages
of using only a subset of clean labeled samples over the whole dataset.
The main contributions of the study are summarized as follows:

+ A deep learning strategy for weakly supervised segmentation
of mitotic figures on H&E patches using image-level labels is
proposed. Specifically, the approach is based on the maximum
aggregation of instance-level predictions during training.

A novel Uninformed Teacher-Student (UTS) formulation is intro-
duced to distill hard samples based on disagreements between
located and annotated mitosis on the training subset. Particularly,
this involves noise integration through image augmentations to
enhance uncertainty during training.

Comprehensive experiments are conducted on three open-access
datasets, demonstrating competitive performance using a single-
phase pipeline that does not require exact localization informa-
tion for training. Additionally, the robustness and generaliza-
tion capabilities of the approach are validated on two exter-
nal datasets, with various image acquisition systems, for mitotic
activity counting at the biopsy level.

This journal paper presents a substantial extension of the conference
work presented in Fernandez-Martin et al. (2022). First, the literature
survey is expanded in terms of previous work on mitosis detection
and uncertainty estimation methods, considerably increasing the um-
brella of reference methods. Regarding the methodology, the benefits
of the proposed weakly supervised formulation are further explored.
The authors investigate how to incorporate location information in the
form of constraint formulations into the weakly supervised strategy.
Based on observations that forcing exact mitosis location hinders model
performance, employing the disagreements between detected and anno-
tated mitoses as a proxy for hard-sample distillation is proposed. Lastly,
comprehensive experiments are incorporated to empirically validate
the method’s generalization capability. Additional datasets for mitosis
detection and mitotic activity counting, together with new ablation
experiments, are included in this study.

2. Related work
2.1. Mitosis detection

The development of support systems for detecting and counting
mitotic figures has been one of the major topics of interest in digital and
computational pathology during the last decade. The proposed methods
have been highly dependent on the publicly released datasets and their
associated annotations, such as MITOS12 (Ludovic et al., 2013), its
extension to MITOS14 (Roux et al., 2014), TUPAC16 (Veta et al., 2019)
or the most recent MIDOG21 (Aubreville et al., 2023). Some works have
attempted to solve this challenge using classic texture or color hand-
crafted features extraction and machine learning classifiers (Saha et al.,
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2018; Maroof et al., 2020; Sigirci et al., 2022). Nevertheless, the main
core of the literature has shifted to training deep learning models via
convolutional neural networks (CNNs) due to their remarkable results
since the first mitosis detection challenges (Ciresan et al., 2013b,a).

Deep learning-driven methods can be differentiated into two cate-
gories, according to the used target region size: (i) cell-level patch-wise
classification and (ii) image-level object detection. The firsts use small
patches that contain single cells using a sliding window to train a
CNN (Ciresan et al., 2013a; Lafarge et al., 2017; Zerhouni et al., 2017;
Paeng et al., 2017; Akram et al., 2018; Chen et al., 2016; Sabeena Beevi
et al, 2019; Hwang et al., 2020). In the second approach, images
covering a larger tissue area containing multiple nuclei are used. Thus,
the model is trained under an object detection paradigm that locates
the mitotic figures in the image. Initially, the pixel-level annotations
included in the MITOS12 challenge enabled direct training of pixel-
level segmentation models (Li et al., 2018; Mahmood et al., 2020; Lei
et al., 2021). Nevertheless, since labeling each mitotic figure at the
pixel level is a cumbersome process, subsequent datasets released the
location of the mitotic cells in the form of centroid-based labels. In
this scenario, pseudo-labeling strategies were employed to train object
detection algorithms. These strategies usually include utilizing pre-
trained networks on the MITOS12 dataset (Sebai et al., 2020; Sohail
et al.,, 2021; Lu, 2021), models trained for nuclei segmentation such
as Hover-Net (Wang et al., 2022), and unsupervised approaches based
on prior knowledge about the blue-ratio of the nuclei color distribu-
tion (Wahab et al., 2019). Additionally, recent methods have attempted
to use only the available centroid information in a weakly supervised
manner through the use of concentric losses (Li et al., 2019) or by
adapting classical region-proposal networks to use anchor centroids
instead of bounding boxes (Wollmann and Rohr, 2021).

Despite yielding promising results in mitosis detection, there are
still open challenges for deep learning-based methods. Concretely, three
main topics of interest are: (i) how to exploit weak, centroid-based
annotations, (ii) how to deal with noisy annotations and hard negative
mitosis, and (iii) how to develop robust models that can generalize to
inter-center variability.

Regarding (i), centroid-based annotations have overtaken pixel-
level labeling due to clinicians’ convenience of preparing databases
at reasonable times. Still, standard CNN methods for object detec-
tion are not prepared for this type of reference. As already men-
tioned, prior works have attempted to assign pseudo-labels at the
pixel level. Nonetheless, the noise introduced in this assignment might
be detrimental to the convergence of the model, thus worsening its
performance. Concerning (ii), uncertainty in mitosis annotations and
hard negative predictions are known problems in mitosis detection.
Although experts agree moderately well on biopsy-level mitotic ac-
tivity quantification, they usually present large variability in locating
individual mitotic figures (Veta et al., 2016). To address this problem,
the MITOS14 and MIDOG21 challenges label mitosis through major-
ity voting by three experts, while TUPAC16 requires consensus from
two different pathologists. Because of the similarity between mitotic
figures and other nuclei (see Fig. 1) and the uncertainty introduced
in the annotation, many previous methods have reported problems
with false positive predictions. To alleviate this issue, recent works
have proposed two-stage pipelines (Li et al., 2018; Tellez et al., 2018;
Wahab et al.,, 2019; Sohail et al.,, 2021), in which a second CNN
is trained to refine the predictions on hard-negative cases from the
first stage. Hard negative cases are retrieved based on the predicted
score of the first network (Tellez et al., 2018), or false positive pre-
dictions (Li et al., 2018). Other approaches have recurred to training
networks on immunohistochemistry images like PHH3 and using im-
age registration for selecting possible candidates at inference (Tellez
et al.,, 2018). However, regardless of the computational inefficiency
of these approaches during inference, empirical evidence presented
on this essay suggests that forcing the model to produce certain pre-
dictions in hard cases, in which visual features may not correspond
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to the annotation due to uncertainty, may cause detriments to the
model optimization. Finally, the inter-center adaptation (iii) plays a
crucial role in model generalization, which may cause a significant
performance drop according to Aubreville et al. (2021). Although this
topic falls out of the scope of this paper, it is worth highlighting the
efforts presented in previous literature to improve such generalization
using adversarial training (Lafarge et al., 2017; Sebai et al., 2020),
stain normalization (Zerhouni et al., 2017; Sebai et al., 2020) or stain
augmentation (Tellez et al.,, 2018; Sebai et al.,, 2020; Wang et al.,
2022), which are the main focus of the MIDOG21 challenge (Aubreville
et al., 2023). In this work, standard stain normalization methods are
employed, which have shown satisfactory results on histological images
in the past (Zerhouni et al., 2017; Silva-Rodriguez et al., 2020; Sebai
et al., 2020). Furthermore, to streamline the workflow, minimize costs,
and reduce complexity, the analysis presented in this paper are carried
out on H&E-stained images, excluding other staining techniques such
as PHH3 or Ki-67. This approach enables to concentrate efforts on
the inherent information provided by H&E staining and avoids the
additional expenses associated with IHC staining, which can be costly.

In this work, the focus relies on training mitosis detection models
that can effectively utilize centroid-based annotations in a flexible man-
ner. Unlike previous literature, the proposed approach avoids assigning
any pixel-level pseudo-label. Instead, the mitosis detection model is
trained in a weakly supervised manner, relying solely on image-level
labels (i). This work also distinguishes itself from previous literature in
the way uncertainty of hard cases is addressed. Instead of employing
two-stage pipelines during inference, the uncertainty is distilled by
detecting dissimilarities between the annotated and located figures
within a weakly supervised framework. Subsequently, a Student model
is trained using only images with correctly localized mitoses, avoiding
the approach of coercing the model to produce the desired output on
hard samples (ii).

2.2. Weakly supervised segmentation

Weakly supervised segmentation (WSS) aims to leverage pixel-level
localization using global (a.k.a image-level) labels during training. Ac-
cording to Ilse et al. (2018), WSS methods use fully convolutional CNNs
with an aggregation function that merges all the spatial information
into one value that serves as global prediction (Silva-Rodriguez et al.,
2021). This output is then used to compute the loss function and drives
the network optimization. Different strategies include aggregating spa-
tial features (embedding-based) or pixel-level predictions (instance-
based). Finally, the probability maps before the aggregation operation
are used as segmentation predictions. Lately, these segmentation maps
are refined to incorporate self-supervised learning pipelines (Wang
et al., 2020) or uncertainty proxies (Belharbi et al.,, 2021), among
others.

2.3. Uncertainty estimation

In the medical image analysis domain, labeling datasets might
become a challenging task due to the high level of expertise required,
known inter-observed variability on different tasks (Arvaniti et al.,
2018; Veta et al., 2016), and the visual similarity between different
categories, such as mitotic figures (see Fig. 1). This might produce
noisy annotations, which harm model performance and generaliza-
tion (Arpit et al., 2017; Zhang et al., 2016). Uncertainty estimation aims
to improve the understanding of deep learning models’ performance
and generalization capabilities by quantifying the quality of predicted
labels.

Previous works have shown that quantifying the uncertainty of
the model outputs makes it possible to highlight possible noisy labels
and refine the model training (Bernhardt et al., 2022). Uncertainty-
aware pipelines present two stages: uncertainty estimation and model
refinement. Various techniques have been proposed for estimating
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Fig. 2. Method overview. This work offers a novel strategy for weakly supervised mitosis detection that eliminates the need for assigning pixel-level labels to centroid-based
annotations. Specifically, a Convolutional Neural Network (CNN) is trained to predict pixel-level scores, which are subsequently aggregated using a global max-pooling operation
to optimize the network via standard cross-entropy loss at the image level (refer to Eq. (1)). Additionally, the method introduces a mechanism — Uninformed Teacher-Student
(UTS) - to reduce false positive detection by removing hard cases. The proposed approach comprises four stages: A. Uninformed Teacher First, a classifier is trained using strong
augmentations as a proxy for uncertainty enhancement. B. Uncertainty detection. Then, dissimilarities are checked between the annotated and the localized mitosis by the Teacher
model at correctly classified patches on the training set. Thus, hard cases are identified using the Euclidean distance between centroids, which are further removed (see Egs. (4)
and (5)). C. Distilled Student. A Student model is trained on the distilled dataset, utilizing soft augmentations. D. MAI counting Finally, the mitosis detection model is employed
to estimate the Mitotic Activity Index (MAI) on external datasets, focusing on tumor regions delineated using a UNet model.

uncertainty in deep learning models. These include measuring model
robustness to image augmentation through Monte Carlo dropout (Ju
et al., 2022), utilizing curriculum learning (Guo et al., 2018), co-
teaching (Han et al., 2018), or using entropy sorting (Bernhardt et al.,
2022). The estimated uncertainty can then be utilized for sample
rejection during inference (Ghesu et al., 2021), refinement of a Student
model through label weighting based on certainty (Ju et al., 2022),
co-teaching based only on clean labels (Han et al.,, 2018), or even
re-labeling cases with high uncertainty (Bernhardt et al., 2022).

This work aims to detect noisy and hard cases for mitosis localiza-
tion by exploiting the uncertainty of the model predictions. To this
end, leveraging a weakly supervised strategy for mitosis detection is
proposed. Consequently, even if the network can effectively memorize
the image-level labels, it remains uninformed about the exact object
location, and thus its errors serve as indicators of model uncertainty.
Subsequently, drawing inspiration from prior research (Zhang et al.,
2020a; Bernhardt et al., 2022), a distillation process is introduced to
generate a set of clean samples by excluding challenging cases, which
is then used to train a Student model.

3. Methods

An overview of the proposed method is depicted in Fig. 2. In the
subsequent subsections, the problem formulation and each component
proposed will be described.

3.1. Weakly supervised mitosis localization

Problem formulation. In the paradigm of weakly supervised segmen-
tation (WSS), the training set is composed of images {x,,}r]:’= |» Whose
binary label {Y}} ”,"= |» such that, Yk = {0,1} is known and defines if a
category k is present within the image. Also, each positive image has
pixel-level labels y,; for each i pixel in the image, but they remain
unknown during training. Further, Y* is denoted as Y, for simplicity
since one unique class is considered, and n is assumed as the image

index.

Instance-based WSS. This work aims to train a CNN capable of lo-
cating positive mitosis during inference while being trained only with
image-level labels. To do so, an instance-based weakly supervised
learning strategy is used. Let us denote a CNN model, fo(:) : ¥ — HK,
parameterized by 0, which processes instances x € X' to output sigmoid-
activated instance-level probabilities, h;, such that h; € [0,1]. Also,
a parameter-free aggregation function is employed, f,(-), in charge
of combining the pixel-level scores into one global output H, such
that H = f,(fp(x)). Then, the optimization of 6 is driven by the
minimization of cross entropy loss between reference and predicted
image-level score.

L,, = Ylog(H) + (1 - Y)log(1 — H) €})

In this work, it is proposed to use the maximum operation as an
aggregation function, f,(-). Although this aggregation only backprop-
agates gradients through the maximum-activated spatial regions, this
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effect produces that only very discriminative cells will be classified as
mitosis, which avoids false positive predictions.

Inference. During inference, pixel-level predictions are inferred using
the pixel-level predictions given by the trained CNN, h; = fy(x). The
probability maps are resized to the original image dimensions by bi-
linear interpolation. Then, sigmoid scores are converted to a binary
mask by applying a threshold to the probability maps. Concretely,
the threshold is obtained from the operative point of the ROC curve
between image-level predictions and references. Finally, a centroid is
assigned to each element in the mask to be located as a mitosis.

3.2. Centroid constraint localization

Given a sample with one annotated mitosis, x, and its corresponding
pixel-level scores, h; = fy(x), the centroid coordinates of the predicted
map can be computed as:

~ XX, hic)

where ¢; € N? is a 2D grid with the pixel coordinates for both directions
in the image, p, for each pixel in the image, i. For example, the value
ci for the first pixel - i = 0 - would be (0, 0), or (width/2, high/2) for
the pixel in the center of the image.

Then, the model is optimized to minimize the euclidean distance,
d(-), between the predicted and annotated centroid, C, as a constraint
to the global optimization in Eq. (1), such as:

(2)

L=L,,+p, dC.C) )

where g weights the relative importance of the constraint during train-
ing.

As discussed in the experimental section of the article (see Sec-
tion 5.2), this formulation achieves better localization of mitoses during
training. Surprisingly, however, it also produces a detriment in the
results obtained in the validation set. Based on these findings, authors
argue that a weakly supervised formulation allows more flexibility
during training to recover relevant mitotic figures. In addition, it is
proposed to take advantage of this phenomenon to locate hard samples
by quantifying the disagreement between the annotated and the located
mitosis.

3.3. UTS: Uninformed teacher - student

Hard mitosis distillation. Formally, let us define the training dataset
D, as the union between positive images (Y = 1) and negative samples
(Y = 0), such that D = D* u D~. The proposed framework for
uncertainty distillation is composed of the following stages:

1. Uninformed Teacher training. A Teacher model, ', is trained
on the whole training dataset, D, following the weakly super-
vised mitosis detection formulation by minimizing Eq. (1).

2. Hard samples distillation. From the positive labeled samples,
Dt = {xm},]:’:], the Teacher network is used to predict the
pixel-level segmentation maps, such that h;, = fg(x,). It is
worth mentioning that multiple mitoses can be predicted and
annotated for each image. Then, using the formulation in Eq. (2),
the predicted centroids, 6p.m, ;» are computed for each object, j,
in each predicted mask, m. Finally, the predicted locations are
compared pairwise with each annotated mitosis, /, by using the
euclidean distance such that:
lemi iy = Hd(Cppmis ComPDV_ My )
Finally, a subset of clean samples is obtained by retaining the
predictions that contain at least one true positive prediction,
i.e. a minimum distance r = 30 pixels, following previous
literature (Sohail et al., 2021).

D} = {x,, iff 3e,, < 7} | 5)
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3. Uninformed Student training. A Student model, 6°, is trained
on the distilled dataset, D; = D~ u D}, following the same
training procedure as the Teacher model.

Hereafter, authors refer to this formulation as Uninformed Teacher-
Sudent (UTS) training.

Noise integration. One common way to reveal uncertain predictions
on previous literature is through noise incorporation, in the form of
dropout (Leibig et al., 2017; Ju et al., 2022) or image augmenta-
tions (Zhang et al., 2020a). As stated previously, this study aims to
distill only clean samples for the training of the Student model. For
this purpose, it is assumed that by incorporating strong image transfor-
mations, the memorability of the model during training is hindered,
and thus localized mitoses will only coincide with those annotated
in clean cases. A set of weak transformations, a(-), is defined for
this purpose, which includes random flips, rotations, and mirroring
operations. Additionally, a set of strong augmentations, (-), is defined,
which includes optical and grid distortions. It is worth mentioning that
the latter transformations affect the cell morphology, while the former
only change the orientation of the histological structures. Finally, the
Teacher model is trained using strong augmentations, A(-), while the
Student model is trained on the clean subset samples, as indicated
previously, using weak augmentations, a(-).

3.4. MAI counting at whole-slide image level

Mitosis counting is a commonly used technique in pathological
analysis to determine the proliferation rate (MAI) of cells in a tumor
tissue sample and to estimate the associated prognosis. In the following,
the proposed mitosis localization methods are extended to estimate a
mitosis activity index from whole slide images (WSIs).

Tumor tissue segmentation. WSIs are gigapixel images that present a
wide tissue heterogeneity. First, the authors propose to train a tissue
segmentation model, ¢,;,,,., on patches x, to obtain the relevant tumor
regions. Hereafter, this module is referred to as the tissue segmentation
model, TSM. Concretely, a UNet model is used to segment patches
at pixel level into P = 5 relevant tissue categories: tumor, stroma,
inflammation, necrosis, or other. Thus, softmax pixel-level probabilities
are obtained such that g, = ¢y;5,.(x), where Q indicates the spatial
domain. Secondly, the tissue proportion in each patch is computed by
averaging pixel-level probabilities over €, and a patch is considered
relevant for mitosis counting if the tumor percentage is above a certain
threshold, z,,,,,,, which is empirically fixed.

Mitotic counting. Finally, the mitosis detection model, 6, is applied
to the extracted tumor patches that cover, at least, the same area
used by the pathologists for performing the MAI counting. For a given
WSI, the proposed MAI is the average number of mitoses detected
per patch. Note that while the proposed MAI is calculated from the
number of mitoses detected per patch over the whole tumor tissue in
the entire WSI, it should be kept in mind that the MAI score assigned
by pathologists is typically based on counting mitoses only within the
tumor hotspot (i.e., the tumor area with the highest proliferation). As a
result, the patch MAI may be more diluted since it includes more tumor
tissue area that may contain fewer mitoses than the tumor hotspot.

4. Experimental setting
4.1. Datasets

The experiments described in this work were carried out using five
different datasets. These datasets were selected to evaluate the main

tasks developed in this work: mitosis localization and slide-level mitotic
activity counting. The following is a description of them.
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4.1.1. Mitosis localization

To evaluate the performance of the proposed Teacher-Student on
mitosis localization, three popular open-access datasets of breast his-
tology tissue regions with curated pixel-level labels of mitotic figures
were used: TUPAC16, MITOS14, and MIDOG21.

TUPAC16-auxiliary. The auxiliary dataset of the 2016 TUmor Prolif-
eration Assessment Challenge (TUPAC16) (Veta et al., 2019) is com-
posed of 73 breast cancer whole-slide images from two different insti-
tutions. In particular, the auxiliary mitosis dataset contains 1552 pro-
cessed regions of interest at 40x magnification, with centroid-labeled
mitosis by consensus of expert pathologists.

MITOS14. The MITOS-ATYPIA 2014 challenge of ICPR (MITOS14)
(Roux et al., 2014) gathers 1200 high-power fields (HPFs) from 11
different breast biopsies, using two different digitalization devices, at
40x magnification. For the training dataset, coordinates of annotated
mitosis based on the agreement of 3 pathologists are available.

MIDOG21. The Mitosis domain generalization in histopathology im-
ages challenge (MIDOG21) (Aubreville et al., 2023) introduced a col-
lection of breast histology tissue regions from 6 different digitalization
scanners (denominated A to F subsets), at 40x magnification. The
training subset is composed of 200 tissue regions (from centers A to
D), from which 150 samples (centers A to C) were carefully analyzed
by three expert pathologists, who identified the existing mitotic figures.
Concretely, the dataset contains up to 1721 annotated mitotic figures.
In addition, this dataset includes a collection of 2714 hard negative
samples. Those are look-alike mitotic figures that were discarded by
the consensus of the three pathologists.

4.1.2. MAI counting at the WSI-level

A publicly available dataset (CCMCT-MEL) and a private dataset
(SUH) were used to validate the capacity of the proposed pipeline
for mitosis localization for mimicking the pathologist’s activity mitotic
counting (MAI) at the slide level. Thus, the datasets were selected due
to the availability of entire whole slide images.

CCMCT-MEL. The canine cutaneous mast cell tumor manual expert
labeled dataset (CCMCT-MEL) (Bertram et al., 2019) constitutes a
comprehensive collection of microscopy annotations. It includes 32
whole slide images (WSIs) scanned at 40x magnification, representing
both low-grade and high-grade cases, each meticulously annotated by
two expert veterinary pathologists, focusing on mitotic figures, and pro-
viding additional annotations for neoplastic mast cells, inflammatory
granulocytes, and mitotic figure-like objects. This dataset comprises
238,340 annotations, with 42,465 dedicated to mitotic figures.

SUH. The SUH dataset is a private collection of 260 surgical speci-
mens of triple-negative breast cancer (TNBC) obtained from the Sta-
vanger University Hospital in Norway between 1978 and 2004. These
samples were carefully selected by an experienced breast pathologist
who chose the most representative slide for each case. The slides were
then scanned at 40x magnification using three different scanners: the
Hamamatsu NanoZoomer S60, Hamamatsu NanoZoomer 2.0HT, and
Leica Aperio AT2, located in Stavanger (Norway), Atlanta (USA), and
Oslo (Norway), respectively. Note that this dataset presents a wide
heterogeneity of potential image acquisition systems to obtain whole-
slide images. The same pathologist also performed the MAI scoring on
the most active tumor area of the H&E slides, using consecutive high-
power fields (HPFs) representing a total area of 1.59 mm? (Baak et al.,
2005).

4.2. Data partitions and preparation

4.2.1. Mitosis localization

In this work, mitosis localization is evaluated on datasets inherited
from previous open-access contests. Although these competitions pro-
vide an exceptional platform to compare different strategies, the test
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subset is hidden from the participants. Thus, it is possible to evaluate
these methods during the contest, but not after some time due to lack
of maintenance, as is the case with the databases used. Therefore, a
partitioning of the training cases into three subsets: training, validation,
and testing, has been carried out for each dataset, to promote better
comparison between methods in the future.

TUPAC16-auxiliary. The dataset is divided into patient-level train-
ing, validation, and testing cohorts in a similar fashion to prior liter-
ature (Li et al., 2019). For all partitions, subsets contain samples from
both centers. Concretely, cases 30, 37, 44, 51, 58, 65, and 72 were used
for validation, while cases 31, 38, 45, 52, 59, 66, and 73 were used for
testing.

MITOS14. Samples A03 and HO3 were used for validation, while A04
and HO4 were incorporated into the test subset. Note that for a fair
evaluation of the proposed methods, cases from both scanners are used
for validation and testing.

MIDOG21. The samples from scanners A, B, and C are used in this
work. Following the strategy pursued in the other databases, the par-
tition is performed to ensure that all training, validation, and testing
subsets contain samples from each scanner. Concretely, cases 41 to 45,
91 to 95, and 141 to 145 are used for validation, and cases 46 to 50, 96
to 100, and 146 to 150 are incorporated into the testing subset. The rest
of the cases are used for the training subset. In addition to the dataset
containing the curated labeled mitosis, the annotated hard negatives
(HN) are used to challenge the proposed approach in noisy scenarios.
The combined dataset is referred to as MIDOG21 5.

4.2.2. MAI counting at the WSI-level

CCMCT-MEL. Although this dataset is validated in the context of
proliferation counting at the biopsy level, explicit measures are not
present for each whole slide image. To alleviate this issue, the mitotic
activity index is estimated from a hotspot in the slide. Density-Based
Spatial Clustering of Applications with Noise (DBSCAN) (Pedregosa
et al., 2011) is utilized to identify the mitotic hotspot area within
the biopsy. The initial epsilon parameter (e.g., the maximum distance
between two samples for them to be considered neighbors) is set to
half the diagonal length of the region of interest (ROI), and one-sixth
of the total annotated mitoses in the WSI is established as the minimum
number of samples per cluster. These parameters are adjusted to ensure
the identification of at least two clusters when multiple mitoses are
annotated within the WSL. Subsequently, after identifying the most
populated mitoses cluster (the hotspot), the centroid coordinates for
this area are determined. An ROI measuring 1.59mm? is then extracted,
centered around this hotspot’s centroid. Finally, the mitotic figures
within the hotspot ROI are identified. This enables the comparison of
the annotated Mitotic Activity Index (MAI) against the predicted MAI
generated by the model.

SUH. The entire dataset is used as external testing, thus no partition
is required in this case.

4.3. Metrics

Standard metrics for mitosis localization evaluation are employed.
First, the model is optimized using only global image-level labels by
means of the accuracy, AUC, and Fl-score. Then, the comparison
with state-of-the-art methods on mitosis detection is assessed using the
standard criteria of mitosis detection contests (Sohail et al., 2021).
At 40x magnification, detected mitosis is considered true if it is lo-
cated at most 30 pixels from an annotated mitosis. Under this criteria,
precision, recall, and Fl-score are computed. Regarding MAI counting
evaluation, Spearman and Pearson correlations are used as figures for
merit to compare the automatically estimated proliferation score with
the one manually annotated by the pathologist, following previous
works (Tellez et al., 2018).
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Table 1
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Performance comparison of the proposed model with existing methods on TUPAC16-auxiliary dataset. The presented figures of merit are Fl-score, precision, and recall,
obtained for mitosis detection. The best result for each metric is highlighted in bold, and the proposed methods are emphasized in gray. (See Nateghi et al. (2021) and

Rehman et al. (2022)).

Method F1 score Recall Precision Multiple Location External External
phases supervision data validation

DeepConsensus - Wollmann and Rohr (2021) 0.470 - - X

Tellez et al. (2018) 0.480 - - X X X X

Lafarge et al. (2017) 0.620 - - X

Akram et al. (2018)" 0.640 0.671 0.613 X X X

Mahmood et al. (2020) 0.642 0.642 0.641 X X X X

Zerhouni et al. (2017)P 0.648 0.623 0.675 X X X

Paeng et al. (2017) 0.652 - - X X

SegMitos - Li et al. (2019) 0.669 0.700 0.640 X

TL-Mit-Seg - Wahab et al. (2019) 0.713 0.660 0.770 X X

UTS - Teacher (ours) (Fernandez-Martin et al., 2022) 0.729 0.720 0.739

Nateghi et al. (2021) 0.738 0.714 0.764 X X

FMDet - Wang et al. (2022) 0.745 0.801 0.697 X X X

Sohail et al. (2021) 0.750 0.760 0.710 X X X

UTS - Student (ours) 0.767 0.716 0.828 X

Rehman et al. (2022)2 0.783 - - X X

2 Ensemble of hand-crafted features models.

b Shows the methods evaluated on the unavailable hidden test set of the original TUPAC16 challenge.

4.4. Implementation details

4.4.1. Image pre-processing and normalization

Following relevant literature in Li et al. (2019), patches of size
500 pixels are extracted from the regions of interest for computational
efficiency during training and inference. To decrease the effect of
inter-center stain variability, patches from the different datasets are
color-normalized using the stain normalization method of Macenko
et al. (2009) to the same reference space, represented by a selected
region containing representative tumor tissue.’

4.4.2. Mitosis localization

The proposed Uninformed Teacher-Student (UTS) is trained us-
ing ResNet-18 (He et al., 2016) convolutional blocks as a backbone.
Concretely, the first 3 blocks pre-trained on ImageNet (Deng et al.,
2009) are used as feature extractors and are then retrained for the
mitosis detection task. This architecture was trained during 40 epochs
to optimize Eq. (1) using a batch size of 32 images and a learning
rate of 0.0001. In order to deal with class imbalance, the images
are sampled homogeneously according to their class in each epoch.
Strong augmentations were used as detailed in Section 3.3 to train
the Teacher model over the whole dataset. Then, a clean training
dataset is distilled via hard samples detection on located mitosis as
indicated in Eq. (5). Finally, a Student model is trained following the
same training procedure as the Teacher model but using the distilled
dataset and changing the augmentation to weak transforms. During
the training of both models, performance metrics on the validation
dataset are monitored, and the best model in terms of image-level
classification is saved for testing. The code will be publicly available
on https://github.com/cvblab/Mitosis-UTS.

4.4.3. MAI counting at the WSI-level

The proposed automatic MAI counting is obtained from whole-slide
images as specified in Section 3.4. Non-overlapping patches of size 512
at 20x magnification are extracted from whole slide images, and the
tissue segmentation model from Lopez-Pérez et al. (2023) is used to
obtain the tissue proportion. Then, the threshold of tumor proportion
is empirically fixed at 7,,,, = 40% to get relevant patches. Also, an
exclusion criterion on a minimum tumor area of 1.59 mm? is included
to use, at least, the same tumor tissue as pathologists use in clinical

1 The reference image is available on https://github.com/cvblab/Mitosis-
UTS/tree/main/local_data/color_norm/.

practice (Baak et al., 2005). Therefore, the minimum number of patches
representing the same tumor area used by pathologists will depend
on the pixel resolution of the different scanners. Finally, the MAI is
computed using the Student model for mitosis detection.

5. Results
5.1. Comparison to literature

5.1.1. Mitosis localization

Performance on TUPAC16. The proposed mitosis detection methods
are trained using the TUPAC16 training partition. The quantitative
results obtained by the proposed UTS method for mitosis localization
on the test cohort are presented in Table 1 for both Teacher and Student
models. Results reported in previous literature on the TUPAC16 dataset
are also included. In addition, qualitative visualizations of the model
performance are shown in Fig. 3. The proposed Teacher weakly super-
vised method reaches an F1-score value of 0.729, comparable to prior
literature using deep learning methods, but without requiring access
to any supervision regarding the exact location of the mitosis in the
image. It should be noted that, in addition, the best previous methods
use additional training data and require multiple stages of label refine-
ment. In contrast, the proposed method uses only one training cycle.
Moreover, the proposed approach obtains the best precision on mitosis
localization that only uses one training phase. Once the proposed hard
samples mining is introduced and the Student model is trained, the
obtained results reach an F1-score value of 0.767, which increases the
performance over the Teacher model by nearly 4%. In addition, the
Student model is competitive with the best previous results reported on
the TUPAC16 dataset that rely on deep learning, showing a promising
precision of 0.828. This is because the UTS Student model produces
a low number of false positives, which is one common limitation
of mitosis detection algorithms. These results support the claim that
training the model with a clean dataset improves the generalization
of the model due to the decrease in noise. This is a paradigm shift
with respect to how previous methods deal with difficult negative cases,
which usually employ a second model to strengthen the classification.

Generalization to other datasets: MITOS14. In order to validate the
generalization capabilities of the proposed method, the UTS models
trained on TUPAC16 dataset are directly used for inference on the test
subset of MITOS14 (UTS w/o FT). Also, the UTS pipeline is trained
from scratch on the training subset of MITOS14 (UTS w/ FT). The
results obtained, together with the results reported in previous liter-
ature, are presented in Table 2. In addition, qualitative visualizations
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Fig. 3. Qualitative evaluation of the proposed UPS-Student model for mitosis localization on the test subset of TUPAC16 dataset. The three high-magnification fields are extracted
from the test subset. Green: true positive; Blue: false negative; Yellow: false positive.

Table 2

Performance comparison of the proposed model with existing methods on test subset of MITOS14 dataset. The presented figures of merit are F1-score, precision, and recall, obtained
for mitosis detection. The best result for each metric is highlighted in bold, and the proposed methods are emphasized in gray. FT: Fine-tuning of the model on MITOS14 training

split.

Method F1 score Recall Precision Multiple Location External External
phases supervision data validation

MiotsisDetection - Lei et al. (2021) 0.400 - - X X X X
DeepMitosis - Li et al. (2018) 0.437 0.443 0.431 X X X
MaskMitosis - Sebai et al. (2020) 0.475 0.453 0.500 X X X
UTS - Student (ours) w/o FT 0.476 0.345 0.767 X X
CasNN - Chen et al. (2016) 0.482 0.478 X
FMDet - Wang et al. (2022) 0.490 0.556 0.438 x X X
UTS - Teacher (ours) w/o FT (Fernandez-Martin et al., 2022) 0.505 0.375 0.774 X
SegMitos - Li et al. (2019) 0.562 0.502 0.637 X
Akram et al. (2018) 0.620 0.496 0.828 X X X
UTS - Teacher (ours) w/ FT (Fernandez-Martin et al., 2022) 0.660 0.672 0.649
UTS - Student (ours) w/ FT 0.689 0.728 0.654 X
Rehman et al. (2022)? 0.863 - - X X

2 Ensemble of hand-crafted features models.

Fig. 4. Qualitative evaluation of the proposed UTS-Student model for mitosis localization on three high-magnification fields from the test subset of MITOS14 dataset. The first and
second cases correspond to samples digitized using the Aperio scan, and the third case is a sample from a Hamamatsu scanning device. Green: true positive; Blue: false negative;

Yellow: false positive.

of the Student-UTS model performance are introduced in Fig. 4. The
obtained results using the models trained on the TUPAC16 dataset
suffer a considerable performance drop when externally tested on
MITOS14. Nevertheless, it can be noticed that this phenomenon is
common in other works (see Table 2 FMDet (Wang et al., 2022) or
MitosisDetection (Lei et al., 2021)). It is worth mentioning that still, the
weakly supervised strategy achieves remarkable precision when tested
under domain shift, in contrast to these deep learning methods that use
supervision at the pixel level for training. In addition, the UTS method
also shows promising performance with respect to other works that are
directly trained on the target dataset (see Table 2 DeepMitosis (Li et al.,
2018) or MaskMitosis (Sebai et al., 2020)). It is noticeable that the
Teacher model of the UTS pipeline reaches the best results compared to
the Student counterpart. Although the Student model is trained with a
clean set of samples, the hard labeled samples are distilled with respect
to the source domain annotators, which may not concur with the bias of

the pathologists in the target domain, thus hindering the performance
of the later. Once the UTS pipeline is trained on MITOS14, results are
again competitive compared to the main core of neural-networks-based
previous literature, and the Student model reaches an F1-score of 0.689.
This corresponds to an improvement of nearly a 3% over the Teacher
model, similar to the behavior observed on TUPAC16.

Generalization to other datasets: MIDOG21. In addition, experiments
using the recently released MIDOG21 dataset are introduced. First,
the direct inference of the model trained on TUPAC16 dataset with-
out adaptation on this out-of-distribution (OOD) dataset is evaluated.
Second, the UTS Teacher-Student setting is trained on the proposed
MIDOG21 (in-distribution, ID) train split (see Section 4.2.1) under
two scenarios: using the original clean dataset and using the same
samples, but including the hard negative figures (MIDOG21 ). In
addition, although trained and tested on different, unaccessible data



C. Fernandez-Martin et al.

Table 3
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Performance comparison of the proposed model with existing methods on MIDOG21 dataset. The presented

figures of merit are F1l-score. The proposed methods are emphasized in gray. ID: testing in-distribution -i.e.
datasets used during training; OOD: testing on external datasets. HN: Training dataset containing annotated

hard negatives.

Method Training MIDOG21 testing
D 00D

Challenge leaderboard

Lbl (Yang et al., 2021) 0.793 0.714

Lb2 (Jahanifar et al., 2021) MIDOG21 0.837 0.717

Lb3 (Fick et al., 2021) 0.848 0.661

Other partitions

RetinaNet (Aubreville, 2021) - 0.523

UTS - Teacher (Fernandez-Martin et al., 2022) TUPAC16 - 0.676

UTS - Student - 0.664

3¥: - 'é':j;:::tr (Fernandez-Martin et al., 2022) MIDOG21 (0);(1)2 -

3?: ) ;‘:s;(}::tr (Fernandez-Martin et al., 2022) MIDOG21,,, 8223 -
splits, different reference methods are included. First, the RetinaNet ~
model trained on TUPAC16 and evaluated on MIDOG21 (Aubreville, o
2021) is used. Second, the three leaderboard methods of the original .
challenge are included in the comparison. It is worth mentioning that
these works include complementary domain-generalization strategies o 15- —
to tackle the competition objectives, such as Fourier-space-based stain L C /,//
augmentation (Yang et al., 2021), Cycle-GAN augmentation (Fick et al., K ° P
2021), or pixel-level annotations and multiple refinement stages (Ja- g Lo~ e ® //”
hanifar et al.,, 2021). For these works, the in-distribution score is = C L1 :"/
obtained using the metrics found in Scanner A (which was available o, f’/
during the development stage) and the OOD performance using the . ’: s°®
average of Scanner D to F. The aforementioned results for mitosis lo- o °

L]

calization in terms of F1-score are introduced in Table 3. As previously
observed in MITOS14 experiments, direct generalization using the pre-
trained Student model on TUPACL16 is slightly worse compared to the
Teacher model (see Table 3, second block). Nevertheless, training the
UTS pipeline in-domain shows again positive trends (see Table 3, third
block), which are exacerbated when training with noisy labeled mitosis,
in which Student model brings substantial improvements of ~4% (see
Table 3, last block). These observations suggest that the proposed hard
negative distillation is especially effective when dealing with non-
curated datasets such as TUPAC16 or MIDOG21 j; , but it might be less
effective when different pathologists have carried out an in-depth inter-
agreement annotation process, such as the clean MIDOG21. Finally,
it is worth mentioning that the obtained OOD results approach the
ones observed in the leaderboard challenge, in which range localization
scores of ~[0.661,0.717].

5.1.2. MAI counting at the WSI-level

The mitosis detection model trained on the TUPAC16 dataset was
applied to the SUH dataset and the CCMCT-MEL to determine the
proliferation score at the whole-slide image level. In the SUH dataset,
the correlation between the automatically predicted proliferation score
and the pathologist-annotated mitosis score was measured using Spear-
man’s and Pearson’s correlation coefficients, which were found to be
0.556 and 0.665, with a 95% confidence interval of [0.454,0.643] and
[0.564,0.767], respectively. On the other hand, regarding the CCMCT-
MEL dataset, the obtained Spearman’s and Pearson’s correlation co-
efficients between the annotated MAI and the predicted MAI in the
hotspot ROI, were found to be 0.580 and 0.602, with a 95% confidence
interval of [0.277,0.779] and [0.305,0.900], respectively. It is important
to highlight that these results were obtained using the best thresh-
old for binarizing the output probabilities determined for TUPAC16
dataset. However as there has not been any fine-tuning of the model
parameters to these two external datasets, if this threshold is adapted
to the new domains, evaluation metrics could increase (i.e. with by
using few samples to adapt the threshold, Spearman’s and Pearson’s
correlation coefficients could reach 0.666 and 0.738, respectively). The

0 20 40 60 80 100 120 140
MAI reference

(a) SUH
.
06
05 L4 e
- 57
o ° A
3
s ¢k
= 03 . //,
= of
02 7" .o
. . .
& "/
01 & o L
X0
)
o0 @®
00 02 04 06 08 10

MAI reference

(b) CCMCT-MEL

Fig. 5. Scattered representation of the reference and predicted MAI on the SUH
(top), and CCMCT-MEL (bottom) datsaets. The red line represents the linear adjustment
between both variables.

corresponding scattered representations of reference and predicted MAI
for the SUH and the CCMCT-MEL datasets are illustrated in Fig. 5.
Note that the reference MAI follows the methodology performed by
pathologists in the clinical practice, and the proposed predicted pro-
liferation score is equivalent to the number of mitoses in one patch.
These results underscore the remarkable generalization capability of
the model across diverse datasets, spanning various organs and species,
including both breast and cutaneous tumors in both human and canine
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Table 4

Performance comparison of the different configurations of the WSS proposed model,
in terms of aggregation strategies. Results are presented for mitosis localization and
image-level classification.
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Table 5

Effect of directly integrating the location information into the weakly supervised
formulation, depicted in Eq. (3), in the training subset. The metric presented is the
Fl-score for mitotic figure localization.

Configuration F1 score image-level F1 score localization
Embedding - mean 0.762 0.134
Embedding - max 0.772 0.234
AttentionMIL (Ilse et al., 2018) 0.768 0.014
Instance - mean 0.753 0.004
Instance - max 0.761 0.729
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Fig. 6. Ablation study on the number of residual blocks used for feature extraction.
Metric presented for mitosis localization.

beings. This adaptability highlights its potential as a robust and ob-
jective evaluation tool for tumor proliferation assessment, effectively
mitigating the inherent observer variability associated with manual
mitosis counting.

In Fig. 5(a), there is an outlier where the proposed model predicts a
close-to-zero mitosis score per patch, whereas the pathologist annotated
a considerably high MAI in that WSI. Upon a thorough review of
this case with the pathologist, it was discovered that the reference
MAI score was mainly calculated from an area rich in adipocytes that
was discarded by the tissue segmentation model (TSM) for failing to
meet the minimum tumor tissue threshold. Thus, this constitutes a
limitation of the proposed method in evaluating the MAI score at
the WSI level, as it relies on the TSM to identify tumor-containing
patches. Additionally, in Fig. 5(b), two outliers are observed where
the model predicts a high number of mitoses, whereas the number of
mitoses in the hotspot ROI was close to zero. After a comprehensive
examination of these two cases, it was determined that the two outliers
could be mitigated by increasing the prediction probability threshold
for considering a prediction as mitoses. Therefore, this constitutes a
limitation of the different domain adaptability if no fine-tuning of the
network parameters is performed to obtain the best performance in the
new domains.

5.2. Ablation experiments

In the following, ablation experiments are depicted to motivate the
choice of the different components of the proposed method. Unless
stated the opposite, the ablation experiments were carried out on the
TUPAC16-auxiliary dataset.

Weakly supervised setting. The study of the configuration of the
Weakly Supervised Setting (WSS) model architecture begins with the
exploration of various prominent configurations. This exploration en-
compasses embedding-based approaches that aggregate spatial features
before reaching the classification layers and instance-based approaches
that apply the classification layer spatially. Additionally, different ag-
gregation methods, including mean and max operations, as well as the
trainable attentionMIL mechanism (Ilse et al., 2018), are employed.
The results are presented in Table 4. The figures of merit demonstrate
that while all methods achieve similar results at the image level,
only the instance-based approach with maximum aggregation exhibits
satisfactory performance in mitosis localization. This is attributed to its
unique ability to penalize false positive localization during training.
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Method Subset

Train Test
Teacher 0.716 0.729
Teacher w/ L, 0.771 0.673

On the importance of the feature complexity. Convolutional neural
networks combine stacked convolutional and pooling operations, which
merge spatial information. Thus, later layers in CNNs extract high-
level features with complex shapes and low spatial resolution. Although
CNNs for classification tasks usually benefit from deep structures, it
is observed that spatial resolution and low-level features are vital for
mitosis localization, as shown in Fig. 6. For that reason, only 3 residual
blocks of ResNet-18 architecture were used for the proposed method.

Location constrained WSS. In the following, the effect of including
the information regarding the mitosis position in the weakly super-
vised formulation during training is studied. The integration trough
a centroid-based constraint formulation is described in Eq. (3). The
Teacher model is trained, and the relative weight of the location
constraint, f,,., is empirically optimized to 0.01. Relevant performance
metrics are recorded during training for both the constrained and
unconstrained Teacher formulation, and these are depicted in Fig. 7.
Concretely, the classification performance at the image level (top)
and the constraint satisfaction (bottom), in the form of the euclidean
distance, are presented. Also, Table 5 indicates the performance of the
selected model on training and testing subsets for mitosis localization.
Finally, qualitative visualization of the observed effect is depicted
in Fig. 8. Results show that the location constraint successfully im-
proves the location performance regarding the reference annotations
(see Fig. 7 bottom and Table 5). However, the classification results at
the image level in the validation subset worsen the more the constraint
is met (see Fig. 7 top). These results suggest that forcing the model to
focus on certain cell structures as mitotic figures hinders the model’s
generalization. This conclusion aligns with previous literature on noise
distillation, highlighting that memorizing the training subset of uncer-
tain cases might undermine its generalization (Arpit et al., 2017). Thus,
the weakly supervised formulation (see Eq. (1)) guides the optimization
more flexibly, as it leaves it up to the model to choose which cells in
the image it considers anomalous based on their visual characteristics.
Furthermore, this formulation, thanks to maximum aggregation, allows
the classification as a mitosis of multiple cells in positive images, which
may have been overlooked by the annotator.

Pseudolabeling vs. Discarding. The proposed UTS-Student model is
trained on a clean subset of low-uncertainty samples. This subset is
obtained discarding samples on the training subset, thanks to the
flexibility of the weakly supervised setting to choose the mitotic figure
on positive-labeled images during training, which may differ from those
annotated - and in this case, they are discarded (see Section 3.3 for
further details). Nevertheless, this process costs decreasing the number
of samples used for training the Student model. Relevant prior litera-
ture regarding knowledge distillation on noisy datasets for image-level
classification relies on pseudolabeling strategies (Zhang et al., 2020b;
Shi and Jain, 2019), which present a softer transition between distilled
subsets, and allow maintaining all available samples during training.
Nevertheless, as introduced in Table 6, in this case, pseudolabeling of-
fers fewer improvements compared to the proposed pipeline. This may
be due to the incapacity of this approach to leverage noisy predictions
that are actually correct at the global level, but they differ from the
local figure used to establish this classification (see Fig. 8 for qualitative
examples of these cases on the training subset).
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Fig. 7. Experiment on the effect of introducing a location constraint to the weakly
supervised mitosis detection Teacher model. The model convergence is monitored in
terms of the Fl-score (top) of image-level predictions on the validation subset and the
average euclidean distance of predicted and reference mitosis on the training dataset
(bottom).

Teacher

Teacher w/ Le

Fig. 8. Qualitative evaluation of the effect of introducing on the weakly supervised
formulation (left) the location constraint depicted in Eq. (1) on the training subsets
(right). Green: true positive; Blue: false negative; Yellow: false positive.

On the role of noise for uncertainty distillation. The investigation
delving into the properties of the uncertainty distillation strategy within
the Uninformed Teacher-Student (UTS) pipeline involves a closer ex-
amination. First, the impact of noise integration on the performance
of both the Teacher and Student models in the context of strong
augmentation is explored. This is accomplished by training the Teacher
model separately using weak and strong augmentation. Subsequently,
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Table 6

Ablation experiment on distilling the UTS-Teacher prediction on different strategies -
i.e. pseudolabeling, or the proposed location-driven distillation.

UTS - Student

Pseudolabels

0.741

Location distill. (Ours)
0.767

Localization F1-score

Teacher ~ mmm Student—a(-) W= Student-—a(-)
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Fig. 9. Ablation study of the effect of noise integration, in the form of strong
augmentations, to the distillation of clean samples for UTS-Student training. a:
weak augmentations (e.g. random mirroring or rotations). f: strong augmentations
(e.g. optical and grid distortion).
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Fig. 10. Detailed results in terms of true positives (TP), false positives (FP), and false
negatives (FN) mitosis detections of the proposed UTS Teacher and Student models on
the test subset of TUPAC16 dataset.

Student models are trained for both options, employing weak and
strong augmentation once more. Results for each pipeline are presented
in Fig. 9. It can be observed that the pipeline using weak augmentation
for Teacher model training reaches worse performance compared to the
pipeline using strong augmentation, and any improvement is obtained
by distilling hard samples for the Student training. When noise is
incorporated into Teacher training in the form of strong augmentation,
it contributes to a gain in generalization. Interestingly, after distilling
uncertain samples, only weak augmentations reinforce the previously
observed improvements. These results show the importance of noise to
retrieve uncertain cases, but they also suggest that strong augmentation
can hinder the model performance when using only distilled clean
datasets.

In the following, the improvements observed in the Fl-score for
mitosis localization observed in the UTS pipeline between Teacher
and Student modules are disentangled. The true positives (TP), false
positives (FP), and false negatives (FN) detected in the test subset are
presented in Fig. 10. The main contribution of training the Student
model on clean, distilled samples is that it only produces classification
on certain mitotic figures, which considerably reduces the number of
false positives predictions while maintaining consistent performance in
terms of true positives and false negatives.

Scaling performance trough model capacity. The results presented
in this work are carried out using the popular lightweight ResNet-
18 (RN18) architecture. Nevertheless, model capacity is a well-known
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Table 7

Ablation experiment on the effect of model capacity on the UTS localization perfor-
mance under hard-negative (HN) labeled samples during training, using the MIDOG21
dataset. Models are trained using ResNet-18, and a larger-capacity model, ResNet-50.
The metric presented is the F1 score for mitosis localization.

Method Architecture MIDOG21 testing

HN Clean
Training with clean MIDOG21
Teacher - 0.708
Student RN18 - 0.713
Teacher - 0.726
Student RNS0 - 0.728
Training with hard negatives - MIDOG21 ;v
Teacher 0.618 0.604
Student RN18 0.646 0.642
Teacher 0.599 0.567
Student RNS0 0.637 0.668

critical factor for deep learning models’ performance. Thus, Table 7
depicts the localization performance of UTS models using a larger-
complexity backbone, ResNet-50 (RN50). The ablation experiment is
performed on the MIDOG21 dataset, to evaluate the effect of this
choice when dealing with hard negative samples. Results are pre-
sented in Table 7. Concretely, the ablation experiment consists of
training UTS model using both architectures and training subsets (clean
and with hard negatives labeled), and it is tested on both testing
configurations.

Training the UTS pipeline with the RN50 configuration (see Table 7,
first block) with the curated MIDOG21 subset, the model performance
slightly increases in ~1% for both Teacher and Student models. On the
other hand, when using a noisy dataset (see Table 7, second block),
the effect of model capacity is exacerbated. First, RN50 might be able
to capture the hard negative patterns during Teacher training, thus
performing remarkably worse on the clean testing subset. Nevertheless,
this allows a better distillation process, and the Student model reaches
an outstanding performance, showing improvements of ~12% over the
Teacher model. These results are closer to using the same configuration,
but training on the manually cleaned dataset (only ~ — 6% worse),
compared to using RN18. It is worth mentioning that this model has
been trained with ~2714 hard negative mitotic figures, compared to a
clean dataset with ~1721 mitotic figures. These results demonstrate the
promising performance of the proposed Uninformed Teacher-Student
and the importance of model capacity for scaling its performance.

6. Discussion

Despite the recent advances in the literature for mitosis detec-
tion, existing literature still presents certain limitations in this difficult
task. First, the state-of-the-art work is based on publicly available
datasets from challenges, with the resulting ranking refinement heuris-
tics common to these events, which emphasizes the difficulty of direct
comparisons between solutions. This is exacerbated by the reporting of
results in hidden test sets, which are no longer maintained over time
by the organizers.

Because of all these limitations, in this work, the authors do not
aim to present the proposed method as the solution to the problem
of mitosis detection. Rather, they address the problem from a fresh
perspective based on weakly supervised learning. This strategy allow
dealing with the inherent noise in mitosis annotation, which presents
large inter-annotator inter-variability in hard samples (Veta et al.,
2016). The promising properties of this approach are reflected in the
relative improvements observed when eliminating hard samples with
the proposed uninformed distillation method. However, this work has
certain limitations. First, the distillation stage results in the elimination
of samples during training, which might reduce the generalization
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capabilities of the model by decreasing the data used. Additionally,
the use of a two-stage Teacher-Student pipeline might be inefficient,
and current practices on model distillation point out parallel and
parameter-reused teacher networks as an interesting venue (Chen et al.,
2022). By sharing parameters, distilling knowledge, and optimizing
towards the same objectives, the parallel teacher-student approach may
hold promise for further improving the performance and convergence
properties. Second, the reported figures of merit are not directly com-
parable with the ones presented in some previous works due to the
unavailability of the hidden test sets from the used datasets, the use
of validation subsets, or the unavailability of official implementations.
However, it should be noted that the authors have made every effort
to ensure the proper validation and reproducibility of the proposed
framework, including the evaluation of such methods under domain
shift.

Finally, authors would like to highlight the scope shift from mitosis
detection to WSI-level MAI scoring. While the main core of the previous
literature focuses on individual mitosis detection, it is well-known that
while two pathologists might differ between concrete mitotic figures,
they present a large correlation for WSI-level counting (Veta et al.,
2016), which is the ultimate goal of the diagnostic aid system. Thus,
authors believe this task should be given greater attention in the future.
Therefore, the proposed models have been evaluated for this task in
two external databases, where new challenges have been opened. The
way pathologists use only one subjectively selected high-power field,
the representativeness of this area, and the robustness of tissue seg-
mentation models as a pre-processing step for computer-aided solutions
are appealing future research directions. Other promising avenues for
future research could involve extending the proposed model to handle
multiple cell types (i.e. typical and atypical mitoses). In this line,
recent datasets, such as CCMCT (Bertram et al., 2019), provide valuable
annotations for multiple cell types and their classification. Although our
method is not primarily oriented to this objective, but to the overall
assessment of mitotic activity within a tissue sample, currently our UTS
framework is unable to tackle these particular inter-class uncertainties,
which is an interesting venue for the future.

7. Conclusions

This work presents a novel deep learning model for weakly super-
vised mitosis localization on H&E breast cancer histology images. In
addition, a Uninformed Teacher-Student pipeline, which takes advan-
tage of the uninformed nature of weak supervision, is introduced for
hard negative mining. Concretelly, this strategy leverages strong aug-
mentations to distill hard samples and measure dissimilarities between
the predicted and annotated mitosis. Comprehensive experiments have
shown that this approach is competitive with state-of-the-art methods
on three popular open-access datasets. These results have demonstrated
the feasibility of the weakly supervised approach, which challenges
the efficiency of previous methods that often require multiple stages
and strong mitosis location information. In addition, training a Student
model with a clean dataset, distilled trough the UTS pipeline, has
shown consistent improvements of ~4% on TUPAC16, MITOS14, and a
version of MIDOG21 that includes unfiltered hard negative cases. Thus,
the proposed UTS pipeline offers a promising strategy to deal with noisy
annotations for mitosis detection. Additionally, the model trained on
TUPAC16 was validated for the estimation of the mitotic activity index
(MAI) at the whole slide image (WSI) level on two external datasets.
The experiments have demonstrated a moderate correlation with regard
pathologists annotations, and robust generalization capabilities to new
datasets. These findings suggest the potential of this methodology as
an objective evaluation tool for tumor proliferation in breast cancer,
mitigating the inherent inter and intra-observer variability in manual
mitosis counting.
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