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Abstract
Soot formation in gasoline direct injection engines is governed by complex

interactions among physical processes, which vary depending on the engine
operating mode. With the implementation of increasingly stringent regula-
tions and more rigorous testing standards, the challenge of meeting particle
emission limits has become exceptionally demanding. Consequently, manufac-
turers have resorted to post-engine outlet particle treatment methods, such as
gasoline particulate filters, albeit at the expense of engine performance and
fuel consumption. Moreover, there is a growing concern regarding environ-
mental air quality due to vehicle particle emissions, with studies indicating
potential cancerous risks to human health.

Modeling tools offer the benefit of diminishing the need for expensive ex-
perimental calibration campaigns aimed at finding the optimal strategy for
mitigating particle emissions within acceptable limits. In this Thesis, a com-
prehensive modeling framework is developed that addresses three primary
sources of soot formation: inadequate mixing resulting in rich pockets, fuel
films on injector tips, and fuel films on combustion chamber walls due to
spray impingement. By incorporating physical sub-models to address these
pathways of soot formation, a comprehensive depiction of the particle size dis-
tribution becomes achievable, considering that the various sources contribute
differently to overall particle emissions. Particle number, mass, and size are de-
termined through the utilization of a detailed reaction mechanism to solve the
chemical reactions occurring in rich regions defined by the multi-zone model
that is integrated with a stochastic particle solver. The approach was com-
plemented by non-reactive 3D CFD simulations to validate the formulations
of the various sub-models associated with different pathways. Experimental
measurements conducted on an engine test bench were then utilized to eval-
uate the model predictions and also served as a validation tool for certain
sub-models in cases where ambiguity arose in the 3D CFD simulations. Fur-
thermore, optical engine experiments conducted on a different engine from the
one considered in this study were employed to gain further insights into the
in-cylinder phenomena driving soot formation.

The modeling tool has demonstrated its capability to accurately predict
the particle size distribution across various operating conditions, effectively
capturing changes in engine parameter settings and thermodynamic condi-
tions. The primary sources contributing to particle emissions stemmed from
diminished mixture quality, particularly evident at higher loads due to fuel
enrichment, and injector tip wetting, which manifested across all conditions.
Therefore, the mixing model, based on pertinent mixing parameters proved



effective in generating equivalence ratio distributions, while the injector film
evaporation model computed fuel film mass on the injector tip in a com-
mendable way. By integrating these aspects with a thorough post-processing
approach, incorporating particle counting efficiency and exhaust volume con-
siderations, a high degree of agreement was achieved between numerical pre-
dictions and measured particle data. As a result, the tool can be leveraged to
simulate particle emissions under transient driving conditions, thereby facili-
tating engine development in the foreseeable future.



Resumen
La formación de hollín en los motores de inyección directa de gasolina se

rige por complejas interacciones entre procesos físicos, que varían en función
del modo de funcionamiento del motor. Con la aplicación de normativas cada
vez más estrictas, junto con ensayos de homologación más rigurosos, el reto
de cumplir los límites de emisión de partículas se ha vuelto excepcionalmente
exigente. En consecuencia, los fabricantes han recurrido a métodos de post-
tratamiento de partículas a la salida del motor, como los filtros de partículas
de gasolina, aunque a costa del rendimiento del motor y del consumo de com-
bustible. Además, existe una creciente preocupación por la calidad del aire
ambiente debido a las emisiones de partículas de los vehículos, con estudios
que indican potenciales riesgos cancerígenos para la salud humana.

Las herramientas de modelización ofrecen la ventaja de disminuir la necesi-
dad de costosos ensayos de calibración experimental destinados a encontrar
la estrategia óptima para mitigar las emisiones de partículas dentro de unos
límites aceptables. En esta Tesis, se desarrolla un marco de modelización ex-
haustivo que aborda tres fuentes principales de formación de hollín: la mezcla
inadecuada que da lugar a zonas ricas, las películas de combustible en las pun-
tas de los inyectores y las películas de combustible en las paredes de la cámara
de combustión debido al impacto del chorro. Al incorporar submodelos físicos
para abordar estas vías de formación de hollín, se consigue una descripción
completa de la distribución del tamaño de las partículas, teniendo en cuenta
que las distintas fuentes contribuyen de forma diferente a las emisiones totales
de partículas. El número, la masa y el tamaño de las partículas se determinan
mediante la utilización de un mecanismo de reacción detallado para resolver
las reacciones químicas que se producen en las regiones ricas definidas por el
modelo multizona que se integra con un solucionador estocástico de partículas.
El enfoque se complementó con simulaciones CFD tridimensional no reactivo
para validar las formulaciones de los diversos submodelos asociados a las dis-
tintas vías. A continuación, se utilizaron ensayos experimentales realizados en
un banco de pruebas de motores para evaluar las predicciones del modelo y
también sirvieron como herramienta de validación para determinados submod-
elos en los casos en los que surgían ambigüedades en las simulaciones CFD.
Además, se utilizaron ensayos ópticos realizados en un motor distinto del con-
siderado en este estudio para obtener más información sobre los fenómenos en
el cilindro que conducen a la formación de hollín.

La herramienta de modelización ha demostrado su capacidad para pre-
decir con exactitud la distribución del tamaño de las partículas en distintas
condiciones de funcionamiento, captando eficazmente los cambios en la con-



figuración de los parámetros del motor y las condiciones termodinámicas. Se
identificó que las principales fuentes que contribuían a las emisiones de partícu-
las procedían de la disminución de la calidad de la mezcla, especialmente e-
vidente en cargas más elevadas debido al enriquecimiento del combustible, y
de la humectación de la punta del inyector, que se manifestaba en todas las
condiciones. Por consiguiente, el modelo de mezcla, basado en los parámetros
de mezcla pertinentes, resultó eficaz para generar distribuciones de dosados,
mientras que el modelo de evaporación de la película del inyector calculó la
masa de la película de combustible en la punta de forma satisfactoria. Al
integrar estos aspectos con un enfoque de postprocesamiento exhaustivo, que
incorpora la eficiencia del recuento de partículas y consideraciones sobre el vo-
lumen de escape, se logró un alto grado de concordancia entre las predicciones
numéricas y los datos de partículas medidos. Como resultado, la herramienta
puede aprovecharse para simular las emisiones de partículas en condiciones
transitorias de conducción, facilitando así el desarrollo de motores en el fu-
turo próximo.



Resum
La formació de sutge en els motors d’injecció directa de gasolina es regeix

per complexes interaccions entre processos físics, que varien en funció de la
manera de funcionament del motor. Amb l’aplicació de reglaments cada veg-
ada més estrictes i normes d’assaig més rigoroses, el repte de complir els límits
d’emissió de partícules s’ha tornat excepcionalment exigent. En conseqüència,
els fabricants han recorregut a mètodes de tractament de partícules posteriors
a l’eixida del motor, com els filtres de partícules de gasolina, encara que a
costa del rendiment del motor i del consum de combustible. A més, existeix
una creixent preocupació per la qualitat de l’aire ambient degut a les emis-
sions de partícules dels vehicles, amb estudis que indiquen riscos cancerígens
potencials per a la salut humana.

Les eines de modelització ofereixen l’avantatge de disminuir la necessitat
de costosos assajos de calibratge experimental destinats a trobar l’estratègia
òptima per a mitigar les emissions de partícules dins d’uns límits acceptables.
En aquesta Tesi, es desenvolupa un marc de modelització exhaustiu que aborda
tres fonts principals de formació de sutge: la mescla inadequada que dona lloc
a zones riques, les pel·lícules de combustible en les puntes dels injectors i les
pel·lícules de combustible en les parets de la cambra de combustió a causa
de l’impacte del doll. En incorporar submodels físics per a abordar aquestes
vies de formació de sutge, s’aconsegueix una descripció completa de la dis-
tribució de la grandària de les partícules, tenint en compte que les diferents
fonts contribueixen de manera diferent a les emissions totals de partícules. El
número, la massa i la grandària de les partícules es determinen mitjançant
la utilització d’un mecanisme de reacció detallat per a resoldre les reaccions
químiques que es produeixen a les regions riques definides pel model multizona
que s’integra amb un solucionador estocàstic de partícules. L’enfocament es
va complementar amb simulacions CFD tridimensional no reactiu per a vali-
dar les formulacions dels diversos submodels associats a les diferents vies. A
continuació, es van utilitzar assajos experimentals realitzats en un banc de
proves de motors per a avaluar les prediccions del model i també van servir
com a eina de validació per a determinats submodels en els casos en els quals
sorgien ambigüitats en les simulacions CFD. A més, es van utilitzar assajos
òptics realitzats en un motor diferent del considerat en aquest estudi per a
obtenir més informació sobre els fenòmens en el cilindre que condueixen a la
formació de sutge.

L’eina de modelització ha demostrat la seua capacitat per a predir amb
exactitud la distribució de la grandària de les partícules en diferents condi-
cions de funcionament, captant eficaçment els canvis en la configuració dels



paràmetres del motor i les condicions termodinàmiques. Es va identificar que
les principals fonts que contribuïen a les emissions de partícules procedien de
la disminució de la qualitat de la mescla, especialment evident en càrregues
més elevades a causa de l’enriquiment del combustible, i de la humectació
de la punta de l’injector, que es manifestava en totes les condicions. Per
consegüent, el model de mescla, basat en els paràmetres de mescla perti-
nents, va resultar eficaç per a generar distribucions de dosatges, mentre que
el model d’evaporació de la pel·lícula de l’injector va calcular la massa de la
pel·lícula de combustible en la punta de manera satisfactòria. En integrar
aquests aspectes amb un enfocament de postprocessament exhaustiu, que in-
corpora l’eficiència del recompte de partícules i consideracions sobre el volum
de fuita, es va aconseguir un alt grau de concordança entre les prediccions
numèriques i les dades de partícules mesurades. Com a resultat, l’eina pot
aprofitar-se per a simular les emissions de partícules en condicions transitòries
de conducció, facilitant així el desenvolupament de motors en el futur pròxim.
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Chapter 1

Introduction

The internal combustion engine (ICE) has been the beating heart of propulsion
technologies over the past century, reshaping societies and economies by bridg-
ing distances and linking people on a global scale. It is undeniable that those
types of engines have been facing unprecedented scrutiny in the last decade due
to growing environmental concerns. In addition to emitting greenhouse gases
like carbon dioxide (CO2) and methane (CH4), internal combustion engines
release other pollutants that adversely affect the local atmosphere and pose
health risks to humans. Carbonaceous particles, historically associated with
diesel engines, have become a growing concern in gasoline engines with the
advent of direct injection technology. They exist as fine and ultrafine particles
that can be easily inhaled by humans causing respiratory and cardiovascular
complications.

1.1 General context
To provide some context, the global energy industry is grappling with the sig-
nificant challenge of achieving a net-zero carbon footprint by 2050. This task
is further complicated by a growing population [1] and rising Gross Domestic
Product (GDP) per capita [2], as illustrated in Figure 1.1. While the adoption
of renewable energy, especially in the electricity domain, indicates a decline in
carbon intensity (CO2 emissions per unit of energy), this is counterbalanced
by the increasing energy demands of a growing and more affluent popula-
tion. It’s important to note that the presented data shouldn’t be viewed as

1
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predictions, since various factors, including geopolitical occurrences and tech-
nological innovations, have the potential to alter these trends.

Figure 1.1: Factors driving global energy consumption and energy-related CO2 emis-
sions: population, average income (per capita GDP), energy intensity (energy per
dollar GDP), and carbon intensity (CO2 emissions per unit of primary energy). [2]

As stated in the 2023 International Energy Agency (IEA) report, by 2050
[2], the transportation sector is expected to account for 25% of the global
energy consumption. Within this percentage, vehicles equipped with internal
combustion engines (hybrid vehicles included) will still hold a significant share.
However, electric vehicle sales are predicted to make up 29% to 54% of world-
wide vehicle sales, with the European Union and China leading the charge
in BEV adoption, spurred by their respective policies and regulations. Sale
shares of BEVs and light duty ICE vehicles are further depicted in Figure 1.2.

Figure 1.2: Projects for BEVs sale share and share of light duty vehicles with an
internal combustion engine on-board. [2]
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Reflecting on the previously discussed projections of rising income per
capita, a change in transportation modes is also anticipated. As people’s
financial capacities grow, they lean towards more convenient, albeit less ef-
ficient, transportation methods. Figure 1.3 further underscores this trend,
showcasing a more pronounced rise in light duty vehicles and air travel as
compared to buses. An article published by Enerdata further digs deeper into
this trend and evaluates CO2 emissions from transport by assessing the rel-
ative contribution of five factors, namely, transport demand, modal shares,
vehicle load factor, energy efficiency of modes, and carbon intensity. It was
concluded that progress in energy efficiency and decarbonization is currently
insufficient to offset the increase in transport demand, largely due to unfa-
vorable trends in modal shift factor towards the most emitting transportation
modes.

Figure 1.3: Passenger travel demand projections by mode and region [2]

The increasing share of BEVs in the global vehicle market suggests that
these vehicles, which emit no tailpipe emissions, might be the key to mak-
ing the transportation sector more eco-friendly. Current regulations, how-
ever, overlook emissions stemming from battery production, end-of-life pro-
cesses, and critically, the primary energy sources that power these vehicles.
To fairly compare the environmental impact of BEVs with that of ICE ve-
hicles, it is essential to employ a life-cycle analysis that captures emissions
produced throughout the entirety of a vehicle’s lifespan. A study by Burton
et al. [3], using 2019 U.S. electricity data, established a method for this com-
parison, finding that in several scenarios, BEVs resulted in greater greenhouse
gas emissions than their HEV counterparts. Though it is true that the fore-
seeable share of clean electricity, generated majorly from solar and wind, is



4 Chapter 1 - Introduction

expected to grow at high rates in the next 28 years (see Figure 1.4) supply-
ing 54% to 67% of total electricity demand in 2050. This undoubtedly tilts
the scales towards BEVs, however, projections also estimate that the share
of coal and natural gas in providing that demand would still constitute a
noticeable share accounting to 27% to 38%. In the High Economic Growth
scenario, there is an increase in natural gas and a more significant growth in
renewable energy generation, indicating that renewables become more cost-
competitive when addressing higher incremental demand. When oil prices are
high, the operational and production costs of natural gas also rise, making
it less economically viable compared to other energy sources like renewables.
This increased cost can shift investments away from natural gas towards al-
ternative technologies that are less impacted by oil price fluctuations. As a
result, the energy capacity in the high oil price scenario falls short of the levels
seen in the high economic growth scenario, as higher natural gas prices make
it less attractive, prompting the market to favor more cost-effective energy
sources. This is also coupled with energy security considerations, particularly
the preference for locally available resources such as wind and solar, which
drive increased installations and planned projects for these technologies, espe-
cially in Europe and China. Additionally, electricity storage capacity, primar-
ily in batteries, is expected to increase significantly from 52 GW to between
625 GW and 1507 GW across various scenarios, further supporting the adop-
tion of renewable sources for electricity generation. It becomes evident that
a multifaceted technological approach will be pivotal to effectively cut down
the transportation sector’s carbon footprint, contingent upon the forthcoming
evolution in our energy mix. In light of present data and anticipated future
trends, internal combustion engines will maintain a role in achieving a net-zero
carbon footprint, especially in less developed regions. Current engine research
is gravitating towards renewable fuels with minimal to zero carbon content,
like hydrogen, as they could offer a fast route towards decarbonization [4].
This naturally raises the question: which renewable fuel is the most suitable?
Given the complexity of this inquiry, there is no straightforward answer, lead-
ing to ongoing debate within the research community. The probable scenario
entails the utilization of a diverse range of e-fuels, with the choice depending
on the specific application and corresponding requirements.

From the regulatory perspective, and in response to increasing worries
about environmental health and air quality, regulations for vehicle emissions
have become notably more stringent. With the anticipated rollout of Euro 7
in 2025, automakers will be required to meet standards for particle emissions
with diameters exceeding 10 nm, down from the 23 nm threshold set by Euro
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Figure 1.4: Electricity generating capacity of different technologies under different sce-
narios. Ref=Reference; HM=High Economic Growth; LM=Low Economic Growth;
HP=High Oil Price; LP=Low Oil Price; HZ=High Zero-Carbon Technology Cost;
LZ=Low Zero-Carbon Technology Cost [2]

6. Figure 1.5 illustrates the evolution of particle number and mass limits for
light duty vehicles in the European Union (EU) [5].
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Figure 1.5: European Union particle emissions limits trajectory

The U.S. Environmental Protection Agency’s (EPA) proposal for light-
duty vehicles for MY2027 and beyond is anticipated to follow a comparable
route, reducing particle mass emission limits from 3 mg/mi to 0.5 mg/mi [6].
This change is likely to necessitate the adoption of Gasoline Particulate Fil-
ters (GPFs), aligning with standards in the European and Chinese markets.
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Alongside tighter regulations, there has been a surge in vehicle electrification
ranging from mild hybrid to fully electric vehicles. Consequently, it’s evi-
dent that engine development complexity is at an unprecedented level, with
manufacturers striving to strike the right balance between cost and efficiency.

Amid these challenges, numerical models have traditionally been employed
in engine development to cut down on experimental costs and offer insights
that are difficult to obtain through measurements. Within the realm of particle
emissions, three-dimensional computational fluid dynamics (3D-CFD) stands
out as a promising tool for predicting engine-out particle number and mass
concentrations [7–9]. However, its high computational demands can limit its
applicability in certain applications. A potential alternative is the use of
phenomenological and 0D/1D models based on the physical principles that
characterize the primary sources of soot formation. Such models could offer a
computationally efficient method for gauging the particle emission footprint of
Gasoline Direct Injection (GDI) engines [10]. Moreover, they can help assess
the effects of engine parameters on emissions and pinpoint strategies to reduce
them.

1.2 Thesis objectives
Given the context mentioned earlier, the primary aim of this thesis is to create
a detailed, computationally efficient modeling tool targeting soot emissions,
with a specific emphasis on three sources: injector tip wetting, gas phase het-
erogeneity, and spray-wall impingement. The sources examined are limited to
fuel combustion, excluding other sources such as lubrication oil. The core goal
is to integrate physical models for these three main sources with a stochas-
tic particle dynamics solver to predict particle number, mass concentration,
and particle size distributions. This research aims to offer the industry a
virtual testing platform for steady-state engine-out particle emissions. Once
the model is validated for a specific engine, it can be applied to predict soot
levels during transient driving cycles for homologation testing. This advance-
ment will greatly facilitate engine development processes and aid researchers
in fine-tuning calibration methods to reduce particle emissions.

Given the complexity of soot formation processes, few numerical studies
in existing literature address all the previously mentioned sources. While
many research works utilize CFD models, these methods, though detailed
and quantitative in their description of complex flow phenomena, pose signifi-
cant computational demands. Due to these challenges, the primary modeling
framework is designed in a 0D environment.
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To address the physics of soot formation from wall films and bulk gas,
multiple specific objectives have been established:

• Chemical kinetics exploration: Focus on implementing a compre-
hensive chemical kinetic mechanism, emphasizing detailed PAH (Poly-
cyclic Aromatic Hydrocarbons) formation pathways. The chemical
mechanism will be integrated with a soot model to consider the im-
pact of soot formation on the concentration of species in the gas phase.
This is crucial because particle inception rates are strongly dependent
on the inception species concentration, having a squared relationship.

• Injector tip wetting analysis: Examine the process of fuel film for-
mation and its subsequent evaporation from the injector tip. An existing
analytical evaporation model will be refined to more accurately represent
the injector tip wetting behavior based on optical engine experiments.

• Mixture formation study: Delve into the mixture formation process
to pinpoint rich areas present at the start of combustion (SOC). To
achieve this, 1D and empirical approaches will be used to determine the
equivalence ratio distribution at SOC.

• Spray wall-impingement modeling: Address the critical need for an
all-encompassing soot formation model. This involves incorporating sub-
models in the spray-wall impingement segment to calculate the remnant
fuel film mass on combustion chamber surfaces.

• Comprehensive framework creation: Demonstrate the primary
technological outcome of this research, emphasizing its practical ben-
efits and showcasing how the developed model can aid in future engine
advancements.

1.3 Thesis outline
Following the identification of the main set of objectives in this study, the
outline of the manuscript is discussed. The manuscript consists of eight chap-
ters. It starts off with an overview of soot fundamentals and sources in GDI
engines (Chapter 2) that provides the reader general knowledge on the topic
and explains the theoretical aspects of soot formation.

The tools required to achieve the objectives of this research work are then
outlined in Chapter 3. The usage of each tool is explained and the intercon-
nection with other tools elaborated in order to familiarize the reader with the
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overall framework. Here, the main inputs required by the model in order to
compute particle emissions are depicted. Additionally, a brief overview of the
experimental campaign and equipment used to measure particle number and
mass concentrations are explained.

Chapter 4 then digs into the core of the model where gas phase kinetics
and coupling with solid particulate phase are explained. The main consid-
erations and assumptions taken are discussed along with the steps required
to associate the chemical kinetics with the soot formation sources accounted
for in this study. The post-processing methodology of the numerical results
is explained here in detail in order to portray the importance of providing a
1-to-1 comparison between numerical and measured data.

Following the explanation of the main methodology, the following chapters
are dedicated to each sub-model corresponding to a soot formation source.
This begins with inhomogeneous mixture preparation in Chapter 5. The CFD
model is first presented and along with the simulation setup that is used for
calibration purposes of the mixing model, although it was also used as input
in the preliminary calibration stages of the overall model. The 1D mixing
model used to compute the equivalence ratio distribution, the metric used to
quantify rich zones above a sooting threshold, is first explained along with
the main modifications implemented to account for the assumptions that are
inherent to the model. Results of the contribution of mixture induced particle
emissions are then contrasted with measured data.

Chapter 6 then explains the framework used to account for injector tip
wetting and the consequent particle formation processes resulting from pyrol-
ysis reactions near the tip. Main assumptions and simplifications are explained
and in-cylinder optical visualizations are used to specify important parameters
affecting injector tip liquid film mass. The results of injector induced parti-
cle emissions are then depicted and their contribution summed up with the
mixture induced ones. The main differences between two sources on overall
particle trends are then explained.

Chapter 7 presents the final considered source of soot formation. It be-
gins with a concise overview of the models employed, which include the spray,
wall-interaction, and film evaporation models. The chapter concludes by high-
lighting key insights regarding the overall particle contribution.

Chapter 8 consolidates the previously constructed segments to convey the
complete narrative. Within it, key discoveries are presented and the poten-
tial influence of the established modeling framework on forthcoming engine
advancements is detailed. The chapter then delineates the framework’s limi-
tations, laying the groundwork for subsequent research.
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Chapter 2

Fundamentals and literature
review

This chapter delves into the processes related to soot formation and their
underlying principles. It further investigates the variety of particle sources
present in GDI engines and highlights their defining features. For a compre-
hensive understanding, various modeling techniques carried out by previous
researchers addressing particle emissions are also touched upon.

2.1 Theoretical aspects of particle formation
Particulate matter is a multifaceted aerosol system, and its chemical compo-
sition is composed of solids (predominantly carbon), soluble organic fractions
(SOF), and sulfates. Its exact composition is heavily influenced by the engine
type, the fuel utilized, operating conditions, and even by the sample method
used in the exhaust line. Elemental carbon constitutes what we refer to as
soot particles, characterized by intricate aggregated crystallite structures [1–
3]. Throughout this document, the term "particle" specifically denotes soot
particles composed of elemental carbon.

The general consensus is that soot is formed in sub-stoichiometric regions
at high temperatures. The composition of the fuel-oxidizer mixture is critical
in defining the onset of soot formation. Several experimental studies have
examined the critical C/O ratio for soot formation and its relationship with
pressure and temperature [4–6]. Observations showed that this critical ratio

11
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is strongly influenced by temperature, rising as temperature increases, while
its dependence on pressure is relatively minimal until the carbon formation
limit is reached. Beyond that, soot was observed to increase with increas-
ing pressure [5]. Thus, it can be deduced that soot formation is governed
by kinetics rather than being controlled thermodynamically, given that the
critical threshold shifts based on the thermodynamic state [7]. Given the sig-
nificant influence of temperature on the initiation of soot formation, Bohm
et al. [8] conducted studies on premixed ethylene-air and benzene-air flames,
emphasizing the lower temperature spectrum. Their findings indicated that
a minimum temperature of approximately 1600 K was required for consistent
soot formation. Additionally, a temperature ceiling near 2000 K was iden-
tified, beyond which the oxidation of precursors dominated over nucleation
processes. The trends discussed here are depicted in Figure 2.1 and have the
typical bell-shaped characteristic discussed in literature.

Figure 2.1: Critical sooting C/O ratio of premixed C2H2-air, C6H6-air, and C2H4-air
flames versus flame temperature [8] [as cited in [9]]

While the routes to the emergence of initial carbon nuclei may differ based
on combustion mode such as premixed or non-premixed flames, and the nature
of the fuel, there is a general agreement in the literature about the multistep
soot formation process. These steps, which can occur either simultaneously or
in sequence, depending on the combustion mode, include: fuel fragmentation
known as pyrolysis, formation of precursors, nucleation of soot precursors re-
sulting in the inception of the first soot particle, particle growth via species
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deposition on their surface, coagulation of smaller particles into larger aggre-
gates, and oxidation reactions. These steps are further depicted in Figure 2.2.
The process depicted further emphasizes the gaseous to solid phase transition
and distinguishes between a gas phase molecular zone and a solid phase par-
ticle zone. A detailed description of each process is discussed in the following
subsections.

Figure 2.2: Soot formation pathway in premixed flames [9]

2.1.1 Precursor formation

The molecular gas phase soot precursors are believed to be heavy polycyclic
aromatic hydrocarbons (PAHs) with a molecular weight ranging from 500-
1000 amu [10]. The relative ease of molecular growth towards larger aromatic
molecules generally depends on the aromatic content of the fuel, as observed in
[5, 11]. Before PAHs are formed, the fuel undergoes decomposition, a process
commonly referred to as pyrolysis, in which smaller hydrocarbon fragments
are produced, mainly C2 and C3. At high temperatures and with little or no
oxygen, the fuel breaks down into smaller fragments through thermal cracking
and beta scission reactions. These pyrolysis reactions are usually endothermic
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meaning that their rates are highly temperature dependent [1]. The radicals
that result from such processes then form the first aromatic ring, known as
benzene (C6H6). The most common pathways leading to the first aromatic
ring can be summarized by the following:

• Reaction of vinyl radical (C2H3) and 1,3-butadiene (1,3-C4H6) accom-
panied by elimination of hydrogen [12], 1,3-C4H6 reaction with C2 [13]
or ethynyl (C2H) [14]

• Reaction of 1,3-butadienyl radical (1,3-C4H5) with acetylene (C2H2)
followed by hydrogen elimination [15] or ionization reactions between
formyl cation (HCO+) and C2H2 [14]

• Recombination of propargyl radicals (C3H3) [16] or reaction between
propargyl and 1,3-butadienyl [17]

Following the formation of the first aromatic ring, further growth to larger
polyaromatic molecules begins. Bittner and Howard [18] and Frenklach et
al. [15] were amongst the first to conceptualize PAH formation and growth
processes. Frenklach and Wang [19] introduced the term "HACA" to describe
the PAH formation process. HACA is the acronym for Hydrogen Abstraction
Carbon Addition and is the most widely adopted mechanism for molecular
growth to PAHs. It is basically a two-step process representing the abstraction
of hydrogen and the addition of acetylene (C2H2). Figure 2.3 is a schematic of
such reaction mechanism which begins with the creation of the first aromatic
ring and then grows to the PAH molecule pyrene (C16H10) containing four
aromatic rings. Radicals were also found to play a role in PAH formation.
Through their experiments of toluene/acetone pyrolysis, Shukla et al. [20]
highlighted the importance of methyl radicals in the formation of PAHs in
which a new formation mechanism, methynal addition cyclization (MAC),
was proposed. The process encompasses the addition of a methyl radical to
an existing aromatic ring, coupled with hydrogen abstraction, resulting in a
stabilized radical. The radical subsequently undergoes cyclization, giving rise
to the formation of a new aromatic ring and thereby expanding the size of
the system. For a comprehensive review of all the mechanisms involved in the
formation of the first aromatic ring and the subsequent growth to PAHs, the
reader is referred to the review of Rezeir et al. [21].

2.1.2 Soot Particle Inception

The transition from the molecular gas phase to the solid phase has long per-
plexed scientists. Experimental investigations in premixed flames have been
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Figure 2.3: Hydrogen abstraction acetylene addition mechanism [21]

restricted to observing soot, since they couldn’t detect molecules smaller than
soot due to their limited sensitivity. Yet, recent breakthroughs in experi-
mental techniques have allowed researchers to delve deeper into this intricate
process. Several pathways towards the creation of nascent soot nanoparticles
have been proposed by researchers, the most commonly adopted mechanism
being the coalescence of PAH molecules to form stacked clusters which later
on grow by surface growth and coagulation [15, 19, 22]. Weiner and Harris [23]
optically investigated a premixed ethylene-oxygen-argon sooting flame and ob-
served that PAHs in the 500-1000 amu range were depleted when an increase
in soot volume fraction was detected. The authors then concluded that those
molecules are being incorporated into incipient soot particles and are thus
the precursors of soot. This mechanism has been discussed recently in more
detail by D’Anna [24] where a review of chemical and spectroscopic analysis
was shown. The findings suggest that small particles, associated to incipient
soot particles, may be conceptualized as layered PAH structures originating
from PAH dimerization. This mechanism is commonly used in literature to
model the nucleation process [25–27]. Thus, it can be asserted that for precise
modeling of the initial soot formation stages, a comprehensive kinetic mech-
anism that includes fuel decomposition and the creation of soot precursors is
essential [28].

2.1.3 Surface Growth

Particles formed during the nucleation process typically measure around 2 nm
in diameter and only have a marginal contribution to the total soot mass [3].
The bulk of soot mass is then due to surface growth processes that contribute
to an overall increase in the particle mass without any change in the number
density of particles. The growth process primarily stems from the attach-
ment of gas-phase molecules to the particle surface, with acetylene addition
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playing a significant role. Larger polymers tend to deposit more rapidly than
their smaller counterparts [29]. Additional processes contributing to surface
growth include the condensation of PAHs on the particle surface [5]. However,
it was evident that the dehydrogenation of the soot particle is also necessary
to explain the typical hydrogen mole fraction of soot particles which is in
the 0.1-0.2 range. Hence, a combination of mechanisms attributed to HACA
and PAH condensation would then be responsible for surface growth. When
this event takes place, the H/C ratio of the particles diminishes until a sta-
ble value emerges, as demonstrated in Prado and Lahaye [30]. Their findings
highlighted that the ultimate soot volume fraction is predominantly influenced
by surface growth. The decrease in H/C ratio further supports the theory of
dehydrogenation, or hydrogen abstraction, that occurs along with carbon ad-
dition. As particles mature, they exhibit a diminished reactivity to acetylene,
a trend evident in older particles. This leads to the stabilization of the H/C
ratio, causing it to essentially plateau [1]. Another mechanism contributing
to size growth is termed coagulation, however, contrary to surface growth, the
total particle mass remains constant. This mechanism is further elaborated
in the following section.

2.1.4 Coagulation and agglomeration

When an abundant number of particles are formed in the system, their proba-
bility to collide and merge increases. During the early stages, smaller particles
coagulate and form spheroids. This process usually occurs simultaneously with
surface growth which further contributes to the overall spherical shape of the
coalesced particle [1]. This in turn affects the total number density of particles
in the system and can be visualized by the trends outlined in Figure 2.4.

Initially, a rapid increase in number density is shown which can be at-
tributed to the nucleation process. During this stage, soot volume fraction
remains almost constant, as previously discussed in subsection 2.1.2. When
the nucleation process ends, surface growth processes contribute to a growth
in soot volume fraction (on the right side of the peak in number density).
Coagulation of relatively small particles also contribute to increase in parti-
cle diameter. As surface growth declines due to the depletion of gas phase
molecules, larger particles colliding result in a chain of spherical particles
through a process referred to as aggregation [1]. The overall shape of soot
particles now changes and a chain-like structure is created. The primary par-
ticles that stick together maintain their spherical geometry [31]. An example
of such structure is shown in Figure 2.5.
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Figure 2.4: Particle number density N, soot volume fraction Fv, particle diameter D,
and particle hydrogen/carbon (H/C) ratio trends in a flame [2]

2.1.5 Oxidation

The oxidation process occurs throughout the different particle stages depend-
ing on the availability of oxidation species, namely oxygen (O2) and hydroxil
radicals (OH). Under fuel rich conditions in premixed flames, OH is the pre-
dominant radical participating in oxidation reactions. Lahaye [33] reported
that the oxidation route involving OH is more probable, leading to a more
substantial mass reduction and even aggregate destruction, in contrast to ox-
idation with oxygen.

2.2 Sources of particle emissions in GDI engines
Gasoline direct injection presents multiple benefits compared to port fuel in-
jection (PFI). One such advantage is an enhanced volumetric efficiency, stem-
ming from charge cooling during fuel vaporization. This system also permits
higher compression ratios and more advanced spark timing, enhancing over-
all performance and efficiency. Furthermore, leveraging the scavenging effect
with GDI can boost the low-end torque in turbocharged engines. By using
variable valve timing (VVT) technology, it not only amplifies performance but
also offers fuel economy benefits [34–36]. The drawback, however, is the rise
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Figure 2.5: Micrograph depicting the chain-like structure of a soot particle [32]

in particulate matter emissions [37–39], primarily attributed to wall films and
inadequate mixing, which will be elaborated upon in subsequent sections.

2.2.1 Wall films

In GDI engines, the formation of liquid fuel film is a primary contributor to
particle emissions. This category of particle formation encompasses spray im-
pingement on the piston surface and/or liner, spray impinging on the intake
valve during injection, and the formation of fuel film on the injector tip. A
common issue with these sources is that not all the deposited fuel vaporizes
before combustion begins. This remnant fuel film is then the origin of particle
formation. The likelihood of fuel-wall interactions is influenced by several fac-
tors including spray penetration length, injection timing, and injector location,
with these parameters further varying based on engine operating conditions.

Kim et al. [40] visualized the wall-wetting behavior of an optically acces-
sible GDI engine operating under stratified charge mode and quantified the
total wetted area by the refractive index matching (RIM) technique. Their
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conclusions highlight the dependence of plume-to-plume interaction on spray
collapse which ultimately led to higher wall wetting. Furthermore, it was
proposed that shorter injection durations provide limited time for inter-spray
interactions, thereby preventing spray collapse and subsequently reducing wall
wetting. Steeper and Stevens [41] utilized Laser-Induced Fluorescence (LIF)
imaging to observe piston wetting. Subsequently, they assessed the interac-
tion between the remaining fuel film and the approaching flame front, leading
to the formation of pool fires, a diffusion-like flame observed on the piston
crown, which persists until exhaust valve opening (EVO). In their research,
it is evident that the use of late injection strategies increases the likelihood
of fuel films persisting until the SOC. However, it’s worth noting that with
early injection and depending on the fuel’s characteristics, a fuel film on the
piston crown may also be present at SOC. The spray has also been shown to
impact the intake valve during the intake stroke [42]. Additionally, abundant
studies exist literature where the formation of liquid films on the injector tip is
investigated [43–46]. It is agreed upon that the formation of deposits is more
prone to maintain the liquid fuel and vapor in the pores of the deposit layer.
This is the reason that comparisons between clean and fouled injectors have
demonstrated significant differences where a more pronounced sooting flame
was visualized on the injector tip for the fouled injector. Medina et al. [47]
put forth different mechanisms of tip wetting and evaluated their dependence
on engine operating parameters. Liquid fuel can stick to the injector tip due
to wide plume wetting, in which the liquid fuel comes in contact with the
edges of the counterbore and sticks on the injector tip due to adhesive forces.
Fuel dribble wetting was also mentioned, and is characterized by a process
in which a ligament breaks off of the main liquid spray and is deposited on
the tip. The authors found that with increasing injection pressure, particle
number emissions were reduced due to reduced tip wetting by the wide plume
wetting mechanism. The higher momentum of fuel exiting the nozzle hole
is more likely to occupy a greater area on the injector tip, thus increasing
the evaporation rate. Figure 2.6 portrays the effect of tip wetting on soot
formation as per the yellow luminous flame visualized in the bottom figures.

Barone et al. [48] characterized particle emissions from a GDI engine using
Transmission Electron Microscopy (TEM). The analysis of the captured im-
ages led them to conclude that particle morphology strongly relies on injection
timing. Early injection (320 CAD bTDC) was found to result in larger ag-
gregate primary particle sizes, mainly due to increased wall impingement. On
the other hand, delaying the SOI altered the particle morphology shifting the
primary particles towards smaller sizes. A similar observation was made by
Sabathil et al. [49], who found that the use of the earliest injection timing re-



20 Chapter 2 - Fundamentals and literature review

Figure 2.6: Injector tip wetting and in-cylinder soot visualizations [45]

sulted in the emission of larger particles, attributed to fuel impingement. The
particle size distribution for different SOI timings is depicted in Figure 2.7.

Figure 2.7: Particle size distribution for a SOI sweep [49]

In this particular case, the lowest particle number concentration was
achieved at 260 CAD bTDC. This is likely attributed to reduced fuel im-
pingement in comparison to the earlier injection timing and a greater duration
available for mixing compared to the later injection timing. A similar trend
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was also observed in TEM analysis of Lee at al. [50]. Based on these TEM
images, in conjunction with data acquired on particle size distribution, they
reached the conclusion that larger particles generated during the earliest in-
jection timing are more likely to result in a higher particle mass concentration
compared to a timing that is more delayed. As a result, a more compre-
hensive understanding of the sources of particle emissions can be derived by
considering their morphology and size. Another significant aspect that war-
rants attention is the bimodal size distribution observed in all SOI timings, as
depicted in Figure 2.7, which suggests the involvement of multiple emission
sources that are in play.

2.2.2 Insufficient mixing

Another primary contributor to particle emissions in GDI engines is the pres-
ence of sub-stoichiometric regions within the combustion chamber [39, 49, 51–
53]. Given the direct injection of fuel into the cylinder, it is necessary for
the fuel to undergo sequential steps of evaporation and subsequent mixing
with the surrounding gas to achieve homogenization. Consequently, the time
available for this process plays a critical role in ensuring the formation of a
homogeneous mixture prior to the initiation of combustion. Several factors
come into play regarding engine operating parameters in this context. Ex-
tended injection durations, typically occurring at higher engine loads, tend
to reduce the time available for mixing, resulting in decreased mixture qual-
ity. However, this effect could possibly be offset by higher injection pressure,
which has the potential to enhance the mixing process due to elevated injec-
tion velocities, although it may have adverse effects on wall wetting depending
on the injection timing. When engine speed increases, the potential for mix-
ture homogeneity can be improved, thanks to enhanced turbulent mixing,
although it is constrained by a shorter mixing duration. Surely, other factors
related to the fuel properties affecting the evaporation process are also sig-
nificant. Consequently, the mixing process in GDI engines is a multifaceted
phenomenon, characterized by various parameters that often compete with
one another. The evolution of the mixture formation is depicted in Figure 2.8
for various SOI timings. It is evident that in the case of the latest injection
timing (left column), the mixture distribution at spark timing exhibits non-
uniformity, characterized by rich pockets of fuel concentration near the liner.
These regions, with elevated fuel concentration, are likely to result in a high
concentration of soot precursors in the gas phase, ultimately contributing to
soot formation [53]. Furthermore, despite the fact that the earliest SOI timing
exhibits a greater level of mixture uniformity (as seen in the right column), it
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also reveals a more noticeable presence of liquid film mass. The presence of
liquid film mass could potentially outweigh the benefits of mixture homogene-
ity. In the presented example, the baseline SOI taking place midway through
the intake stroke, represents the most favorable compromise.

Figure 2.8: Spray, equivalence ratio and liquid film thickness distribution at different
instances for SOI=180 CAD bTDC (left), SOI=baseline (middle), and SOI=330 CAD
bTDC (right). [52]

Jiao and Reitz performed an equivalence ratio sweep for a premixed charge
of iso-octane with 28% toluene by volume by means of 3D CFD simulations
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[54]. Figure 2.9 plots the soot mass evolution from SOC until 80 CAD aTDC
in addition to the particle size distribution acquired at 80 CAD aTDC. The
first important observation to be made is that after a certain C/O threshold
(around 0.44), the soot mass was shown to increase significantly, similarly
to what was observed in other studies [55]. This was also the soot threshold
observed in [56]. Another noticeable feature is that with increasing equivalence
ratio, particle number predominantly increases in the nucleation mode (𝐷𝑝<30
nm).

(a) (b)

Figure 2.9: Soot mass (a) and PSD (b) for an equivalence ratio sweep. [54]

2.2.3 Unvaporized Fuel

In certain situations, the in-cylinder conditions pose challenges for the vapor-
ization of the injected liquid fuel, particularly during cold engine states. As
a result, a residual fuel mass persists in the liquid state, unable to evaporate
and thoroughly mix with the bulk gas. This lingering liquid fuel may un-
dergo carbonization, making liquid droplets an additional source of particle
emissions. Furthermore, when liquid droplets impact the piston or liner sur-
face with extended penetration, they may experience rebound or splashing,
breaking into smaller droplets that remain in the liquid state until ignition.
Additionally, liquid film stripping late during the compression phase causes
some of the liquid fuel to detach from the film. This stripped mass would then
have a limited amount of time to evaporate before combustion [57].

2.2.4 Fuel Effect

The aromatic content of the fuel is a decisive factor in the pyrolysis and
precursor formation stages discussed in subsection 2.1.1. With an increased
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aromatic content, the process towards the formation of the first aromatic ring
is bypassed resulting in an easier path towards PAHs. Hence, the soot nucle-
ation rate increases, ultimately leading to higher number of particles formed
[58]. Alternatively, the fuel’s oxygen content could facilitate in the oxidation
of fragmented hydrocarbons, breaking the paths toward cyclization processes
[59]. Apart from this, different fuel blends could influence the macroscopic
characteristics of the spray itself, having a direct impact on spray penetration
and impingement. In addition, the fuel’s ease of evaporation plays a vital role
both in mixture formation and evaporation of liquid films formed on the walls.
A higher latent heat of vaporization would lead to a prolonged evaporation
process which would consequently result in higher particle formation. Singh
et al. [60] observed the sooting propensity of different fuels in an optical en-
gine and correlated spray characteristics observed in a spray chamber with
soot pathways. Their comparison of high olefin (HO) fuel with diisobutylene
blends showed that the higher penetration lengths of diisobutylene, associated
with its distillation curves, density, and viscosity, led to more impingement
on the piston surface and thus higher soot formed from this region. However,
the higher boiling point of HO caused it to evaporate more slowly which could
explain the higher sooting tendency that was observed from the injector tip.

2.2.5 Lubrication Oil

Particle emissions from the lubricating oil, or more commonly known as motor
oil, has been found to be a source of particle emissions comprising mainly of
the organic fraction of particle mass [61]. A study showed that the elevated
metal additives in the oil, such as Zinc, Calcium, and Magnesium, contributed
to higher particle number emissions as compared with oil counterparts with
reduced additives [62]. Their results also showed that a 10% decrease in Zinc
content may lead to a reduction of 9-11% of non-volatile particle emissions.
Additionally, semivolatile organic compounds (SVOCs) can desorb from the
oil layer coating the liner during the expansion stroke leading to particle emis-
sions [63]. Lubricating oil can also find its way into the combustion chamber
via reverse blow-by through the piston rings, particularly during load tran-
sients. Lubricating oil can also find its way into the combustion chamber via
reverse blow-by through the piston rings, particularly during load transients.
Improved piston ring designs, which significantly reduced particle emissions,
have revealed this process as a major contributor to soot emissions in CNG
applications [64, 65]. Although oil consumption in modern GDI engines is
low [66], some oil can evaporate from the liner and burn with the fuel [67].
Hence, lubrication oil properties and their impact on particle emissions are
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an ongoing subject of study since both their properties and aging effects can
impact particle emissions [68]. Guido et al. [64] investigated the influence
of various oil compositions on particle number and soot emissions in a CNG
engine. They started with a base oil formulation of SAE grade 10w40 and sub-
sequently formulated two additional oils: one with 50% less ash content and
another with optimized base oil properties. The findings indicated a reduction
of approximately 35% in PN and soot emissions for the low-ash oil, while the
optimized oil showed a more significant reduction of around 70-80%. More-
over, the particle size distribution maintained the same shape for all three oils,
with reductions observed in all particle modes compared to the reference oil
formulation.

2.3 Modeling techniques

2.3.1 Chemical Kinetics

As previously elaborated in subsection 2.1.1, it is crucial to incorporate the
consideration of soot precursor formation, extending to include larger PAHs,
in order to effectively model the inception of particles. One of the primary
challenges frequently encountered in the development of such chemical mech-
anisms pertains to the complexities associated with measuring the concen-
trations of these large PAHs [69]. This challenge stems from the commonly
accepted understanding that these larger PAHs are responsible for particle
formation and, consequently, the emergence of nascent soot particles. This,
in turn, presents difficulties in the simultaneous tracking and assessment of
both larger PAHs and soot particles [70]. When it comes to fuel definition,
simplifications are commonly applied when dealing with the complexity of
fuel composition. To model fuels like gasoline and diesel, surrogate fuels or
a combination of surrogates are often employed. One well-known example of
such surrogates is the use of primary reference fuels (PRF), which includes
iso-octane and n-heptane. These PRF blends are extensively utilized to repli-
cate the combustion and knock characteristics of internal combustion engines
running on gasoline [71]. In scenarios where it is necessary to represent the
aromatic components of gasoline, toluene is frequently introduced into the
PRF mixture, particularly when researchers aim to study soot emissions [72].
Various kinetic mechanisms have been well established in literature for gas-
phase soot precursor estimation, such as the ABF mechanism [73], mechanism
of Blanqaurt et al. [28], CRECK mechanism [74], KAUST mechanism [75], all
of which have been validated under a wide range of experimental data. The
arising question pertains to identifying the optimal size of PAH species for
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an efficient modeling of soot inception, as discussed in subsection 2.1.2. It is
a common belief in literature that modeling inception typically requires the
inclusion of PAH reactions up to the fourth aromatic ring (A4). Therefore,
it is reasonable to contemplate pyrene (C16H10) as the candidate species for
inception. Pyrene is a favorable choice because it is formed early in the com-
bustion process and exhibits significantly higher concentrations in comparison
to larger aromatic ring species, as noted in [69]. In addition, experimental
studies discussed in subsection 2.1.2 further support the choice of pyrene as
the inception species. The concentration profiles of other species involved in
soot-related processes are of equal significance to pyrene. For example, acety-
lene plays a pivotal role in both the surface growth of soot particles and the
molecular growth of PAHs.

Blanquart et al. [28] developed a mechanism that encompasses fuel surro-
gates and tested it for both premixed and diffusion flames. They based their
work on the widely recognized GRI-MECH v3.0 mechanism [76] for methane
combustion, then extended it to encompass larger hydrocarbons, including
iso-octane. The mechanism for PAH growth up to pyrene was constructed
based on the pathways outlined in subsection 2.1.1. Furthermore, the oxi-
dation chemistry for iso-octane was adapted from Lawrence Livermore Na-
tional Laboratories (LLNL) mechanism [77], with a reduction to eliminate
low-temperature combustion reactions that were irrelevant to their research.
The initial validation of this mechanism involved a comprehensive exami-
nation across a wide range of equivalence ratios and pressures, considering
laminar burning velocities and ignition delay times. In terms of soot pre-
cursors, two rich laminar premixed flames—n-heptane/air and iso-octane/air
with an equivalence ratio of 1.9 were investigated. Their chemical mechanism
demonstrated effectiveness in predicting molar concentrations of PAH precur-
sors. The primary pathways leading to benzene formation closely resemble
those mentioned in subsection 2.1.1, where smaller hydrocarbons are gener-
ated through iso-octane decomposition, leading to the production of ethylene
molecules and, later on, acetylene. Additionally, C3 and C3 isomers are formed
from the decomposition process. The dominant pathway considered in their
mechanism for benzene formation involves the recombination of propargyl
radicals, or the reaction between propargyl and allyl radicals.

2.3.2 Soot Modeling in GDI Engines

Based on the information presented thus far, it is evident that the modeling
of soot formation in ICEs is an intricate undertaking, encompassing complex
chemical kinetics and interactions between the gas and solid phases. Soot for-
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mation models generally vary in complexity depending on their level of detail
in describing the physical processes and range from empirical, semiempirical,
and detailed models [78].

Empirical models typically establish a direct relationship between a phys-
ical soot property, such as soot mass density, and experimental measurements
conducted under various conditions. These models typically take the form of
equations with multiple constants that require calibration to obtain the best
fit. While this category of models often exhibits strong agreement with exper-
imental results within specific conditions, they do not offer insights into soot
morphology or size characteristics, as discussed in [79]. An example of this
method is detailed in the study of Khan et al. [80], where they established
a correlation between soot mass density and in-cylinder parameters, such as
pressure, temperature, and local equivalence ratio. Their approach was based
on the assumption that the primary factor influencing particle formation is
inception, and excluded the oxidation processes from the analysis. This ne-
cessitated the adjustment of several variables in their equation to align with
these assumptions, using a measured dataset obtained from a diesel engine
operating across various engine speeds. Empirical models have also found
application in the gas turbine field, where Edelman and Harsha employed a
more sophisticated methodology compared to that of Khan et al. [81]. They
took into consideration soot oxidation by introducing a corresponding negative
term, similar in form to the one used for soot formation. The implementation
of one equation for soot formation and one equation for soot oxidation is com-
monly referred to in literature as two-equation empirical models. Hiroyasu
and Kadota [82] adopted this approach where soot formation was considered
in the both vapor and liquid phases. In a more recent investigation con-
ducted by Dong et al. [83], the authors utilized the two-equation empirical
model taking ethylene concentration as the precursor for soot formation, dif-
ferently from the conventional approach that considers fuel concentration as
the precursor, as outlined in [82]. These models are appealing due to their
computational efficiency and prove useful in scenarios where the assessment of
particle emissions is solely focused on mass concentration. Nevertheless, they
do not furnish any insights into particle number density or size variations over
time.

Semi-empirical models further add a degree of detail by encompassing some
physical and chemical considerations. They use simplified chemistry in order
to compute the rate equations for reactions involving soot precursors and soot
particles [79]. The works of Tesner et al. [84] have been widely adopted
in soot modeling studies. The authors proposed a two step mechanism that
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describes the formation rate of the soot nuclei and the particle number den-
sity. The modeling strategy was complemented with measurements of particle
formation in an acetylene-hydrogen laminar diffusion flame. Other models in-
clude the physical processes of nucleation, surface growth, and oxidation, and
represented them with rate expressions as well [85]. The limitation lies in the
fact that these models are inherently constrained to particular conditions that
closely match the empirical constants’ derivation [79]. Therefore, to achieve
generality, it is essential to have a comprehensive inclusion of fuel pyrolysis
and PAH growth in the gas phase kinetics coupled with the dynamics of soot
particle growth.

Detailed soot models often differ in the way the particle size distribution
function (PSDF) is solved. One approach to solve the soot population balance
equation for a stochastic particle system is the Monte-Carlo method [86]. In
this method, the processes contributing to particle formation, growth, and
oxidation are treated randomly based on their rates. The outcome is a de-
tailed description of the PSDF time evolution. Another method of solving for
the PSDF is the sectional method in which the size distribution is divided
into a finite number of bins [87]. In each bin, all particles are represented
by a scalar, soot volume fraction (𝑓𝑣) for instance, from which the number
density can be derived [88]. A third and less computationally expensive ap-
proach is the method of moments. In this method, the population balance
equation is represented by the transport equations of its moments [89]. A
comprehensive representation of the PSDF necessitates an infinite number of
moments. Nevertheless, for practical reasons, only a finite number of moments
are solved and provide satisfactory results. The drawback of this approach is
that the moment rates remain unclosed because they depend on moments that
are not explicitly solved for in the equations. As a solution, various closure
methods have been devised, with the most common one being the Method
of Moments with Interpolative Closure (MOMIC) as introduced by Frenklach
and his colleagues [25, 73, 89, 90]. MOMIC utilizes logarithmic interpolation
techniques to close the moment rate equations. However, a limitation of this
method is its inability to account for bimodal number density distributions.
To address this, alternative variations of the Method of Moments have been
introduced, such as the Quadrature Method of Moments (QMOM) [91]. It’s
important to note that although the QMOM approach provides accurate solu-
tions, it has been found to be ill-posed and challenging to implement [27]. In
response to these challenges, Mueller et al. [27] developed the Hybrid Method
of Moments (HMOM). The HMOM aims to combine the strengths of both the
MOMIC and QMOM techniques, offering a more robust and versatile approach
to moment closure in soot modeling while simultaneously capturing bimodal
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number density distributions. Other approaches that have been recently de-
veloped include Conditional Quadrature Method of Moments (CQMOM) [92],
Extendend Quadrature Method of Moments (EQMOM) [93], and Extended
Conditional Quadrature Method of Moments (ECQMOM) [94]. For more de-
tails of the aforementioned models, the reader is referred to the corresponding
papers.

When applying models of differing complexity to GDI engines, the con-
ventional trade-off between precision and computational time emerges as a
crucial determinant. The issue extends beyond the approach to soot modeling
and involves the processes of gas exchange, mixture formation, and combus-
tion prior to the onset of soot formation. Wallesten et al. [95] serves as an
example of coupling a detailed engine model with an empirical soot model.
They conducted simulations under low load conditions, considering three dis-
tinct injection timings using a 3D CFD model of the engine and employed the
Kennedy-Hiroyasu-Magnussen model to calculate soot mass fractions. The
overall pattern of a rise in soot mass fraction with delayed injection timing,
due to the decrease in mixture homogeneity, was successfully replicated, al-
though there was a notable overestimation for the most delayed timing. The
authors’ conclusion is that the soot model demands further fine-tuning, which
basically impairs its predictive accuracy under changing operating conditions.
In a more recent study, Etheridge et al. [96] used the Stochastic Reactor
Model (SRM) engine code coupled with a detailed soot model. The model
was first calibrated with experimental measurements and was then used to
investigate different SOI timing implications on exhaust emissions. The simu-
lation effectively reproduced the change in particle number and size with SOI,
although the model displayed a more pronounced presence of smaller particles
in the 10 nm range. The authors further explain this discrepancy by stating
that the simulation data is extracted at EVO, which precedes the time at
which exhaust gas is sampled in the experimental study. Consequently, this
could imply that coagulation processes, which continue through the exhaust
port, are somewhat truncated in the simulation, resulting in a higher number
density of smaller particles. Moreover, this study did not take into account
spray-wall impingement, a factor that could have implications on particles in
the accumulation mode, as observed in subsection 2.2.1. In a more recent in-
vestigation, Wang et al. [97] extended the SRM engine model to incorporate
spray-wall impingement. This was accomplished by dividing the cylinder into
a bulk zone and a wall zone. In this manner, the temperature and equiva-
lence ratio gradient within the wall zone could be known, thus accounting for
particles induced by the wall film. Contrary to Etheridge et al. [96] who con-
sidered acetylene as the inception species, corenene (C24H12) was the inception
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species in their study. Experimental measurements were conducted at various
injection timings, with particular interest in the case of early injection at 330
CAD bTDC, which exhibited the highest particle number density. The simu-
lated particle size distribution fell within the same order of magnitude as the
experimental results, although it underpredicted the size of the main mode
by a factor of two. Much like the approach in [96], particles were sampled
at EVO in the simulation, potentially explaining the discrepancy in particle
size. Therefore, it is evident that numerical simulations should extend be-
yond EVO to achieve a closer alignment with measurements, as particle mass
concentration is significantly influenced by size.

Tan et al. [57] utilized a combined 3D-CFD model and chemical kinetic
mechanism that employed the sectional method to address soot formation.
Their extensive investigation led to a comprehensive conceptual grasp of soot
pathways, primarily originating from fuel-rich zones resulting from the evap-
oration of liquid films and unvaporized liquid fuel droplets at ignition time.
At a constant load and with an increase in engine speed, the simulations and
experimental measurements both indicated a reduction in particle number
density. Examination of tumble flow velocity and turbulent kinetic energy
revealed an augmentation with the increase in engine speed, which, in turn,
proved to enhance the spray vaporization and mixing processes. The interplay
here appears to revolve around the competing factors of the available mixing
time, which shortens at higher engine speeds, and the spray vaporization and
mixing rate. Under constant engine speed and increasing engine load, the
increase in injection pressure resulted in a higher swirl ratio and an increased
level of turbulent kinetic energy after the injection ended. These effects facili-
tated the mixing processes, ultimately reducing the mixture’s non-uniformity
at the point of ignition. The numerical model successfully replicated trends
in particle number density. However, in both sets of parameters, the particle
mass density consistently fell below the measured values. The authors propose
that the underestimation of particle size may be attributed to the assumption
that particles are spherical in nature, without considering agglomeration in
the modeling process. Furthermore, the potential contribution of coagulation
beyond the exhaust valve opening, which was not factored into the simula-
tions, could also impact the overall particle size and mass. Nonetheless, the
sectional method has demonstrated its suitability for accurately predicting
particle number, particulate mass, and particle size distribution to a note-
worthy extent. However, it falls short in providing additional insights into
the morphology of soot particles, as is achieved by the stochastic method.
Fontanesi et al. [98] implemented the sectional method in 3D CFD simu-
lations as well. They used an optimized reaction mechanism developed by
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Cai et al. [99] to account for oxygenated fuels in the PAH formation mecha-
nisms since the surrogate fuel they utilized contained ethanol. This basically
mimicked the gasoline fuel’s threshold soot index (TSI) used in acquiring the
measurements on the engine test bench. In their study, three different SOIs
were compared at 2000 RPM and full load condition. Similarly to previous
studies, the earliest injection timing (340 CAD bTDC) led to the highest PN
and PM values due to higher liquid film formation on the piston top. Ad-
ditionally, soot mass concentration was also underestimated in their study
and further clarified by examining the particle size distribution which was
dominated by particles in the 5.6-10 nm range, 5.6 nm being the minimum
diameter detectable by the particle sampling system. The authors establish
a connection between the underestimation of soot mass and the utilization of
a constant soot density across all sections within the sectional method. How-
ever, they contend that soot density decreases with particle size [88], which
would, in turn, result in a higher mass concentration due to the conservation
of mass in each section. An interesting note to point out here, the authors in
[98] performed a correction on the particle number and mass concentrations
by considering an equivalent volume at reference pressure, temperature, and
dilution ratio (DR) in the exhaust sampling system. This equivalent volume
was then used to compute the final number and mass concentrations. In this
way, a one-to-one comparison was assured between experimental and numeri-
cal results. A later study by Berni et al. [100] used the same methodology for
calculating gaseous and particle emissions from an eight cylinder high perfor-
mance GDI engine. An additional adjustment were made in their study on the
computed particle number and mass densities. The efficiency of the particle
counter, used in the experimental acquisition campaign, was factored into each
section to further equalize the comparison between measured and numerical
values. This effectively brought down the difference between numerical and
experimental results to one order of magnitude.

Liang et al. [101] implemented the method of moments in FORTÉ CFD
code first applied on fundamental spray combustion experiments and then
used the model for a soot particle tracking in a spray-guided GDI engine. In
their study, they used a 7-component surrogate blend to match the chemical
and physical characteristics of gasoline. By tracking the soot cloud, they were
able to observe the initiation of the soot in the spark plug region, due to the
presence of some liquid fuel there, and the growth of the soot cloud during the
expansion stroke. The authors pointed out that the flame propagation speed
is much faster than the soot cloud growth indicating that soot formation
processes are a post-flame phenomena. This was also observed in controlled
spray chamber premixed combustion experiments [60].
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Other researchers opted for simpler approaches by coupling semi-detailed
soot models with CFD. An example of such an approach was elaborated in
[102] which used a soot model that was initially developed for soot modeling
in low temperature diesel combustion [103].The impetus behind developing a
semi-detailed soot model arose from the necessity to streamline the model’s
complexity and accelerate the simulation process in engine CFD-based ap-
proaches. In their soot model, pyrene was considered to be the inception
species, surface growth was attributed to both acetylene and PAH (A4), co-
agulation was modeled by the normal square dependence, and oxidation was
due to O2 and OH radicals. Additionally, soot species density and number
density were treated as passive species for which their transport equations
were solved. Regarding the gas phase chemistry, the authors modified an ex-
isting multi-surrogate mechanism of n-heptane/iso-octane/toluene by adding
reactions to model PAH formation up to pyrene and toluene pyrolysis. A
preliminary validation was carried out with respect to the chemistry mecha-
nism for four laminar premixed flames. For all flames considered, the chemical
mechanism predicted molar fractions of C2H2, C2H4, and A1 quite satisfacto-
rily. Additionally, it was shown in the toluene flame simulations that the C2H2
and A1 molar fractions are within the same order of magnitude as compared
with n-heptane flame where A1 molar fraction was three order of magnitudes
lower than C2H2. This emphasizes the importance of inclusion of toluene in
the fuel composition to accurately model the aromatic content of gasoline.
They compared their simulation of lean burned stratified combustion strategy
with a simulation using the two-step soot model of Hiroyasu [82]. Interest-
ingly, no soot mass was formed when using Hiroyasu’s soot model whereas soot
mass was formed and continuously increased in the case of Jiao and Reitz’s
approach. Their depiction of soot-related variables show how the fuel rich re-
gions near the wall film provide ideal conditions for soot formation due to the
absence of oxidizing species of OH and O2 and a relatively lower temperature
due to wall film vaporization. In a different study [54], the authors high-
lighted the effect of the multicomponent fuel on wall film vaporization where
the low volatility fuel contributed to wall film formation and consequent soot
formation. In certain scenarios, the computational resources required for the
aforementioned modeling techniques can be excessively demanding. Giovan-
noni et al. [104] adopted a CFD analysis of the mixture formation process and
wall impingement to establish a qualitative correlation between these aspects
and soot formation. This approach allowed them to distinguish the quality of
the mixture and the fuel film deposits at spark timing across different cases,
serving as an initial assessment of their tendency to generate soot. However,
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it’s important to note that this approach does not yield detailed insights into
the dynamics of soot and serves as a preliminary evaluation.

It can be inferred from the modeling techniques discussed above that com-
mon routes to soot formation exist within GDI engines, and these pathways
differ based on engine parameters. While these models are effective in predict-
ing particle formation and oxidation to varying degrees of detail and accuracy,
they typically cannot be extended to simulations involving transient driving
cycles or dynamic engine operation. In addressing this challenge, Frommater
et al. [105] introduced a phenomenological model that integrates physically
grounded models for fuel film deposits and the computation of mixture non-
uniformity with detailed chemical kinetic mechanisms and a stochastic soot
model. The main modeling framework extracts thermodynamic data from
an engine process simulation, which is then input into the multi-zone block.
Within this block, sub-stoichiometric zones and pyrolysis zones are defined
resulting from incomplete mixing and liquid films, respectively. Each block
independently evolves based on the chemical kinetics specific to that zone.
The temporal evolution of species involved in nucleation, surface growth, co-
agulation, and oxidation is subsequently passed on to the stochastic Monte
Carlo tool for the calculation of particle number, particulate mass, and particle
size distribution across various operational conditions. The validation of the
model was based on a set of measured steady-state operational points, where
the numerical model exhibited strong capabilities. In this regards, the dom-
inant sooting pathway was found to be injector tip wetting. The model was
further extended to simulate particle emissions during a customized highway
driving cycle, with PN and PM measurements falling within 20% of the ob-
served values. However, there are some limitations associated with this model,
primarily concerning its applicability to other engine types and combustion
modes. Notably, the sub-models responsible for accounting for the different
soot pathways incorporate numerous coefficients that are not necessarily based
on physical principles; rather, they are calibrated to align with experimental
measurements. Hence, it is highly probable that a reparametrization of these
coefficients will be necessary when applying the model to a different engine
scenario. It’s worth noting that the model exhibited a positive response to
changes in actuator settings, thus paving the way for a computationally effi-
cient and comprehensive approach to soot modeling in GDI engines.

2.4 Summary
This chapter commenced by delineating the fundamental elements linked to
particle formation processes in fuel-rich combustion. The advancement of
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experimental and optical techniques has facilitated a more profound and ex-
tensive comprehension of the soot formation process. The chemical reactions
initiating from the fuel and leading to the formation of aromatic rings were
initially discussed, with a specific focus on aliphatic fuels, although the break-
down of the fuel and the formation of cyclic rings are analogous in fuels with
aromatic content. The transition from the gaseous phase to the emergence
of the nascent soot particle was then elucidated, along with insights into the
growth and oxidation processes.

Optical visualizations and particle sampling play a dual role by not only
facilitating an understanding of the theoretical aspects of soot dynamics but
also providing insights into the sources that foster favorable conditions for
particle formation in GDI applications. The characteristics of these sources
can be correlated with specific particle morphology and structures, reveal-
ing how diverse sources exert distinct physical and chemical influences on
soot. Throughout the development of models, experimental findings have
consistently guided conceptualizations. Main model hypotheses are evaluated
by comparing numerical results with experimental measurements, forming a
symbiotic relationship between theoretical frameworks and observations. A
review of the main literature work concerning particle emissions sources in
GDI engines revealed that mixture quality leading to fuel rich pockets and
remaining liquid films in the combustion chamber at ignition timing were the
main particle formation pathways. Depending on operating conditions and
the engine’s thermodynamic state, the different sources contribute to overall
particle number and mass in varying proportions.

The subsequent discussion delved into the intricacies of soot modeling
techniques. Originally designed for premixed and diffusion flames within con-
trolled laboratory settings, these models were initially employed in diesel en-
gine applications before being adapted to predict particle emissions in GDI
engines. Given the significant role of PAH precursor formation in soot incep-
tion, the majority of currently applied models identify A4 as the inception
species, and in some cases, even A7. The models vary in complexity, ranging
from straightforward empirical equations to more comprehensive descriptions
that encompass nucleation, surface growth, coagulation, and oxidation pro-
cesses. Moreover, the majority of numerical approaches entail 3D CFD engine
simulations coupled with detailed soot models. However, these models often
demand substantial computational resources and may not encompass all soot
pathways due to constraints, such as computational limitations hindering the
inclusion of injector tip wetting, for instance. The work of Frommater et al.
[105] represents a new way of approaching the issue by utilizing phenomeno-
logical sub-models accounting for the main soot pathways that are directly
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linked with detailed chemical kinetics and a stochastic soot model. However,
the model requires a prior optimization of coefficients with CFD results and
particle measurements.

The research endeavors presented in this study were inspired by the mod-
eling framework introduced by the authors in [105]. Several adjustments were
made to enhance the model’s generality and minimize parameterization, aim-
ing to extend its applicability to diverse engine concepts. The subsequent
chapter delves into the primary tools employed, integral to the model struc-
ture, and provides a detailed explanation of the key theoretical aspects un-
derpinning them.
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Chapter 3

Resources and tools

This chapter depicts the main tools utilized throughout this thesis along with
their implementation into the modeling framework. First, the tool which
processes the engine test bench measurements providing key thermodynamic
variables is discussed. Second, the 3D CFD model used for validating various
sub-models that are developed in this thesis is presented. Third, the open-
source tool Cantera is described. Fourth, the particle formation modeling
techniques adopted are elaborated. Finally, the experimental campaign for
soot emissions, carried out by a previous PhD candidate at CMT – Clean
Mobility & Thermofluids at Universitat Politècnica de València, will be briefly
depicted.

3.1 Combustion diagnostic tool
Crank angle and cycle resolved thermodynamic variables are the main in-
puts to the model. It is of utmost importance to ensure the accuracy of
such variables as they have a great influence on particle formation processes.
The input data were derived from an experimental campaign carried out by
a previous PhD student at CMT – Clean Mobility & Thermofluids [1]. On
the one hand, the instantaneous intake and exhaust pressures were measured
by a Kistler 4045A5 piezoresistive pressure sensor with a Kistler Type 4603
amplifier. The in-cylinder pressure, on the other hand, was measured with a
Kistler 6961A250 piezoelectric pressure sensor with a Kistler Type 5015 am-
plifier. For a more detailed description of the experimental facility, the reader
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is referred to the doctoral thesis of Manuel E. Rivas Perea [1]. After acquiring
the in-cylinder pressure, the signal is filtered and pegged with the intake pres-
sure signal at Intake Valve Closure (IVC). With this information, the first law
of thermodynamics is then applied between IVC and EVO coupled with the
ideal gas equation of state for calculating the rate of heat release (ROHR) and
mean gas temperature in the chamber. In addition to these equations, several
sub-models are also implemented into the 0D thermodynamic model, called
CALMEC, to compute the in-cylinder volume, mass, and wall temperatures.
These sub-models include, but are not limited to, the following:

• A simplified filling and emptying model is used for calculating the
trapped mass [2].

• A blow-by model based on the consideration of an adiabatic nozzle is
used to compute the blow-by mass [3].

• A volume calculation model that takes into account mechanical defor-
mations and piston eccentricity [4].

• A variation of the Woschni correlation is used for computing the heat
transfer coefficient [5]. A lumped nodal model is used to calculate aver-
age wall temperatures [6].

The energy balance, shown in Equation 3.1, is then applied according to
the first law of thermodynamics to compute the heat release.

𝑑𝐻𝑅 = 𝑝𝑑𝑉 + 𝑑𝑄𝑤 + 𝑚𝑐𝑑𝑢𝑐 − (ℎ𝑓,𝑖𝑛𝑗 − 𝑢𝑓,𝑔)𝑑𝑚𝑓,𝑒𝑣 + 𝑅𝑐𝑇𝑑𝑚𝑏𝑏 (3.1)

The terms on the right hand side of Equation 3.1 represent the work done
by the gas, heat transfer to the walls, sensible internal energy of the gas,
energy related to fuel injection, evaporation, and heating up to the gas tem-
perature, and the work done by the blow-by leakage, respectively. The rate
of heat release can then be computed by directly dividing the dHR by the
angle increment as ROHR = dHR/d𝛼. In order to close the energy balance,
the equation of state is used:

𝑝𝑉 = 𝑚𝑅𝑐𝑇 (3.2)

Equation 3.1 and Equation 3.2 are solved for each crank angle, depending
on the resolution of the measured pressure signal, to obtain the instantaneous
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pressure and temperature. In addition to pressure and temperature, additional
variables are also calculated and include the instantaneous in-cylinder mass
and composition, heat flux to walls, and cycle-averaged wall temperatures.

The main hypotheses that are considered by CALMEC are enumerated in
the following:

• A uniform pressure throughout the combustion chamber is considered.
This is valid since the flame propagation speed is much slower than the
speed of sound.

• The gas in the chamber is composed of air, fuel, and burned products
from stoichiometric combustion. Hence, in the calculation of gas ther-
modynamic properties, three species are considered.

• The gas mixture is assumed to behave as a perfect gas.

• Temperature correlations are used to calculate the sensible internal en-
ergy of the gas mixture.

• A mean and uniform gas temperature is employed for the calculation of
internal energy. This is a very strong assumption, especially in the early
phase of combustion, where the temperature of the burned products
exceeds the mean temperature. Nevertheless, as combustion advances,
the error diminishes owing to heat transfer and dilution which tend to
make the temperature uniform.

Other variables of interest, calculated by CALMEC, are also required and
fed to the PN/PM model. A summary of the main input variables obtained
from CALMEC are tabulated in Table 3.1.

Table 3.1: Input variables obtained from CALMEC.

Instantaneous Cycle average
In-cylinder pressure Start of combustion

Gas temperature Residual gas mass fraction
Cylinder volume Global equivalence ratio

Burn rate Exhaust temperature
Piston position Wall temperatures*

* Wall temperatures include cylinder head, piston, and liner temperatures.
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3.2 3D CFD model
A 3D CFD model of the engine under investigation was constructed specif-
ically for validation purposes in this thesis. The experimental measurement
campaign involved utilizing a metal engine setup to analyze engine-out soot
particles, and so no information on in-cylinder processes was available as this
would necessitate complex optical access. In such cases, 3D CFD proves in-
valuable, offering a means to visualize in-cylinder processes like mixture for-
mation and spray-wall impingement. The primary focus was on simulating
processes occurring before combustion begins, specifically addressing gas ex-
change, fuel injection, mixing, and wall film formation. Consequently, simu-
lations were conducted from EVO to SOC and subsequently compared with
dedicated sub-models developed in this research.

The engine is a 2.0 L Euro V turbocharged gasoline direct injection engine
with detailed geometrical and performance characteristics listed in Table 3.2.
The side mounted injector is typical of wall-guided engines that re-directs the
spray to the spark region, operating under the so-called stratified charge. How-
ever, in the operating conditions considered in this study, the engine operated
under homogeneous combustion mode, meaning that the injection process oc-
curred early during the intake stroke so as to achieve a homogenous mixture at
spark timing. Furthermore, the engine operates with a fuel enrichment strat-
egy under full load conditions to lower the exhaust gas temperature, thereby
safeguarding the turbine of the turbocharger.

Table 3.2: Engine characteristics.

Engine 4-stroke SI
Number of cylinders 4
Valves per cylinder 4
Bore/Stroke 87.5/83.1 mm
Connecting rod length 156.15 mm
Compression ratio 10.2:1
Maximum power/speed 143/5000 kW/RPM
Maximum torque/speed 310/1750 Nm/RPM
Injection position/no. of holes Side-mounted/7

Regarding the 3D CFD engine model, Converge CFD v3.1 [7], a commer-
cial computational fluid dynamics software developed by Convergent Science,
was the adopted software to perform the simulations. This code is broadly
adopted in the internal combustion engine community due to its flexibility and
simplicity in mesh generation and its capability of describing complex flow and
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combustion processes. Additionally, it incorporates an adaptive mesh refine-
ment (AMR) tool which scales the mesh in run-time to enhance the resolution
of the numerical solution. A planar cut taken at the center of the cylinder
depicting the mesh at different regions is shown in Figure 3.1. A base grid cell
size of 4 mm was used with fixed embedding throughout the different regions.
The regions near the walls of the piston, liner, and cylinder head were reduced
to a minimum cell size of 1 mm to improve boundary layer predictions. Addi-
tionally, AMR was applied differently in two stages, an embedding level of 3
was first used from EVO until SOI achieving a minimum cell size of 0.5 mm.
The solution was then mapped at SOI with the simulation now adopting four
embedding levels. The AMR was applied based on velocity and temperature
sub-grid scales of 1 m/s and 2.5 K, respectively. In this way, the mixing pro-
cesses from SOI up to SOC was simulated with a greater level of detail while
maintaining an acceptable computational time for the overall simulation.

The solution of the differential equations governing the fluid flow is
achieved by the finite volume method. The Pressure Implicit with Splitting of
Operators (PISO) algorithm is used to resolve the system of equations in each
cell. Additionally, the discretization in space is performed by the central differ-
ence method whereas time discretization is of the first order implicit scheme.
In addition to the numerical solution approach, appropriate models are also
needed to describe the physical processes occurring during gas exchange and
mixing. In this regards, the Reynolds-Averaged Navier Stokes (RANS) k-𝜖
model was used to model turbulence. The Re-normalized Group (RNG) vari-
ant of the k-𝜖 model was used to model the turbulent viscosity and close the
equation of the strain rate tensor [8]. The Discrete Droplet Method (DDM),
an Eulerian-Lagrangian coupling where the discrete liquid phase evolves and
interacts with the Eulerian field, was used to model fuel injection [9]. Parcels
were initialized with a diameter equal to the injector orifice diameter. Ad-
ditionally, the liquid fuel species chosen to represent commercial gasoline in
the experimental campaign was pure iso-octane. Consequently, a modifica-
tion to the stoichiometric equivalence ratio of iso-octane was required when
constructing the equivalence ratio distribution histogram. This adjustment
was necessary because the inducted air mass and injected fuel mass in the
simulation closely mirrored the measurements. The remaining sub-models,
addressing aspects such as spray breakup and spray-wall interaction, are fur-
ther detailed in Table 3.3.

In terms of initialization, the engine model was segmented into three re-
gions: intake, exhaust, and cylinder. The simulation began at EVO, and
therefore, the initial pressure values in the various regions were directly derived
from the measured pressure signal. The temperatures were also measured in
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Figure 3.1: Computational domain and mesh details @ -277 bTDC.

the intake and exhaust regions so the values obtained from the thermocouples
were used to initialize these domains. The in-cylinder temperature, however,
was not measured but was obtained from CALMEC by the equation of state
as explained in section 3.1 Additionally, the measured instantaneous pressure
signals in the intake and exhaust manifold were applied as inflow and outflow
boundary conditions, respectively. For this reason, Figure 3.1 shows intake
and exhaust geometries that were cut-off at the point of the pressure sensor
of the experimental set-up. Wall temperatures, obtained from the lumped
model embedded in CALMEC, were utilized to define the temperatures of
various engine components. The intake was initialized with a gas composi-
tion corresponding to pure air, given the absence of exhaust gas recirculation
(EGR) for the considered operating points. Meanwhile, the gas composition of
the cylinder and exhaust was initialized based on the burned products result-
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Table 3.3: 3D CFD model setup.

Sub-models
Spray Langrange with KHRT breakup
Evaporation Frossling
Drag Dynamic drop drag
Equation of state Redlich-Kwong
Turbulence RNG k-𝜖
Wall-interaction Bai-Gosman
Boundary conditions
Inlet pressure, temperature
Outlet pressure, temperature
Wall temperature
Moving piston, valve lift

ing from combustion at the corresponding operating point’s equivalence ratio.
The evaluation of the 3D CFD simulations’ accuracy was conducted by com-
paring the in-cylinder pressure with the measured signal from EVO to SOC.
Figure 3.2 illustrates the achieved overall precision, indicating a numerical
in-cylinder pressure within 5-7% of the measured values at SOC. This align-
ment ensures the reliability of the mixing process modeled by the numerical
approach.
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Figure 3.2: Comparison between measured and 3D CFD pressure trace.

3.3 Cantera
Cantera is an open-source tool for used for solving chemical kinetics, thermo-
dynamics, and transport problems [10]. It has multiple interfaces and can be
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conveniently installed as a MATLAB toolbox, which is particularly advanta-
geous in the present context of the thesis. It automates the chemical kinetic
and thermodynamic calculations so that detailed chemical mechanisms can
be easily incorporated into the computations. In this regards, the chemical
mechanism employed in this thesis has been transformed from the Chemkin
format to a CTI file, which is compatible with Cantera for reading and pro-
cessing. The mechanism used was that of Blanquart et al. [11] consisting of
149 species and 1651 reactions. The mechanism includes iso-octane as a fuel
and encompasses reactions leading to the formation of precursors up to the
fourth aromatic ring, pyrene (A4). It has been validated for both diffusion
and premixed flames with measured laminar burning velocities and ignition
delay times. The results align closely with measurements across a wide range
of equivalence ratios and pressures. Furthermore, the inclusion of chemistry
pertinent to aromatic combustion and the combustion of larger alkanes, such
as iso-octane, makes this mechanism a strong candidate for use in this inves-
tigation.

Cantera plays a pivotal role within the modeling framework, serving var-
ious purposes. Its primary function involves the creation of gas objects with
specific compositions and thermodynamic states, facilitating the calculation of
essential properties such as mixture density, gas molecular weight, and species
reaction rates. Furthermore, Cantera is instrumental in determining adiabatic
flame temperatures across different mixture compositions (equivalence ratios),
a crucial aspect of one of the sub-models. Additionally, it proves useful for
computing the composition of the burned gas mixture through the utilization
of an equilibrium solver for given gas objects. As a result, its utility extends
across multiple facets of the framework, establishing itself as an integral com-
ponent of the overall model.

3.4 Method of moments
The application of the method of moments with interpolative closure in GDI
soot modeling has been discussed previously in 2.3.2. The implementation of
this method into the modeling framework will be discussed here. As men-
tioned before, MOMIC approximates the soot population balance equation by
a discrete number of moments of soot transport [12]. The evolution of the
soot particle size distribution can be depicted by the following equation:

𝜕𝑁(𝑡, 𝑘)
𝜕𝑡

= 𝑅(𝑡)𝛿*
𝑖 + 𝐺(𝑡, 𝑘) + 𝑊 (𝑡, 𝑘) (3.3)
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where N(t,k) is the particle number density for particle size k and time t,
R(t) is the rate of particle inception, 𝛿*

𝑖 is the smallest particle size upon
inception, G(t,k) is rate of particle coagulation, and W(t,k) is the rate of
surface reactions. In MOMIC the particle size distribution can be represented
by a series of moments:

𝑀𝑟 =
∞∑︁

𝑖=1
𝑚𝑟

𝑖 𝑁𝑖 (3.4)

where 𝑚𝑖 is the mass of the particle of size 𝑖, 𝑟 represents the 𝑟𝑡ℎ moment and
𝑁𝑖 is the number density of particles in the 𝑖𝑡ℎ (diameter) bin. It can then be
deduced that the zeroth moment (𝑀0) represents the particle number density.
The first moment, 𝑀1, is related to the soot volume fraction, the second
and third moments of the particle size distribution represent the variance and
skewness, respectively. If one would consider an infinite number of moments,
then the full particle size distribution would be obtained. However, in most
applications only a few moments are sufficient to obtain useful information
about the properties of the PSD. The transport equation for moments can
then be expressed in general form as:

𝜕𝑀𝑟

𝜕𝑡
= 𝑓(𝑀𝑟,

𝜕𝑀𝑟

𝜕𝑥𝑖
, 𝑄𝑟), 𝑟 = 0, ..., 𝑁𝑚 − 1 (3.5)

where 𝑀𝑟 is the 𝑟𝑡ℎ moment, 𝜕𝑀𝑟
𝜕𝑥𝑖

is the spatial variation of the 𝑟𝑡ℎ moment
with respect to coordinate 𝑥𝑖, 𝑄𝑟 is the formation rate of the 𝑟𝑡ℎ moment, and
𝑁𝑚 being the number of moments. Revzan et al. [13] developed a MOMIC
routine in FORTRAN which calculates the moment rates, depending on the
processes of inception, coagulation, and surface reactions, and also computes
the species consumption/production rates due to particle formation. This
routine was translated into MATLAB in order to better fit into the modeling
framework and be easily coupled with the species conservation equations that
will be detailed in the next chapter. Hence, the main inputs to the routine
are the pressure, temperature, and the concentration of PAH, C2H2, CO, H,
H2, H2O, O2, and OH.

MOMIC routine models the soot particle inception by the dimerization of
two PAH molecules, as expressed in:

𝑅0 = 2.2
√︃

4𝜋𝑘𝑏𝑇

𝑚𝑐𝑛𝐶,𝑃 𝐴𝐻
𝑑2

𝑃 𝐴𝐻𝑁2
𝐴𝑁2

𝑃 𝐴𝐻 (3.6)
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where 𝑅0 is the inception rate for the zero-th moment, 𝑘𝑏 is the Boltzmann
constant, 𝑇 is the gas temperature, 𝑚𝑐 is the mass of a carbon atom, 𝑛𝐶,𝑃 𝐴𝐻 is
the number of carbon atoms in the PAH molecule, 𝑑𝑃 𝐴𝐻 is the diameter of the
PAH molecule, 𝑁𝐴 is the Avogadro’s number, and 𝑁𝑃 𝐴𝐻 is the concentration
of the PAH molecule. The inception rate for the following moments are then
expressed as:

𝑅𝑟 = 2𝑛𝐶,𝑃 𝐴𝐻𝑅𝑟−1 𝑟 = 1, ..., 𝑁𝑚 − 1 (3.7)

A spatially homogenous particle ensemble is then considered for coagula-
tion. The G source term in Equation 3.3 is evaluated for r number of moments.
The coagulation source terms are represented by the following equations:

𝐺0 = 1
2

∞∑︁
𝑖=1

∞∑︁
𝑗=1

𝛽𝑖𝑗𝑁𝑖𝑁𝑗 (3.8)

𝐺𝑟 = 1
2

𝑟−1∑︁
𝑘=1

(︂
𝑟

𝑘

)︂⎛⎝ ∞∑︁
𝑖=1

∞∑︁
𝑗=1

𝑚𝑘
𝑖 𝑚𝑟−𝑘

𝑗 𝛽𝑖𝑗𝑁𝑖𝑁𝑗

⎞⎠ 𝑟 = 2, 3, ..., 𝑁𝑚 − 1 (3.9)

where 𝛽𝑖𝑗 is the collision coefficient between particle of size 𝑖 and 𝑗. The
specific form of 𝛽 depends on the coagulation regime defined by the Knudsen
number:

𝐾𝑛 = 2𝜆𝑓

𝑑𝑠
(3.10)

where 𝜆𝑓 is the gas mean free path and 𝑑 is the soot particle diameter. The
difficulty in solving the coagulation terms is due to the appearance of fractional
order moments and due to the non-additive nature of the collision coefficient.
This will be first demonstrated for the continuum regime (𝐾𝑛 <<1). In the
continuum regime, the collision coefficient is expressed according to Seinfeld
and Pandis [14] as:

𝛽𝑐
𝑖𝑗 = 𝐾𝑐

⎛⎜⎝ 𝐶𝑖

𝑚
1
3
𝑖

+ 𝐶𝑗

𝑚
1
3
𝑗

⎞⎟⎠ (𝑚
1
3
𝑖 + 𝑚

1
3
𝑖 ) (3.11)

where 𝐾𝑐 = 2𝑘𝐵𝑇/3𝜂 and 𝐶 is the Cunningham slip correction factor. Sub-
stituting Equation 3.11 into Equation 3.8, the following equation is obtained:
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𝐺0 = 𝐾𝑐[𝑀2
0 + 𝑀 1

3
𝑀− 1

3
+ 𝐾

′
𝑐(𝑀− 1

3
𝑀0 + 𝑀 1

3
𝑀− 2

3
)] (3.12)

where 𝐾
′
𝑐 = 2.514𝜆(𝜋𝜌/6)( 1

3), 𝜌 is the particle material density, and the mo-
ment order 𝑟 is extended to include any real value. The appearance of this
fractional moments introduce the so-called closure problem since these mo-
ment values are not solved for directly. Hence, a logarithmic interpolation
scheme is applied among whole order moments to compute the fractional mo-
ments.

In the free-molecular regime (𝐾𝑛»1), 𝛽𝑖𝑗 is expressed as:

𝛽𝑐
𝑖𝑗 = 𝐾𝑓

√︃
1

𝑚𝑖
+ 1

𝑚𝑗
(𝑚

1
3
𝑖 + 𝑚

1
3
𝑗 )2 (3.13)

where 𝐾𝑓 = 𝜖
√︀

6𝑘𝐵𝑇/𝜌(3/4𝜋𝜌)
1
6 and 𝜖 is the Van der Waals enhancement

factor. The non-additive nature of the collision coefficient is thus evident and
a specific treatment must be done in the free-molecular regime. First, a grid
function in general form can be defined as:

𝑓
(𝑥,𝑦)
𝑙 =

∞∑︁
𝑖=1

∞∑︁
𝑗=1

(𝑚𝑖 + 𝑚𝑗)𝑙𝑚𝑥
𝑖 𝑚𝑦

𝑗

(︂
𝑚

1
3
𝑖 + 𝑚

1
3
𝑖

)︂2
𝑁𝑖𝑁𝑗 𝑙 = 0, 1, 2, ... (3.14)

Solving for the 0-th moment coagulation term requires 𝑙 = 1
2 . Thus, Equa-

tion 3.8 can then be written as a function of the grid function:

𝐺0 = 1
2𝐾

′
𝑓𝑚𝑀2

0 𝑓
(0,0)
1
2

(3.15)

Hence, a double interpolation is required here where the first consists of
interpolating amongst the integer order grid function values at 𝑙 = 0, 1, 2, ..,
which in the case of 𝑓 1

2
would yield:

𝑓 1
2

= 𝑓
3
8

0 𝑓
3
4

1 𝑓
− 1

8
2 (3.16)

Integer order grid functions (e.g 𝑓0, 𝑓1, etc.) can then be evaluated in
terms of fractional-order moments again through interpolation as previously
shown in the continuum regime.

Surface growth is modeled by the mass deposition on particle surface from
the species present in the gas phase. To account for this, C2H2 is used in
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HACA reactions while O2 and OH are used in oxidation reactions. A total of
six reactions are accounted for in the surface growth processes as displayed in
Table 3.4.

Table 3.4: Surface growth reaction schemes.

Number Reaction scheme
1 CsootH + H ←→ Csoot∙ + H2
2 CsootH + OH ←→ Csoot∙ + H2O
3 Csoot∙ + H → CsootH
4 Csoot∙ + C2H2 → CsootH + H
5 Csoot∙ + O2 → 2CO + products
6 Csoot∙ + OH → CO + products

Csoot∙ denotes a radical site.

The surface reaction rates are then expressed as follows:

𝑊 𝐶2𝐻2
𝑟 = 𝑘4[𝐶2𝐻2]𝛼𝜒𝐶𝑠𝑜𝑜𝑡 · 𝜋𝐶2

𝑠 𝑀0

𝑟−1∑︁
𝑙=0

(𝑟𝑙)𝜇𝑙+ 2
3
(2)𝑟−𝑙 (3.17)

𝑊 𝑂2
𝑟 = 𝑘5[𝑂2]𝛼𝜒𝐶𝑠𝑜𝑜𝑡 · 𝜋𝐶2

𝑠 𝑀0

𝑟−1∑︁
𝑙=0

(𝑟𝑙)𝜇𝑙+ 2
3
(−2)𝑟−𝑙 (3.18)

𝑊 𝑂𝐻
𝑟 = 𝛾𝑂𝐻 [𝑂𝐻]

√︃
𝜋𝑘𝑏𝑇

2𝑚𝑜ℎ
𝑁𝐴𝐶2

𝑠 𝑀0

𝑟−1∑︁
𝑙=0

(𝑟𝑙)𝜇𝑙+ 2
3
(−1)𝑟−𝑙 (3.19)

where 𝑘4 and 𝑘5 are the kinetic rate coefficients for 𝐶2𝐻2 and 𝑂2, respectively.
The species in braces represent the molar concentrations of the corresponding
species, 𝛾𝑂𝐻 is the collision efficiency for an OH radical, 𝑚𝑜ℎ is the mass of an
OH radical, 𝐶𝑠 is the particle diameter, 𝜒𝐶𝑠𝑜𝑜𝑡 is the number density of surface
radicals, and 𝛼 is the steric factor. The rate of surface reactions are mainly
influenced by the overall surface area of particles and their corresponding
number of active reaction (radical) sites available. Additionally, the fraction
of reactive sites available for surface growth and oxidation reactions depends
on the steric factor 𝛼 which is calculated as a function of temperature and
the first order reduced moment according to Appel et al. [15]. The reduced
moments (𝜇𝑟) are defined as 𝜇𝑟 = 𝑀𝑟/𝑀0. Finally, the 𝑟𝑡ℎ moment source
term (𝑄𝑟) can be computed as the sum of the nucleation, coagulation, and
surface growth and oxidation source terms as follows:



3.5. SWEEP 59

𝑑𝑀𝑟

𝑑𝑡
= 𝑅𝑟 + 𝐺𝑟 + 𝑊𝑟 (3.20)

It must be noted that the zero-th moment (𝑀0) is only effected by the nu-
cleation and coagulation source terms as there is no contribution from surface
growth and oxidation reactions to particle number density in MOMIC.

As mentioned previously, the routine developed in [13] was translated into
MATLAB language. Two main functions are incorporated into the routine.
The first function, 𝑖𝑛𝑖𝑡𝑆𝑜𝑜𝑡, must be called first. This function initializes
the routine with the user input variables, such as the number of moments,
coagulation regime considered (the user has the option to specify that the cal-
culation of coagulation rates should only apply to the free-molecular regime),
PAH inception species, diameter of the PAH species, etc. In this thesis, the
number of moments was chosen to be six, all coagulation regimes were con-
sidered based on Knudsen number, and the inception species was considered
to be the four-ring PAH molecule pyrene (𝐴4 − 𝐶16𝐻10). After the call to
𝑖𝑛𝑖𝑡𝑆𝑜𝑜𝑡, a certain number of global coefficients are also made available in the
MATLAB workspace and are necessary for the calculation of the different rate
terms. The second function, 𝑠𝑜𝑜𝑡, can then be called once the moment rates
(𝑄𝑟) and the gas phase species source terms are to be computed. The moment
rates are necessary for the moment conservation equations and the gas species
source terms directly modify the chemical production rates of the species par-
ticipating in nucleation and surface reactions. Hence, the input parameters to
the 𝑠𝑜𝑜𝑡 function are the pressure, temperature, and the molar concentration
of 𝐶16𝐻10, 𝐶2𝐻2, 𝐶𝑂, 𝐻, 𝐻2, 𝐻2𝑂, 𝑂2, and 𝑂𝐻, all of which must also be
present in the chemical mechanism implemented in Cantera. In this way, the
𝑠𝑜𝑜𝑡 routine is called at each time step during combustion with the current
thermodynamic state and species concentrations in order to obtain the mo-
ment rates and species source terms. The coupling between MOMIC and the
species conservation equations will be detailed in the following chapter.

3.5 SWEEP
A population balance solver for particle systems was developed based on the
Monte-Carlo method by researchers in the COMO group at the University
of Cambridge [16]. The solver was implemented in FORTRAN90. To inte-
grate it with the thesis model framework, an executable was generated and
called from the MATLAB environment. In this way, the user would not have
to perform the particle simulation separately in order to obtain the PSD at
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simulation end. The gas phase chemistry profile obtained from the coupling
between species conservation and MOMIC is provided to SWEEP along with
the pressure and temperature profiles. The solver handles the population bal-
ance without being coupled to the gas phase. This poses no concern in this
scenario, as MOMIC has already accounted for the effect of soot processes on
species concentrations.

As mentioned in 2.3.2, the approach of the stochastic method does not
require any assumptions to the shape of the size distribution function. No in-
terpolation is required since the solver tracks individual particles and simulates
their interaction over time in a probabilistic manner. Similarly to MOMIC,
inception is two-body species collisions using the transition kernel of [17]:

𝑅inception = 1
2𝑘𝑡𝑟𝑁2

𝐴𝐶𝐴𝐶𝐵 (3.21)

where 𝑘𝑡𝑟 is the transition regime coagulation kernel constant, 𝑁𝐴 is the Avo-
gadro’s number, and 𝐶𝐴 and 𝐶𝐵 are the concentrations of the first and second
inception species, respectively. The transition kernel is defined as:

𝑘𝑡𝑟 = 𝑘𝑓𝑚𝑘𝑠𝑓

𝑘𝑓𝑚 + 𝑘𝑠𝑓
(3.22)

The constant for the free-molecular kernel (𝑘𝑓𝑚) is defined as follows:

𝑘𝑓𝑚 = 2.2
√︃

𝜋𝑘𝐵𝑇

2 ( 1
𝑚𝐴

+ 1
𝑚𝐵

)(𝑑𝐴 + 𝑑𝐵)2 (3.23)

where 𝑘𝐵 is the Boltzmann constant, 𝑇 is the temperature, 𝑚𝑖 is the mass
of the species 𝑖, and 𝑑𝑖 is the collision diameter of species 𝑖. Moreover, the
slip-flow kernel (𝑘𝑠𝑓 ) is defined as:

𝑘𝑠𝑓 = 2𝑘𝑏𝑇

3𝜇
(1 + 1.257𝐾𝑛𝐴

𝑑𝐴
+ 1 + 1.257𝐾𝑛𝐵

𝑑𝐵
)(𝑑𝐴 + 𝑑𝐵) (3.24)

where 𝜇 is the viscosity of the gas, and 𝐾𝑛𝑖 is the Knudsen number which
quantifies the relative importance of the molecular mean path with respect to
a characteristic length scale, taken at the diameter of the inception species in
this case and calculated by:

𝐾𝑛𝑖 = (4.74× 10−8) 𝑇

𝑃𝑑𝑖
(3.25)

where 𝑃 is the pressure and 𝑑𝑖 is the diameter of species 𝑖.
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Coagulation, which decreases the particle number density, is modeled by
the Smoluchowski coagulation equation which takes the form:

𝑑

𝑑𝑡
𝑛(𝑥) =

𝑥−1∑︁
𝑦=1

𝛽(𝑥− 𝑦, 𝑦)𝑛(𝑥− 𝑦)𝑛(𝑦)−
∞∑︁

𝑦=1
𝛽(𝑥, 𝑦)𝑛(𝑥)𝑛(𝑦) (3.26)

where 𝑛(𝑥) is the number density of particles of type 𝑥 and 𝛽(𝑥, 𝑦) is the
coagulation kernel between particles of type 𝑥 and 𝑦. The coagulation kernels
for the different regimes have already been discussed earlier by the equations
of inception.

Surface reactions involving 𝐶2𝐻2 addition, through the HACA mechanism,
and oxidation reactions by 𝑂𝐻 and 𝑂2 have the general Arrhenius form:

𝑅surface = 𝐴𝑇 𝑛𝑒𝑥𝑝(− 𝐸

𝑅𝑇
)

𝐽∏︁
𝑗=1

𝜃
𝑝𝑗

𝑗

𝐼∏︁
𝑖=1

𝐶𝜈𝑖
𝑖 (3.27)

where 𝐴, 𝑛, and 𝐸 represent the Arrhenius pre-exponential factor, tempera-
ture exponent, and activation energy, respectively. 𝑅 is the gas constant and
𝑇 is the temperature. 𝜃𝑗 is a property of the particle (e.g. volume (𝑉 ), mass
(𝑚), diameter (𝑑), active surface area (𝐴𝑠), etc.) which is raised to some
power 𝑝𝑗 given by the reaction mechanism. 𝐽 is the number of soot particle
properties used in the rate expression. 𝐶𝑖 is the concentration of species 𝑖, 𝜈𝑖

is the forward stoichiometric coefficient of species 𝑖, and 𝐼 is the number of
species on the reactant side of the reaction. The specific terms of each reaction
are listed here below:

𝐶2𝐻2 𝑎𝑑𝑑𝑖𝑡𝑖𝑜𝑛 : 8.0× 107𝑇 1.56 𝑒𝑥𝑝

(︂−3.8
𝑅𝑇

)︂
𝜃 = 𝐴𝑠, 𝑝 = 1 (3.28)

𝑂𝐻𝑜𝑥𝑖𝑑𝑎𝑡𝑖𝑜𝑛 : 8.0× 1010𝑇 0.734 𝑒𝑥𝑝

(︂−1.43
𝑅𝑇

)︂
𝜃 = 𝑑, 𝑝 = 2 (3.29)

𝑂2 𝑜𝑥𝑖𝑑𝑎𝑡𝑖𝑜𝑛 : 2.2× 1012 𝑒𝑥𝑝

(︂−7.5
𝑅𝑇

)︂
𝜃 = 𝐴𝑠, 𝑝 = 1 (3.30)

SWEEP has the possibility of it implementing different surface area mod-
els. The options include a constant value for the active surface area fraction
(𝛼), another option exists where the user can provide a profile with the chem-
istry inputs, or the ABF correlation can be used to compute 𝛼. Within this
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thesis, 𝛼 was used as a calibration constant as will be explained in the following
chapters. Condensation reactions, which also fall under the umbrella of sur-
face reactions, involve a free-molecular collision between the inception species
and a soot particle. The condensation rate is represented by the following
equation:

𝑅condensation = 2.2𝜂𝐶

√︃
𝜋𝑘𝐵𝑇

2𝑚
(𝑑2 + 2𝑑𝑑𝑝 + 𝑑2

𝑝) (3.31)

where 𝐶, 𝑚, and 𝑑 are the gas phase concentration (𝑚𝑜𝑙/𝑐𝑚3), mass (𝑔),
and collision diameter (𝑐𝑚) of the condensing species respectively. 𝑑𝑝 is the
collision diameter of the particle and 𝜂 being the efficiency of the collision.

The solver also requests the maximum stochastic particle count to be sup-
plied by the user. This number represents the number of virtual soot particles
that one stochastic particle encompasses. The choice of this value is a trade-
off between computational time and accuracy. The property of the algorithm
follows the law of large numbers in which the exact solution is approached as
this parameter goes to infinity. A value of 2048 particles deemed adequate for
this work. Additionally, the algorithm requires an estimation of the zero-th
moment (𝑀0) to be provided as input and is used to set the internal scaling
of the solver. This number should be set according to the expected maximum
number density of the simulation. Setting a low estimation would result in
SWEEP removing particles from the ensemble which would lead to possible
inaccuracies in volume fraction calculations and high computational times. If
it is set too low, then a complete removal of the particle ensemble results. If
the estimation is set too high, the particle doubling algorithm would not work
and one would risk not having enough particles to get a statistically mean-
ingful solution. Hence, the developers of SWEEP [16] suggest an iterative
process that begins by running a simulation with a value larger than the ex-
pected maximum zero-th moment and note the actual maximum value of 𝑀0
observed. The simulation is then suggested to be relaunched with a slightly
higher value for the maximum zero-th moment (5% higher) than the observed
value. However, this might require numerous iterations until an acceptable
value is reached. For this reason, the methodology suggested by Frommater
[18] was used and convergence was reached in only a couple of iterations.
Furthermore, it is commonly recommended to conduct multiple runs of the
SWEEP solver to achieve a statistically comprehensive solution due to the
probabilistic nature of the chosen physical processes. Nevertheless, a single
execution of the solver demonstrated its reliability, resulting in a reduced time
effort for each operating point.
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At simulation end, CSV files are generated by the solver along with 99%
confidence intervals. The output file contains statistical information and rate
processes at each time step. In addition, particle size distributions could be
saved at time steps of the user’s choosing. This file is called the particle size
list (PSL) output file where the volume, surface area, and diameter of each
particle in the ensemble is given. The post-processing is then carried out
offline in order to build the particle size histogram.

3.6 Experimental test bench
The measurements for characterizing particle size distributions under different
engine speeds and loads was the main focus of a previous PhD student at
CMT – Clean Mobility & Thermofluids. A brief description of the facility and
sampling procedure will be discussed in the following paragraphs, however,
for a complete detailed description of the campaign, the reader is referred to
the thesis of Daniel Campos [19].

The GDI engine, whose specifications were outlined in section 3.2, was
installed on a test bench equipped with a SCHENCK-Dynas3 LI250 asyn-
chronous dynamometric brake that simulates a resistant load. The setup also
has a tachometer that allows the measurement of the engine rotational speed
and is able to measure speed in the range of 0 ± 1 to 10000 ± 1 RPM in ad-
dition to a torque meter that operates in the range of ±650 Nm. The setup
enables the engine to operate under constant speeds and loads as well as tran-
sient operation. The engine coolant and fuel are thermally controlled by heat
exchangers with water supplied from a cooling tower. Proportional Integral
Derivative (PID) controllers are used to regulate the engine coolant temper-
ature by varying the water mass flow rate coming from the cooling tower.
This system also allows the control of the intake air temperature thanks to
an air-water heat exchanger. The intake air flow rate was measured by two
methods. The first was through the engine’s air flow meter that records the
values in the ECU. The second method was through a hot plate anemometer,
the ABB Sensycom Sensyflow-P 720 DN-80, which measures the airflow rate
in the range of 40 to 720 kg/h [20].

The fuel in the experimental campaign was Gasoline with Research Octane
Number (RON) 98 and was supplied by Repsol S.A. The fuel was characterized
in a certified laboratory in order to identify its main properties, as a strong
correlation between fuel properties and pollutant emissions exist as discussed
in 2.2.4. A summary of the fuel properties is shown in Table 3.5. The fuel flow
rate was also evaluated by a gravimetric system which incorporates the AVL-
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733S Dynamic Fuel Meter. The measurement range of this device is between
0 and 75 kg/h with an accuracy of 0.12%, and permits a fuel consumption
measurement frequency of 1 Hz [21].

Table 3.5: Fuel Properties.

Gasoline
RON [–] 98
Density @ 15 °C [kg/m3] 735.7
Lower heating value [MJ/kg] 44.09
Sulphur content [ppm] 4.3
Oxygen content [wt%] 2
PAH content [vol%] 22.9
Benzene content [vol%] 0.68
T10% vol. distillation temperature [°C] 51.3
T50% vol. distillation temperature [°C] 85.8
T90% vol. distillation temperature [°C] 142.9

In this research, four operating conditions served as the foundation for val-
idating the model. These conditions involve two different engine speeds and
loads. Under full load conditions, the studied engine employs fuel enrichment
to ensure that the exhaust gas temperature remains below the turbine’s ther-
mal limit. As a result, the global equivalence ratio falls below stoichiometry,
exerting a notable impact on particle formation processes. Hence, analyz-
ing the transition from medium to high load conditions provides a means to
evaluate the collective influence of alterations in injector parameters and mix-
ture formation on particle emissions. Moreover, variations in engine speed
affect the mixture formation process, accelerating charge motion and mixing
at higher speeds. Conversely, this acceleration shortens the time available for
mixture preparation and wall film evaporation. Ultimately, the examination
of all four operational points enables a thorough assessment of how changes
in engine parameters impact soot formation pathways, establishing a robust
database for validating simulations. A summary of the four operating condi-
tions is provided in Table 3.6.

For each operating condition, the engine speed and load are first fixed.
Subsequently, adjustments are made to the values of EGR rate, spark ad-
vance, variable valve timing, or throttle position based on the specific test re-
quirements. The engine is operated for a specified duration until key parame-
ters, including engine coolant temperature, exhaust temperature, injected fuel
mass flow, intake temperature, and, if applicable, EGR rate and EGR outlet
temperature, reach a stable state. After this duration, the particle emission
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Table 3.6: Operation conditions.

Operating conditions A50 A100 B50 B100
Engine speed [rpm] 2000 2000 3000 3000
BMEP [bar] 9.41 19.14 9.83 19.4
Injected fuel [mg/cc] 31.87 75.42 33.35 78.32
𝜆 [-] 1.010 0.898 1.006 0.824
Spark timing [CAD bTDC] 17.1 5.25 21 13.5
Start of injection [CAD bTDC] 279.5 299.5 290.25 310.25
Intake pressure [bar] 0.947 1.708 0.977 1.746
Coolant temperature [°C] 90.5 90.5 90.87 91.17
EGR [%] 0 0 0 0

measurement system and exhaust gas analyzer are initiated, necessitating an
additional stabilization period to ensure the accurate measurement of exhaust
emissions. Once all the stabilization periods are achieved, the data acquisi-
tion process starts. The average signals are captured over a 60-second duration
with a resolution of 0.1 seconds, while the instantaneous signals are recorded
for 100 engine cycles with a resolution of 0.25 CAD.

3.6.1 Particle mass concentration

Particulate matter measuring instruments enable the distinction between the
physical and chemical composition of soot, specifically the soluble organic
fraction (SOF) and the insoluble fraction (ISF). The utilized device was the
HORIBA MEXA 1230-PM analyzer, which continually assesses these two
distinct fractions [22]. The measurement process is illustrated in Figure 3.3,
where the exhaust gas sample passes through two main channels. The first
channel directs the sample towards two HFID detectors, measuring light and
heavy hydrocarbon components of SOF. The solid soot fraction is evaluated
using the TSI DCS-100 diffusion charger [23]. This device operates on the
Brownian diffusion principle, where particles acquire a charge through colli-
sions with electric ions. Once charged, the particles precipitate in an insulated
electric filter, and the resulting current is amplified. The intensity of this cur-
rent is then proportional to the mass of soot in the analyzed gas sample.

3.6.2 Particle number concentration

The particle number measurement process involved two devices located in se-
ries to each other. First, the exhaust gas sample is diluted by DEKATI FPS-
4000 [24] before it is introduced into the spectrometer, the TSI EEPS-3090
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Figure 3.3: Horiba Mexa 1230-PM analyzer scheme. Adapted from [19].

[25], where the particle size distribution is measured. The exhaust gas sample
undergoes two dilution stages in the DEKATI FPS-4000. The first occurs at a
temperature similar to that of the exhaust gas in a porous tube diluter (PTD),
allowing for an isothermal reduction of volatile concentration without gener-
ating new particles (process A to B in Figure 3.4). It should be mentioned
that no catalytic stripper was used, as the experimental setup adhered to the
Particle Measurement Program (PMP) protocol conditions. Before entering
the second dilution stage, the particles pass through a heated residence cham-
ber. Once stabilized, the second dilution stage takes place in an ejector diluter
(ED), where mixing with cold air reduces the sample temperature and parti-
cle concentration (point D). The conditioned sample is then introduced into
the spectrometer, which measures the particle concentration within a range
spanning from 5.6 to 560 nm, utilizing 32 electrometers (representing parti-
cle diameters) for discretization. In this process, the measurement principle
relies on the electrical mobility (Zp) acquired by the particles, with the elec-
trical mobility being a function of particle diameter. Initially, two unipolar
chargers, arranged in series, impart a net positive charge to the particles. Sub-
sequently, the charged particles traverse an electrostatic classification region,
causing them to segregate based on their electrical mobility. This separation
facilitates the instrument in determining particle size. The stages that the
particles undergo are depicted in Figure 3.5. Once the particles are classified
according to their sizes, a condensation particle counter (CPC) detects the
quantity of particles within each size range, thereby continuously generating
the particle size distribution. Figure 3.6 depicts the exhaust sampling pro-
cedure outlining the particle mass and number concentration measurements
downstream of the three-way catalyst (TWC).
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Figure 3.4: Phase diagram of the exhaust aerosol sample in the different stages of the
dilution system. Adapted from [19].
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Figure 3.6: Schematic representation of the different equipment used for measuring
PN/PM. Adapted from [19].

3.7 Summary
The numerical tools necessary to carry out the fundamental studies of soot
formation were discussed along with the experimental test bench used to pro-
vide a set of validation data. The numerical framework was seen to comprise
a set of tools that communicate with one another to provide a detailed un-
derstanding of particle formation processes in GDI engines. The model is
based on a simplified mass based multi-zone approach developed in MATLAB
that is coupled with a combustion diagnostic tool for providing main input
variables, and a soot population balance Monte-Carlo tool for calculating par-
ticle processes. In addition, chemical kinetics was implemented into the main
framework in MATLAB using Cantera’s MATLAB toolbox.

An in-house combustion diagnostic tool, named CALMEC, employs the
measured in-cylinder pressure obtained from the experimental test bench to
derive key combustion variables, including the heat release law. Furthermore,
CALMEC provides crucial output data, such as burned gas temperature,
which serve as inputs to the particle model.

This chapter also included a detailed description of a 3D CFD engine model
specifically developed for the study. The 3D CFD model functions as a vali-
dation tool for various soot pathway sub-models. Its primary role is to offer
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insights into the spray mixing process, generating crucial information about
equivalence ratio distributions. The model employs an RNG k-𝜖 model for tur-
bulence and adopts an Eulerian-Lagrangian approach for modeling liquid-gas
phase interaction. Given its application in simulating gas exchange processes
and fuel injection, the model’s validation is conducted using the experimental
pressure trace from EVO to SOC, meaning that only non-reactive simulations
were performed, and no combustion model was applied.

The chemical mechanism was implemented by Cantera’s MATLAB toolbox
and was essentially dedicated to provide properties such as species formation
rates, burned mixture density, and mean molecular weights. It does so by cre-
ating a gas object with the mixture composition at the current thermodynamic
state. The chemical mechanism developed by Blanquart et al. [11] was used
for this purpose since it involves a detailed description of the aromatic ring
formation and growth up to the fourth aromatic ring considering iso-octane
as fuel. Encompassing detailed PAH formation and growth has already been
shown to be essential for predicting particle formation processes in Chapter 2.

Particle formation processes were approached by two modeling techniques.
The first, the method of moments with interpolative closure, was primarily
used to account for the effect of soot formation on gas phase species concen-
tration. A detailed description of the method was provided along with its
main simplifications of the soot population balance equation. The second,
the Monte-Carlo tool called SWEEP, was described and the advantage of the
stochastic method was portrayed in the mathematical formulations. Due to
its nature, SWEEP is able to generate a stochastic set of particles at specific
time steps that represent the soot population. In that way, one can build the
soot size distribution evolution from SOC up to exhaust phase TDC.

Possessing a collection of experimental measurements is essential when the
aim is to evaluate the accuracy of a model under development. The experimen-
tal campaign focused on validating a model under four operating conditions
involving varying engine speeds and loads. Full load conditions included fuel
enrichment to maintain exhaust gas temperature below the turbine’s limit, im-
pacting particle formation. Analyzing transitions from medium to high load
conditions helps assess the effects of injector and mixture formation changes
on particle emissions. Engine speed variations affect mixture formation, in-
fluencing charge motion and mixing. Examining all operating points enables
a comprehensive evaluation of engine parameter changes on soot formation
pathways. The experimental setup involves stabilizing key parameters before
measuring exhaust emissions using a particle analyzer and gas analyzer. The
measurement distinguishes between the physical and chemical composition of
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soot, utilizing a HORIBA MEXA 1230-PM analyzer. The particle number
measurement involves DEKATI FPS-4000 dilution stage before the exhaust
gas sample is introduced into a TSI EEPS-3090 spectrometer, assessing parti-
cle size distribution. The measurement strategy established a robust particle
emission database for validating the numerical simulations.
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Chapter 4

Modeling methodology

The previous chapter delved into the primary tools, encompassing both nu-
merical and experimental aspects, essential for conducting the current study.
This chapter will now outline and elaborate on the central aspects of the
modeling methodology. Initially, it involves an examination of gas phase ki-
netics using a multi-zone approach to calculate the evolution of species profiles
throughout combustion until the exhaust phase top dead center. Within this
framework, the conservation equations will be presented and the interaction
between the gas and solid phase explained. Following that, an overview of the
simulation chain will be provided, highlighting the various soot pathways con-
sidered in this investigation. Finally, the validation process and comparison
with experimental measurements will be discussed.

4.1 Gas phase initialization
The utilization of multi-zone modeling has been widely adopted for the pre-
diction of gaseous emissions in diverse combustion modes [1–3]. In numerous
applications, CFD simulations are employed to model the gas exchange pro-
cess, serving as the basis for initializing the zones. This approach enables
the application of detailed chemistry in combustion while still maintaining a
reasonable computational time. This methodology has already been applied
in various combustion modes, such as Homogeneous Charge Compression Ig-
nition (HCCI) and Premixed Charge Compression Ignition (PCCI), where
temperature and fuel stratification serve as inputs for multi-zone 0D models

73
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[4, 5]. These models are particularly well-suited for these engine types as the
division of the chamber into homogeneous zones aligns well with the char-
acteristics of HCCI and PCCI combustion, making it a robust assumption.
In Baratta et al. [1], a multi-zone thermodynamic model was coupled with a
detailed chemical mechanism for Compressed Natural Gas (CNG) combustion
in which each zone was considered as a 0D homogenous batch reactor. Their
modeling strategy showed better engine-out species prediction compared to
simplified chemical reaction schemes and equilibrium assumptions. Similarly
to the aforementioned methodologies, a multi-zone approach was adopted in
this study in order to identify zones within the combustion chamber that ex-
ceed the soot threshold for iso-octane combustion. The zones are based on
the gas phase mixture and liquid films. The idea here is that each zone would
consist of a pair of Perfectly-Stirred Reactors (PSR) with an entrainment from
the unburned reactor to the burned reactor based on the zone specific mass
flow.

Initially, the definition of zones is based on the Probability Density Func-
tion (PDF) of the equivalence ratio at SOC. This data can be derived either
from 3D CFD simulations, simplified 1D spray models, or empirical models.
The specifics of these models will be discussed in the subsequent chapter, par-
ticularly in the context of the mixing model. Thus, the modeling framework
commences by considering the fuel mass versus equivalence ratio distribution
function, which assesses the quantity of fuel mass at different equivalence ra-
tio values. In such a scenario, a perfectly homogeneous mixture would yield a
single zone at the overall 𝜑 value, while inadequate mixture preparation would
lead to a greater number of zones. An example of such a distribution function
is shown in Figure 4.1, in which a total of 6 zones were defined. Zone definition
is first based on the selection of a fixed Δ𝜑 increment and by specifying the
maximum fuel fraction value 𝑓(𝜑𝑚𝑎𝑥).

In this study, the △𝜑 was taken to be 0.05, whereas the maximum value of
the integral fuel fraction was considered to be 0.999. The 𝜑𝑚𝑎𝑥 is then obtained
at this fuel fraction value. Additionally, a soot threshold must be defined in
order to perform the division of zones between this value and the maximum
equivalence ratio 𝜑𝑚𝑎𝑥. The studies previously mentioned in section 2.2 have
shown that the soot mass concentration notably increased for C/O higher
than ≈ 0.44-0.46 when performing a 𝜑 sweep of a premixed charged of iso-
octane and toluene [6]. Additionally, a similar threshold was observed in
CH4/O2 flames investigated optically by Alessio et al. [7]. This range of values
correspond to an equivalence ratio of about 1.4 for iso-octane combustion.
Hence, this was the sooting threshold considered in this study for all operating
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Figure 4.1: Integral fuel fraction with respect to 𝜑. Zone boundaries are depicted by
the vertical gray lines.

conditions. With the sooting threshold now defined, the number of zones can
be determined using the following equation:

𝑛𝑧𝑜𝑛𝑒𝑠 = 𝜑𝑚𝑎𝑥 − 𝜑𝑡ℎ𝑟𝑒𝑠ℎ

Δ𝜑
+ 1 (4.1)

In the case illustrated in Figure 4.1, a total of six zones were identified,
with five surpassing the sooting threshold. After establishing the boundaries
for these zones, it becomes possible to extract the mean 𝜑 within each zone,
along with the associated total fuel fraction. Given the sufficiently small
selected Δ𝜑, the mean value converges towards the mass-averaged 𝜑 value
within each zone. Regarding the fuel mass below the sooting threshold, the
total mass is lumped into one zone at the global 𝜑 value of the operating point.

This procedure is only aimed at defining the mixture induced rich zones.
However, liquid film zones are initialized in a different way. The treatment of
these zones will be thoroughly discussed in the respective sub-model chapters
later on. Nevertheless, the initialization of the zones is done in the same way
as the gas phase zones. The details of the zone mixture composition will be
outlined next.

4.1.1 Zone composition

Now that each zone is identified by integral fuel fraction and the equivalence
ratio, the gas composition of each zone can then be derived. First, the total
fuel mass in each zone can be calculated since the total fuel fraction and total
injected fuel mass are known quantities:
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𝑚𝑓𝑗
= 𝐹𝐹𝑗 ·𝑚𝑓,𝑡𝑜𝑡𝑎𝑙 𝑗 = 1, 2, ..., 𝑛𝑧𝑜𝑛𝑒𝑠 (4.2)

where 𝐹𝐹𝑗 is the total fuel fraction in each zone, 𝑚𝑓,𝑡𝑜𝑡𝑎𝑙 is the total injected
fuel mass, and 𝑗 is the zone number. The air mass in each zone can then be
calculated with the knowledge of the zone specific 𝜑𝑗 according to the following
equation:

𝑚𝑎𝑗 =
𝑚𝑓𝑗

(𝐴/𝐹 )𝑠𝑡

𝜑𝑗
(4.3)

where 𝑚𝑓𝑗
is the zone fuel mass, (𝐴/𝐹 )𝑠𝑡 is the stoichiometric air-to-fuel ratio

of iso-octane, and 𝜑𝑗 being the zone specific equivalence ratio. Then, the
residual mass in each zone is defined based on the knowledge of the 𝜑𝑗 and
the residual gas mass fraction (𝑌𝑟𝑒𝑠) of the operating point. The residual gas
mass is the sum of the exhaust gas recirculated (EGR) mass and the residual
mass remaining in the clearance volume. Hence, the residual gas mass in each
zone is computed according to the following equation:

𝑚𝑟𝑒𝑠𝑗 =
𝑌𝑟𝑒𝑠

(︁ (𝐴/𝐹 )𝑠𝑡
𝜑𝑗

+ 1
)︁

1− 𝑌𝑟𝑒𝑠
𝑚𝑓𝑗

(4.4)

Finally, the total unburned mass in each zone can be calculated as the sum
of the fuel, air, and residual gas mass:

𝑚𝑢𝑏𝑗
= 𝑚𝑓𝑗

+ 𝑚𝑎𝑗 + 𝑚𝑟𝑒𝑠𝑗 (4.5)

The sum of unburned masses in each zone should equate to the trapped
mass at intake valve closure obtained from CALMEC. With the knowledge of
the mass, the volume in each zone can also be computed by the ideal gas law
at the current thermodynamic state:

𝑉𝑢𝑏𝑗
=

𝑚𝑢𝑏𝑗
𝑅𝑇𝑢𝑏

𝑀𝑊𝑔𝑙𝑜𝑏𝑎𝑙𝑝𝑐𝑦𝑙
(4.6)

where 𝑅 is the universal gas constant of the unburned mixture, 𝑇𝑢𝑏 is the
unburned mixture temperature, 𝑀𝑊𝑔𝑙𝑜𝑏𝑎𝑙 is the mean molecular weight, and
𝑝𝑐𝑦𝑙 is the in-cylinder pressure. The composition of the residual gas is ob-
tained through the utilization of an equilibrium solver in Cantera with the
thermodynamic state at SOC time and the zone’s equivalence ratio. The sto-
ichiometric coefficients of iso-octane combustion with air are used according
to the following chemical reaction:
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𝐼 − 𝐶8𝐻18 + 25
2 (𝑂2 + 3.76𝑁2) −→ 8𝐶𝑂2 + 9𝐻2𝑂 + 3.7625

2 𝑁2 (4.7)

The residual gas is considered to be constituted of 𝐶𝑂, 𝐶𝑂2, 𝐻2𝑂, and
𝑂2, while the rest of the minor species are lumped into 𝑁2. The equilibrium
solver returns the species mass fractions of the previously mentioned burned
species which enables the calculation of the species mass in the burned state.
In a specific zone, the burned mass of a species can be computed by:

𝑚𝑏𝑖
= 𝑌𝑏𝑖,𝑒𝑞

𝑚𝑟𝑒𝑠 (4.8)

where 𝑌𝑏𝑖,𝑒𝑞
is the equilibrium concentration of species 𝑖. The total species

mass fraction in the unburned reactor can then be computed as the sum of
the fresh species mass fractions (representing the fresh charge) and the burned
species mass fractions (accounting for the residuals):

𝑌𝑂2 =
0.233𝑚𝑎 + 𝑚𝑏𝑂2

𝑚𝑢𝑏
(4.9)

𝑌𝑁2 =
0.767𝑚𝑎 + 𝑚𝑏𝑁2

𝑚𝑢𝑏
(4.10)

𝑌[𝐶𝑂,𝐶𝑂2,𝐻2𝑂] =
𝑚𝑏[𝐶𝑂,𝐶𝑂2,𝐻2𝑂]

𝑚𝑢𝑏
(4.11)

𝑌𝐼𝐶8𝐻18 = 𝑚𝑓

𝑚𝑢𝑏
(4.12)

Carrying out this deduction for all zones 𝑗 = 1, ..., 𝑛𝑧𝑜𝑛𝑒𝑠, one would define
the unburned mixture composition at SOC.

Each zone comprises an unburned reactor, initialized through the previ-
ously described procedure, and a burned reactor. The burned reactor within
each zone is initialized using the equilibrium solution obtained from the un-
burned zone. Specifically, a Cantera gas object is created with the composition
of the unburned mixture and is evolved to equilibrium. This methodology is
commonly adopted due to the unknown initial species concentrations in the
burned zone. Additionally, setting the initial burned zone volume to a small
but non-zero value, 10-30 m3 in this study, is necessary to prevent stability
issues. It is important to note that the initial burned zone volume at the
SOC is effectively zero since the entire chamber is in an unburned state. As
combustion progresses, the burned volume increases as the unburned volume
is consumed.
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The reactor pairs within each zone operate independently, implying a lack
of interaction between different pairs. In each reactor pair, there is a mass
flow from the unburned reactor to the burned reactor, carrying the unburned
mixture composition and regulated by the physical combustion speed. This
variable, known as the burn rate or the derivative of the burned fuel mass
fraction, mirrors the propagation of the flame front and the consumption of
unburned mass in two-zone SI combustion models.

4.1.2 Mass flow variable

The unburned mass flow connecting the reactor pair in each zone dictates the
unburned species mass transfer to the burned zone. This process in illustrated
schematically by Figure 4.2.

Burned zone

Unburned zone

Figure 4.2: Unburned mass flow rate from the unburned to burned reactor with the
unburned mixture composition.

The flow consists of the fuel, air, and residual gas mass flows, which are
to be computed for each zone. Hence, the fuel mass flow between the reactors
depends on the burn rate, derived from the measured in-cylinder pressure
signal, and the fuel mass in a given zone which is obtained from the equivalence
ratio distribution function. In mathematical terms, this is represented by the
following equation:

𝑑𝑚𝑓𝑗

𝑑𝑡
= 𝑚𝑓𝑗

𝑑𝑌𝑓,𝑏

𝑑𝑡
(4.13)

where 𝑑𝑌𝑓,𝑏

𝑑𝑡 is the burn rate.
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Since the equivalence ratio in each zone is known, the air mass flow can
then be deduced:

𝑑𝑚𝑎𝑗

𝑑𝑡
=

𝑑𝑚𝑓𝑗

𝑑𝑡

(𝐴/𝐹 )𝑠𝑡

𝜑𝑗
(4.14)

And similarly to Equation 4.4, the residual gas mass flow from the un-
burned reactor to the burned reactor can be computed from the knowledge of
the global residual gas mass fraction 𝑌𝑟𝑒𝑠:

𝑑𝑚𝑟𝑒𝑠𝑗

𝑑𝑡
=

𝑌𝑟𝑒𝑠

(︂
𝑑𝑚𝑓𝑗

𝑑𝑡 + 𝑑𝑚𝑎𝑗

𝑑𝑡

)︂
1− 𝑌𝑟𝑒𝑠

(4.15)

The total unburned mass flow is then the sum of Equation 4.13, Equa-
tion 4.14, and Equation 4.15:

𝑑𝑚𝑢𝑏𝑗

𝑑𝑡
=

𝑑𝑚𝑓𝑗

𝑑𝑡
+

𝑑𝑚𝑎𝑗

𝑑𝑡
+

𝑑𝑚𝑟𝑒𝑠𝑗

𝑑𝑡
(4.16)

4.2 Conservation equations
The conservation equations are developed and solved for the burned reactor in
zones where soot formation is expected, namely those exceeding the sooting
threshold. The conservation equations in the burned reactor are analogous
to those of a PSR. The species participating in the reactions have very high
mixing rates and are assumed to be spatially uniform. Such type of reactors
have been frequently used in order to predict particle size distributions under
varying parameter sweeps, such as equivalence ratios and fuel aromatic content
[8, 9]. The conservation equations of mass, species, and energy are detailed in
the following sections.

Mass conservation

Mass is conserved between the unburned and burned reactors meaning that
the inflow mass and outflow mass equate to the rate of change of mass in the
reactor. This is mathematically represented by the following equation:

𝑑(𝜌𝑉 )
𝑑𝑡

= 𝑚̇𝑖𝑛 − 𝑚̇𝑜𝑢𝑡 (4.17)
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In the burned zone of an ICE, the only mass flow is from the unburned
reactor (Equation 4.16). The second term on the right hand side of Equa-
tion 4.17 is omitted, and the equation becomes:

𝑑𝑚𝑏

𝑑𝑡
= 𝑚̇𝑢𝑏 (4.18)

where the term 𝑑𝑚𝑏
𝑑𝑡 represents the rate at which mass changes in the burned

reactor. Consequently, with the advancement of the combustion process, un-
burned mass transforms into burned mass until the entire unburned mass is
depleted, terminating combustion. It is essential to note that blow-by is not
considered in this model, meaning that there is no assumed gas leakage beyond
the piston rings. Having information about the mass variation in the burned
zone, the volume can be determined using the ideal gas law, as demonstrated
earlier in Equation 4.6. However, in this context, the computation involves
specifying the mass, temperature, and mean molecular weight of the burned
gases. The mass within each zone remains constant once combustion con-
cludes, with the cumulative mass of all zones equaling the in-cylinder trapped
mass. Conversely, the combined volume of all zones aligns with the in-cylinder
volume only until EVO, after which the volume expands into the exhaust.
Accurate volume calculations are crucial for determining particle number and
mass concentrations. Since the measured particle data was collected down-
stream of the exhaust manifold, the simulation extends beyond EVO to the
TDC exhaust phase. This approach ensures that particle processes occurring
in the exhaust manifold are appropriately considered by the model.

Energy conservation

The system of differential equations doesn’t include a separate energy equa-
tion as the burned gas temperature, calculated using CALMEC, is applied.
Given that CALMEC already incorporates energy conservation while deter-
mining gas temperature, the temperature profile serves as input for the model.
However, this temperature profile represents the average value in the cylinder
at the global equivalence ratio. To address the expected lower temperature
values in fuel rich zones compared to the global value, a correction is neces-
sary for this global temperature profile. The correction is made by utilizing
the adiabatic flame temperature of the fuel rich zones. This is done in order
to provide a reference value of the burned gas temperature in fuel rich zones
under idealized conditions.

The procedure is to first create an ideal gas mixture for each zone with
the zone specific equivalence ratio. Then, the system of ordinary differential
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equations for a constant volume, adiabatic, zero-dimensional reactor is solved
by an 𝑜𝑑𝑒15𝑠 function in MATLAB. In this way, the computed temperature
would represent the adiabatic flame temperature of the zone. Additionally,
the adiabatic flame temperature of the global zone at the global equivalence
ratio is obtained. The adiabatic flame temperatures of each zone are then
divided by the global adiabatic temperature value. Consequently, a global
correction factor for zones exceeding the sooting threshold is computed as the
mass-averaged value, as shown in the following equation:

𝐶𝐹 =
∑︀𝑛𝑧𝑜𝑛𝑒𝑠

𝑗=2
𝑇𝑎𝑑,𝑗

𝑇𝑎𝑑,𝑔𝑙𝑜𝑏𝑎𝑙
·𝑚𝑢𝑏𝑗∑︀𝑛𝑧𝑜𝑛𝑒𝑠

𝑗=2 𝑚𝑢𝑏𝑗

(4.19)

The summation iterator in Equation 4.19 initiates from 𝑗 = 2 due to the
exclusion of the correction factor for the global zone (below the sooting thresh-
old) from the averaging process. The temperature reduction in fuel-rich zones
is achieved by multiplying the correction factor with the overall temperature
profile. Subsequently, since the burned gases propagate into the exhaust man-
ifold post-EVO, a minimum temperature profile is enforced, corresponding to
the average exhaust temperature. Consequently, the final temperature profile
utilized is illustrated in Equation 4.20. It’s worth noting that the methodol-
ogy outlined here has been previously employed in the works of Frommater et
al. [10].

𝑇𝑏 = 𝑚𝑎𝑥(𝑇𝑔𝑙𝑜𝑏𝑎𝑙 · 𝐶𝐹, 𝑇𝑒𝑥ℎ) (4.20)

Species conservation

The equations governing species conservation bear a resemblance to those ap-
plied in well-stirred reactors. The progression of mass fractions for each species
in a burned state is contingent upon both the molar production rate of that
species and the incoming mass flow from the unburned mixture. Consequently,
the species conservation equations encompass two primary phenomena. The
first pertains to the chemical processes, relying on the existing thermody-
namic state and the composition of the burned gas, influencing the creation
or depletion of the species. The second is associated with the combustion
rate, characterized by the inflow of mass from the unburned mixture into the
burned reactor. For each species 𝑖, the rate of change of mass fraction can be
written as:

𝑑𝑌𝑏,𝑖

𝑑𝑡
= 𝜔̇𝑖𝑀𝑊𝑖

𝜌𝑏
+ 𝑚̇𝑢𝑏

𝑚𝑏
(𝑌𝑢𝑏,𝑖 − 𝑌𝑏,𝑖) (4.21)
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where 𝜔̇𝑖 represents the net chemical production rate for species 𝑖, 𝑀𝑊𝑖 de-
notes the molecular weight of species 𝑖, 𝜌𝑏 stands for the density of the burned
mixture, and 𝑌𝑏,𝑖 signifies the mass fraction of species 𝑖 in the burned state.
The variables influencing the term associated with reaction chemistry are ac-
quired through a Cantera gas object call. In each iteration, a gas object is
generated with the current thermodynamic state and burned mixture com-
position. Utilizing this information, Cantera returns the chemical production
term for each species and the density of the burned mixture. Moreover, a
closer examination of Equation 4.21 underscores the necessity to initialize the
burned reactor volume with a non-zero value, given that the burned mass ap-
pears in the denominator. Furthermore, after combustion ends, the term on
the right-hand side of Equation 4.21 approaches zero, resulting in the species
evolution being solely contingent on their chemical formation rate.

Moment conservation

Equation 4.21 does not consider the effect of particle formation on gas phase
species mass fractions. As mentioned in Chapter 3, the method of moments is
incorporated into the framework in order to evaluate the influence of species
formation or consumption due to soot processes. To do so, six additional
equations are added to the 149 equations (1 equation for mass conservation
and 148 for species conservation) for the moment transport. The moment
rates are represented by:

𝑑𝑀𝑟

𝑑𝑡
= 𝑄𝑟 (4.22)

where 𝑟 represents the moment number within the range of 0 to 5 (it is cus-
tomary for moment indices to commence with 0). The rate of the 𝑟𝑡ℎ moment,
denoted as 𝑄𝑟, encompasses the summation of nucleation, coagulation, and
surface reaction rate terms, as defined by Equation 3.20. Consequently, Equa-
tion 4.22 mirrors Equation 3.20, except that the right-hand side expression is
expressed as a single term. The challenge arises from the fact that the moment
values and rates are orders of magnitude larger than species mass fractions,
leading to a stiffness issue in solving the system of differential equations. To
address this concern, Equation 4.22 is reformulated in terms of the natural
logarithm of the moment value:

𝑌𝑟 = 𝑙𝑜𝑔(𝑀𝑟) (4.23)

which re-structures the moment rate equation to:
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𝑑𝑌𝑟

𝑑𝑡
= 𝑄𝑟

𝑀𝑟
(4.24)

This significantly reduces the stiffness of the system of equations since the
moment rates are normalized by the moment values. A call to the MOMIC
routine also returns adjustments to the rates (𝜔̇𝑖) of certain species to account
for the consumption or production of these species due to particle formation,
coagulation, surface growth, and oxidation. Therefore, Equation 4.21 is re-
written in terms of the adjusted chemical rate term:

𝑑𝑌𝑏,𝑖

𝑑𝑡
= 𝜔̇

′
𝑖𝑀𝑖

𝜌𝑏
+ 𝑚̇𝑢𝑏

𝑚𝑏
(𝑌𝑢𝑏,𝑖 − 𝑌𝑏,𝑖) (4.25)

where 𝜔̇
′
𝑖 is expressed as:

𝜔̇
′
𝑖 = 𝜔̇𝑖 + 𝜔̇𝑠𝑜𝑜𝑡 (4.26)

Here, 𝜔̇𝑠𝑜𝑜𝑡 represents an array of soot production rates pertaining to
chemical species involved in particle processes, and it is imperative that these
species are included in the chemical mechanism.

The process of solving the system of differential equations to compute
mass, species, and moments is integrated into the primary modeling frame-
work. Addressing the system of equations involves establishing initial condi-
tions during each iteration. The time step is determined by the resolution
of the input dataset and spans from SOC up to the exhaust phase TDC.
While the initial values for mass and species have been previously detailed,
the initialization of moment values requires specific attention. Even though no
particles are present at SOC, it is crucial to set these initial moment values to
a certain non-zero value to prevent division by zero (refer to Equation 4.24).
To adhere to this requirement, the initial values for moments in log-space
were defined in accordance with the recommendations of the MOMIC routine
developers [11], as depicted in Table 4.1.

During each time step, the integrated solver for stiff differential equations
in MATLAB, namely 𝑜𝑑𝑒15𝑠, is invoked. An array of inputs is required to
effectively solve the system of differential equations, encompassing pressure,
temperature, burned mass, species mass fractions, and moment values. Within
an iteration of 𝑜𝑑𝑒15𝑠, the MOMIC routine is called with the primary inputs
(refer to section 3.4), yielding the moment rates 𝑄𝑟 and adjustments to the
species production rates 𝜔̇𝑠𝑜𝑜𝑡. With this information, the system of differential
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Table 4.1: Moment initial conditions.

Moment Initial Value
𝑀0 1
𝑀1 4.47
𝑀2 7.93
𝑀3 11.40
𝑀4 14.87
𝑀5 18.34

equations can be solved. Additionally, within an iteration, it’s common to
make multiple calls to the MOMIC routine until the solution of the equation
system meets the specified tolerances. In this particular investigation, the
relative and absolute tolerances were set at 1E-08 and 1E-10, respectively.
The solution of the differential equations is done for all zones of the multi-zone
framework and renders the mass and species profiles. The species profiles are
then transferred to the Monte-Carlo tool (SWEEP) for calculating the particle
size distribution. Since the gas phase species profiles are in mass fraction, they
need to be converted into molar concentration values in order to be effectively
provided to SWEEP. This is done by first converting the mass fractions into
molar fractions:

𝑋𝑏,𝑖 = 𝑌𝑏,𝑖

𝑀𝑊𝑖 ·
∑︀𝑛𝑠𝑝𝑒𝑐𝑖𝑒𝑠

𝑖=1
𝑌𝑏,𝑖

𝑀𝑊𝑖

(4.27)

Followed by a conversion to molar concentration:

𝐶𝑏,𝑖 = 𝑋𝑏,𝑖𝜌𝑏

𝑀𝑊𝑔𝑙𝑜𝑏𝑎𝑙
(4.28)

4.3 Simulation chain
An initial overview of the simulation chain can be inferred from the earlier
discussion regarding model initialization and equation development. Before
initiating SWEEP, valuable insights can be gleaned from solving the system of
differential equations. By addressing the conservation of moment equations,
one can derive profiles ranging from the zeroth to the fifth moment. As the
zeroth moment is the particle number density (refer to section 3.4), it be-
comes possible to deduce the final particle number density at the end of the
simulation. Furthermore, the volume fraction (or soot mass density) can be
computed using the first moment:
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𝑓𝑣 = 𝑀1
𝑚𝑐

𝜌𝑠𝑜𝑜𝑡
(4.29)

and the soot mass density by:

𝑀𝑑 = 𝑀1 ·𝑚𝑐 (4.30)

Additional insightful attributes of the soot distribution can also be calcu-
lated, including the mean diameter of soot. This computation is performed
using the following equation:

𝑑𝑚𝑒𝑎𝑛 =
𝑀1/3
𝑀0

(︂ 6𝑚𝑐

𝜋𝜌𝑠𝑜𝑜𝑡𝑁𝐴

)︂1/3
(4.31)

By juxtaposing these parameters with the outcomes of the SWEEP solu-
tion, one can evaluate the validity of the coupling between the species con-
servation equations and the method of moments. Furthermore, if the specific
interest lies not in the particle size distribution, MOMIC could be exclusively
employed to generate particle number and mass densities, along with the av-
erage diameter of the distribution, assuming the two sets of results are compa-
rable. This becomes particularly relevant when experimental measurements
are limited to particle number and mass densities. Nevertheless, delving into
the size distribution provides an additional layer of insight into the analysis,
as sooting pathways typically encompass a range of particle sizes.

Returning to the simulation chain, the initial step involves retrieving in-
put data from CALMEC into MATLAB. The input variables were previously
defined in section 3.1. Supplementary inputs pertain to various sub-models
that directly interact with the main model. For example, the sub-model ded-
icated to generating the equivalence ratio distribution is directly linked to
the primary framework. The distribution is initially analyzed, involving the
partitioning of zones according to the procedure outlined in section 4.1. The
distinction between sub-models lies in the information conveyed to the main
framework. Liquid film zones, also referred to as pyrolysis zones in this work,
whether located on the injector tip or on the walls, lack a dedicated equiv-
alence ratio distribution. Instead, they compute the remaining fuel mass on
the walls at SOC. This value is transmitted to the main framework, where
an additional zone is created for each wall film pathway. Subsequently, this
fuel mass is employed to initialize the gas phase and facilitate the subsequent
solution of the system of differential equations. Consequently, the remainder
of the simulation chain remains identical across the various pathways. The
simulation chain is summarized by the block diagram shown in Figure 4.3.
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Figure 4.3: Overview of the modeling framework.

4.4 Validation strategy
Establishing a basis for comparing numerical and measured particle emissions
is a complex undertaking. The particle number and mass density profiles
derived from SWEEP necessitate several post-processing steps to facilitate a
direct comparison with the measured data. It is crucial to consider volume
as the starting point, given that particle measurements are sampled volu-
metrically. Consequently, the computed number and mass densities must be
adjusted to concentration values for a single cylinder. This adjustment is made
by considering the cylinder volume during the closed cycle and the exhaust
volume when the exhaust valve opens. Since the cylinder volume is divided
into distinct zones, each zone’s volume is individually processed to transform
the zone number density, derived from SWEEP, into the total number of par-
ticles per zone. The particle counts from each zone are subsequently summed
to obtain the overall particle count for the cylinder. This summed value is
then divided by the exhaust volume to calculate the particle number density.
The procedure is represented by the following equation:

𝑁𝑡𝑜𝑡𝑎𝑙 =
∑︀𝑛𝑧𝑜𝑛𝑒𝑠

𝑗=1 (𝑁𝑆𝑊 𝐸𝐸𝑃,𝑗𝑉𝑗)
𝑉𝑒𝑥ℎ

(4.32)

where 𝑁𝑆𝑊 𝐸𝐸𝑃 is the particle number density calculated by SWEEP, 𝑉𝑗 is the
volume of zone 𝑗, 𝑉𝑒𝑥ℎ is the exhaust volume for one cylinder (total exhaust



4.4. Validation strategy 87

volume divided by the number of cylinders), and 𝑁𝑡𝑜𝑡𝑎𝑙 is the total number
density for one cylinder. Here, 𝑉𝑒𝑥ℎ is utilized, but it can alternatively be sub-
stituted with the sum of all zone volumes at the end of simulation. This sub-
stitution is guaranteed by the principle of mass conservation. Equation 4.32
represents particle number density but the mass density is also computed in
the same way.

The second point to consider is the counting efficiency of the particle
counter device. The counting efficiency curve is depicted in Figure 4.4. As
evident, the counting efficiency is suboptimal at smaller diameters. For the
specific device under consideration, the counting efficiency attains 50% at
a diameter of 23 nm, aligning with the standards established by regulatory
frameworks. To incorporate the counting efficiency of the device from a nu-
merical standpoint, the channel (or bin) efficiency was employed to adjust the
total number of particles within that channel. This implies that the binning
process applied to the numerical data mirrors the procedure used in EEPS-
3090 device. A total of 32 channel sizes were utilized within a diameter range
of 5-560 nm, with the channel width matching that of the device. The effi-
ciency considered in each channel was considered to be that corresponding to
the value at the midpoint diameter of the channel.
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Figure 4.4: Particle counting efficiency.

By following these procedures, a more consistent comparison between nu-
merical and experimental values can be achieved, as the sampling process
the particles undergo in the exhaust has been replicated in the correction of
the numerical values. Accounting for the particle counting efficiency of the
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measurement device is essential, as particle number concentrations are signif-
icantly influenced by it, particularly for particles at the smaller end of the
spectrum. Additionally, no further adjustments were required for the dilution
ratio used in the measurements, as the final measured particle emission values,
which will be used for model validation, were already adjusted according to
this ratio.

4.5 Summary
This chapter has provided an overview of the modeling framework, delineating
the assumptions and considerations employed in modeling precursor reaction
chemistry and particle formation. The mathematical expressions showcased
earlier were implemented into a MATLAB script, wherein the primary calcula-
tions for each zone of the multi-zone framework were executed. Although the
SWEEP tool functioned as an independent executable file, it was integrated
into the MATLAB script through a call to the SWEEP executable using the
system function. Given that SWEEP outputs results in .csv format, they can
be imported back into MATLAB for further analysis.

In section 4.1, the gas phase initialization process was detailed, commenc-
ing with the definition of the gas mixture at ignition. Additionally, the use
of Cantera for establishing residual gas composition was demonstrated. This
information was then employed to define the unburned gas composition, in-
corporating zone-specific equivalence ratios derived from the equivalence ra-
tio distribution. Each zone was subsequently subdivided into unburned and
burned reactors connected by a mass flow variable, computed based on air,
fuel, and residual gas mass flows.

The subsequent section, section 4.2, outlined the system of ordinary differ-
ential equations representing the conservation of mass, species, and moments.
Developed for the burned reactor, this system was solved from SOC up to
the exhaust phase TDC. The coupling between species conservation equations
and the method of moments was explained, along with details of the numerical
ODE solver.

In section 4.3, the simulation chain was summarized, emphasizing the nu-
merical execution strategy. Although the primary modeling framework was
presented based on inputs from the mixing sub-model, a brief mention was
made of the integration of other sub-models, with further details to be touched
upon in subsequent chapters.

Finally, the validation strategy was presented in section 4.4, highlighting
the procedures employed for an even comparison between numerical and ex-
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perimental results. This step is crucial, as the validity of the results hinges on
their proper utilization.
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Chapter 5

Gas-phase heterogeneity

This chapter will explore the first soot pathway examined by the model, fo-
cusing on the formation of soot originating from rich regions within the com-
bustion chamber due to insufficient mixture homogeneity. Various method-
ologies for modeling mixture formation and fuel distribution at the onset of
combustion were explored. Utilizing 3D CFD simulations, a comprehensive
database was established to validate these modeling approaches. Initially, a
1D spray model was employed and compared against 3D CFD trends across
different operating points. Subsequently, the advantages and limitations of
this approach were discussed to justify its application as a tool for assessing
equivalence ratio distribution. An empirical model was then devised based
on observed trends from 3D CFD simulations, incorporating calibration pa-
rameters correlated with key variables influencing mixture formation, such as
engine speed, injection pressure, and mixing time. The contribution of gas-
phase induced particle emissions on overall particle number and mass densities
is also thoroughly discussed.

5.1 3D-CFD virtual database
The details of the CFD setup used to simulate mixture formation has already
been detailed in section 3.2. In the particle formation context, the equivalence
ratio distribution at SOC is the instant that governs the consequent soot
formation processes. Thus, the distribution is captured at SOC and divided
into zones exceeding the sooting threshold. The four operating conditions vary
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in mixing nature as they differ in injection timing, in-cylinder themodynamic
conditions, injection pressure, and gas velocity, all of which influence fuel
evaporation and fuel-air mixing. Moreover, fuel impingement on the piston
and liner walls also play a role in mixture preparation as liquid films formed
on combustion chamber walls tend to evaporate in the late stages of the cycle
before combustion begins [1].

The CFD simulation results are illustrated in Figure 5.1 as integral fuel
fraction plotted against equivalence ratio. These distributions were derived
through a binning method, wherein the fuel mass of cells within specified
equivalence ratio ranges was accumulated. A total of 100 bins were gener-
ated for each case, spanning the full range from the minimum to maximum
equivalence ratio value. Here, a clear observation emerges, illustrating the en-
richment strategy employed by this engine under higher loads. A shift in the
distribution curve can be seen at A100 and B100 towards higher equivalence
ratio values, where 50% of fuel mass is at the proximity of the global 𝜑 of the
corresponding operating point. Moving from 2000 to 3000 rpm at medium
load, a change in slope of the distribution is noted, characterized by a steeper
slope for the higher engine speed. Considering that the injection process oc-
curs during the intake stroke, a higher incoming gas velocity enhances the
distribution of fuel within the cylinder resulting in more rapid mixing. Ad-
ditionally, the higher in-cylinder turbulent intensity would also contribute to
achieving a mixture with higher homogeneity. The result of this is a narrower
range of equivalence ratios. Moving from medium to high load at fixed engine
speed, the injected fuel quantity is almost doubled, making it harder for the
fuel to mix with the gas since less time is available for mixing a larger quantity
of fuel.

Comparing A50 with A100, it is evident that the last portion of the curve,
𝜑 values greater than 1.4, reaches unity much later for the higher load case.
This indicates the presence of a higher degree of fuel rich regions with respect
to medium load. Even though the high load case has a higher maximum equiv-
alence ratio value, the curve is relatively steeper around the global 𝜑 value
indicating more mixture uniformity. This is attributed to the higher injec-
tion pressure that improves spray atomization and breakup leading to smaller
liquid droplets that are easier to evaporate. Additionally, higher injection
pressures result in increased liquid velocities, enhancing the entrainment of
air into the spray. Figure 5.2 plots the sauter mean diameter (SMD) evolu-
tion during injection. It can be observed that the cases with higher injection
pressures exhibit smaller SMD values which justifies the difference in slope
observed between A50 and A100. This trend, however, is not observed when
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Figure 5.1: Equivalence ratio distributions for the four operating points at SOC.

moving from medium to high load at 3000 rpm indicating that another phe-
nomenon comes into play that counteracts the benefit of a higher injection
velocity. B100 exhibits the earliest SOI timing (-303 ∘CA), suggesting that
spray-wall impingement may be more prominent compared to other operat-
ing conditions with more delayed SOIs. This factor, coupled with a shorter
mixing time relative to B50 and the 2000 rpm cases, contributes to a higher
concentration of fuel in rich zones.
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Figure 5.2: Sauter mean diameter for the four operating points during the early phase
of injection.
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Figure 5.3 shows the mixture formation evolution at different instances
aEOI. The impact of intake air velocity is evident at the early stage of the
mixing process (EOI+100 ∘CA). The higher speed cases have fuel dispersed
around most of the cylinder, whereas lower engine speed cases exhibit greater
areas of very lean mixtures on the exhaust side. On the intake side, most cases
experience a rich zone on the liner likely due to the tumble flow dispersing
liquid droplets. At 150 ∘CA aEOI, higher load cases exhibit rich zones on the
inlet side, as the larger fuel mass is still being mixed with the gas driven by
the tumble flow (evidenced more clearly in A50). At SOC, A50 relatively has
more zones with low fuel concentration, which explains the higher fuel mass
between 𝜑 of 0.5 and 1 (see Figure 5.1). In terms of mixture homogeneity,
A50 demonstrates the poorest behavior. However, this isn’t anticipated to
result in increased soot formation, as the maximum 𝜑 values do not reach
high levels. At higher loads, the mixture at SOC reveals rich pockets near the
injector region, more pronounced in the B100 case. This is expected given that
the B100 case operates with the highest degree of enrichment. Consequently,
these rich pockets become a source for soot formation processes due to reduced
mixing time resulting from longer injection durations.
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Figure 5.3: Evolution of the mixture formation process at different instances through-
out the cycle up to SOC.

It is important to note that CFD simulations utilize inputs derived from the
average values of multiple engine cycles. Consequently, the presented results
solely reflect the average engine behavior, without considering cycle-to-cycle
variability. While the implications of these considerations could impact soot
formation, they fall outside the scope of this study.
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5.2 1D mixing model development
One-dimensional CFD tools have been widely employed to predict spray be-
havior in conditions resembling those of an engine. These tools could be ex-
panded to assess variables that are more expensive to obtain through 3D CFD
means. Their advantage lies in their low computational cost, facilitated by
the model’s reliance on assumptions and simplifications. In the context of this
work, a 1D spray model developed at CMT – Clean Mobility & Thermoflu-
ids was used to model the spray interaction with the gas in the combustion
chamber so as to evaluate the mixing process and obtain the equivalence ratio
distribution throughout the mixing process. The model, called DICOM, has
been developed for diesel spray applications both under inert and reaction
conditions [2–4]. The model has also been extended to simulate multicom-
ponent fuels and was validated based on spray macroscopic variables such as
liquid length and vapor penetration [5].

5.2.1 1D Model assumptions and modifications

The model operates based on several key principles. Fuel is injected into a
sufficiently large quiescent chamber, ensuring no interaction with the walls.
Additionally, the spray evolution does not alter the conditions of the gas far
away from the nozzle. The fuel stream is assumed to possess a spatially
uniform velocity profile at the nozzle exit. The interaction between the fuel
and ambient gas is represented by the widening of the spray as it traverses the
chamber. This radial expansion is directly correlated with the cone angle 𝜃,
which is an input parameter to the model. Together with the nozzle diameter
𝑑0, the spray angle determines the virtual origin of the spray, such that at the
nozzle exit, 𝑥 = 𝑥0 = 𝑑0/2/𝑡𝑎𝑛(𝜃/2). The main configuration of the modeling
approach is illustrated in Figure 5.4. It can be seen that the spray domain is
segmented axially into cells, each with a specific thickness △𝑥.

The conservation equations of momentum, fuel, and energy are developed
and solved for each cell. The solution of the equations yield the axial velocity
𝑢, mixture fraction 𝑓 (equal to the fuel mass fraction for non-reactive jets),
and enthalpy ℎ. The main hypotheses adopted by the model are listed below:

• No swirl motion is accounted for and therefore the spray is symmetrical
on its axis.

• Self-similar radial profiles are defined for the conserved variables. This
implies that the ratio of a conserved variable with respect to the cen-
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Figure 5.4: Schematic depicting DICOM’s modeling approach [2].

terline value does not depend on the axial distance. A Gaussian radial
function is used to describe the radial profile of the spray.

• A local equilibrium exists for both thermal and velocity conditions.

• The pressure field is assumed to be constant over all the spray.

• State relationships establish the local composition, temperature, and
density of the spray based on the mixture fraction. The determined
local density is then supplied as an input to the conservation equations.

Inputs to the model, including boundary conditions like fuel injection rate
and momentum profile, are typically derived from experimental measurements.
The model assumes an adiabatic mixing process between the fuel and air
streams as the fuel enters the chamber, allowing for the calculation of the
local mixture composition. For a comprehensive understanding of the model
and its underlying assumptions, readers are directed to Pastor et al. [2].

Adapting the 1D spray model for the context of spray mixing in a GDI en-
gine necessitated some modifications. Given that the injection process in the
engine takes place within a confined volume, the evaporated fuel mass would
be re-entrained into the spray. Consequently, the spray not only entrains air
from the surrounding environment but also vapor fuel. To account for the re-
entrainment of vapor fuel in DICOM, at a given time instant, the surrounding
gas was considered to be consisted of air and residuals, in addition to the
evaporated fuel mass injected in the previous time step. The application of
this correction is schematically represented by Figure 5.5. At time t0, injec-
tion has not begun and the chamber consists only of air and residuals. At the
next time step t1, a quantity of fuel is injected according to the injection rate.
That fuel mass is assumed to be evaporated instantaneously and perfectly
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mixed with the ambient gas. This is a very optimistic assumption that leads
to an overestimation of the mixing process, which required the introduction
of a calibration parameter to limit mixing, as will be shown later on in sub-
section 5.2.2. Following this method, the entrained gas in the next time step
t2 consists of air, residuals, and fuel vapor.

0 x

r

x1 x2

Surrounding (ma + mf)

mf

t0, x = 0 ma = Constant

t1, x = x1

t2, x = x2

Figure 5.5: Schematic depicting the modification of the ambient gas composition dur-
ing fuel injection.

The implementation of the aformentioned assumption was done by rescal-
ing the fuel mass fraction as follows:

𝑌𝑓 = 𝑌𝑓,∞(1− 𝑓) + 𝑌𝑓,0 · 𝑓 (5.1)

where 𝑓 is the fuel mass fraction, 𝑌𝑓,0 is the fuel mass fraction in the fuel
stream, and 𝑌𝑓,𝑖𝑛𝑓 is the instantaneous fuel mass fraction in the ambient gas
computed by Equation 5.2.

𝑌𝑓,∞(𝑡) = 𝑚𝑓 (𝑡)
𝑚𝑓 (𝑡) + 𝑚𝑎(𝑡) + 𝑚𝑟𝑒𝑠(𝑡) (5.2)

The instantanoues fuel mass is obtained from the injection rate, whereas
the instantaneous air and residual gas masses were taken from the CFD simu-
lation. This was done to exclude any difference in masses and gas composition
that may arise due to the gas exchange process during the model validation
phase. Once validated, CALMEC would be used to supply the 1D mixing
model with time history of the in-cylinder masses.

5.2.2 1D model results and calibration

In this context, instead of employing the equivalence ratio, the fuel mass
fraction was utilized as it is the default variable in DICOM. The spray cone
angle serves as a crucial parameter for the model, exerting significant influ-
ence on the spray mixing process. A larger spray cone angle corresponds to
a broader spray plume width, which promotes air entrainment, thereby en-
hancing mixture formation. It is assumed within the framework of fuel mass
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fraction distributions, that a larger cone angle would result in a more uniform
distribution, leading to a more upright curve.

The A50 case was first considered for comparing fuel mass fraction dis-
tributions computed by the 1D model with CFD results. In Figure 5.6, dis-
tributions at various time instants of the cycle were plotted, beginning from
EOI and extending to SOC. Here, a spray cone angle of 5∘ was chosen, which
was necessary due to the rapid mixing predicted by the 1D model, as will be
evident shortly. Figure 5.6b illustrates the impact of the correction applied to
the fuel mass fraction, as described by Equation 5.1. Due to the finite mass
available in-cylinder for mixing with the fuel, the curves are adjusted towards
the global fuel mass fraction. Trends from the 1D model indicate that the
mixing process immediately following EOI progresses more rapidly compared
to the CFD case, which necessitates a very small cone angle to be able to
predict a sensible distribution at SOC. If the cone angle was adjusted to pro-
duce a plausible distribution between SOI and EOI, conditions most similar
to a diesel engine, then the mixing process after EOI would be significantly
overestimated. Since the distribution at SOC is the one that directly impacts
soot, the focus was set on replicating the trend at that instant.

0

0.25

0.5

0.75

1

0 0.05 0.1 0.15 0.2 0.25

C
u

m
u

la
�

ve
 f

u
el

 f
ra

c�
o

n
 [

-]

Yf [-]

b.

0

0.25

0.5

0.75

1

0 0.05 0.1 0.15 0.2 0.25

C
u

m
u

la
�

ve
 f

u
el

 f
ra

c�
o

n
 [

-]

Yf [-]

1D ModelCFD

a.

Figure 5.6: CFD versus 1D model fuel mass fraction distribution prior to Yf modifi-
cation (a) and after (b). The shades of colors are for different time instants in the
cycle, ranging from EOI (lightest) to SOC (darkest) separated by 50 ∘CA.

While the Yf distribution at SOC closely resembles that of the CFD case,
a noticeable deviation in the final segment of the curve exists, which is the
most vital portion as far as particle formation is concerned. Consequently, the
spray cone angle was decreased to 1∘ to further minimize the mixing capacity
of the 1D model. Figure 5.7 presents the outcomes for the modified spray
cone angle, demonstrating an enhancement in the curve at SOC. However, this
adjustment results in the global fuel mass fraction shifting towards a richer
value. Equation 5.1 was thus revised and a tuning parameter (𝑣𝐹𝑎𝑐𝑡𝑜𝑟) was
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introduced to shift the curve towards the global fuel mass fraction value, as
shown in Equation 5.3.
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Figure 5.7: Spray cone angle effect on fuel mass fraction distribution. The shades of
colors are for different time instants in the cycle, ranging from EOI (lightest) to SOC
(darkest) separated by 50 ∘CA.

𝑌𝑓𝑣 = 𝑣𝐹𝑎𝑐𝑡𝑜𝑟 · 𝑌𝑓,∞(1− 𝑓) + 𝑌𝑓,0 · 𝑓 (5.3)

The 𝑣𝐹𝑎𝑐𝑡𝑜𝑟 is time-dependent, since the global fuel mass fraction evolves
over time, gradually approaching the global value, defined by the total air and
fuel mass at IVC. The effect of the 𝑣𝐹𝑎𝑐𝑡𝑜𝑟 is depicted in Figure 5.8, where
an adjustment has been applied on the distribution at SOC and SOC-50 ∘CA.
The evolution of the trends are improved, especially at the lower fuel mass
fraction values. It is clearly observed that when adjusting the spray cone angle
to ensure a good fit of the distribution at SOC, the penultimate one deviates
significantly from the CFD trend. This suggests that DICOM predicts an
overly rapid mixing process starting from EOI. Initially during injection, the
mixing progresses slowly, it then appears to accelerate significantly until it
aligns with the CFD distribution at SOC. Evidently, the entire evolution is
not accurately predicted, except for the instant of primary interest (SOC).

Therefore, it is reasonable to disregard the data points from time instants
preceding SOC, given the constraints of the 1D model which lacks a compre-
hensive physical assessment of the phenomena influencing mixture formation
(such as spray-air interaction, spray-wall impingement, etc.). Keeping this
in consideration, the calibration procedure proceeded for all four operating
points, adjusting both the spray cone angle and 𝑣𝐹𝑎𝑐𝑡𝑜𝑟 to minimize the er-
ror between the 1D model and CFD results. The procedure entailed manually
adjusting the values and assessing the resulting outcomes. Figure 5.9 depicts
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Figure 5.8: Effect of the 𝑣𝐹𝑎𝑐𝑡𝑜𝑟 on fuel mass fraction distributions. The shades of
colors are for different time instants in the cycle, ranging from EOI (lightest) to SOC
(darkest) separated by 50 ∘CA.

the trends for all four operating points and the corresponding cone angle and
𝑣𝐹𝑎𝑐𝑡𝑜𝑟 for each case. There seems to be a good agreement between CFD and
1D model predictions at medium load, for the given set parameters, whereas
larger deviations are observed at high load conditions. These differences ap-
pear at higher fuel mass fraction values, indicating that high uncertainties in
particle formation prediction would result.
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Figure 5.9: Parameter calibration of the 1D model. The optimization of each case
was done individually.
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Certainly, the goal was then to investigate whether a correlation exists
between the tunable parameters of the 1D model (cone angle and 𝑣𝐹𝑎𝑐𝑡𝑜𝑟)
and the pertinent variables that influence mixture formation within the engine.
Figure 5.10 plots the 𝑣𝐹𝑎𝑐𝑡𝑜𝑟 and cone angle versus an indicator of available
mixing time, which in this case, is considered to be the time between SOC
and EOI normalized by the injection duration. No clear conclusion could be
drawn from Figure 5.10a and Figure 5.10b as no correlation exists between
the pair of parameters and the mixing time.
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Figure 5.10: Correlation of the 𝑣𝐹𝑎𝑐𝑡𝑜𝑟 and spray cone angle with mixing time.

In Figure 5.10b, case A50 appears to be the anomaly in the dataset. The
remaining cases appear to exhibit a consistent pattern suggesting that the
spray cone angle widens as mixing durations increase, resulting in an improved
mixture formation process. A50 operates under the lowest injection pressure
(80 bar), which from Figure 5.10b, seems to be a limiting factor since A50
requires the smallest cone angle. Hence, a new correlating parameter was
computed that accounts for the injection pressure, and is defined as:

𝑃𝑎𝑟𝑎𝑚 =
√

𝑃 𝑖𝑛𝑗 · (𝑆𝑂𝐶 − 𝐸𝑂𝐼) (5.4)

where 𝑃𝑖𝑛𝑗 is the injection pressure, SOC and EOI are in units of crank angle
degrees. Figure 5.11 depicts the cone angle plotted against the newly com-
puted parameter. The impact of injection pressure is evident in the A50 case;
nevertheless, no clear correlation seems to emerge.

While the 1D model inherently incorporates certain physical aspects of
fuel-air mixing, it’s important to acknowledge that the model was originally
designed for diesel spray applications. As such, it is probable that parameters
like mixing time, in-cylinder bulk flow, and spray-wall impingement, which
significantly influence the resulting mixture in GDI applications, cannot be
fully considered. Despite the injection pressure being included in the corre-
lated parameter, which led to a slight improvement in the correlation with re-
spect to cone angle, it was insufficient to establish a meaningful trend. Hence,
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Figure 5.11: Correlation of the spray cone angle with new parameter.

the utilization of the 1D model for predicting fuel mass fraction distributions
appears to be unsuitable within the context of this modeling framework. An
alternative approach was then devised and is detailed in the following section.

5.3 Empirical mixing model
After recognizing the limitations of the 1D modeling approach, particularly
regarding its applicability across all operating points, an alternative approach
was formulated. Here, an empirical equation was devised to replicate the
equivalence ratio distribution trends. From observing the trends (see Fig-
ure 5.1) it can be said that an exponential formulation would best fit the
curves. Hence, the mathematical form of the equivalence ratio distribution
was represented by the following equation:

𝑓(𝜑) = 1
1 + 𝑒𝑥𝑝(−𝐴(𝜑−𝐵)) (5.5)

where 𝑓 is the cumulative fuel fraction value at a given 𝜑, 𝐴 is the parameter
that affects the slope of the curve, whereas 𝐵 modifies the horizontal displace-
ment. From the nature of the curve, parameter 𝐵 is most suited to represent
the global equivalence ratio of a given operating point, hence, Equation 5.5
could be reformulated into:

𝑓(𝜑) = 1
1 + 𝑒𝑥𝑝(−𝐴(𝜑− 𝜑𝑔𝑙𝑜𝑏𝑎𝑙))

(5.6)

Regarding the 𝐴 parameter, it is clear that the slope of the curve would
depend on physical variables affecting the mixing process, such as spray veloc-
ity, in-cylinder gas velocity, and available time for mixing. Gong and Rutland
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[6] proposed a homogeneity model to characterize the air-fuel mixing process
in a SIDI gasoline engine. The authors formulated an inhomogeneity index,
correlating three dimensionless numbers which capture the effects of injection
timing, in-cylinder flow, and spray-air interaction during injection. The first
dimensionless number, mixing time 𝜏𝑚𝑖𝑥, is shown in the following equation:

𝜏𝑚𝑖𝑥 = 𝑡𝑆𝑂𝐶 − 𝑡𝐸𝑂𝐼

△𝑡𝑖𝑛𝑗
(5.7)

where 𝑡𝑆𝑂𝐶 is the start of combustion, 𝑡𝐸𝑂𝐼 is the end of injection, and △𝑡𝑖𝑛𝑗

is the injection duration. In this work, and similarly to the work of Frommater
[7], mixing is accounted for directly from the onset of injection since the spray
entrains and mixes with the surrounding gas while the injection is taking
place. Therefore, 𝑡𝐸𝑂𝐼 in Equation 5.7 is replaced with 𝑡𝑆𝑂𝐼 . The second
dimensionless number accounting for in-cylinder flow is the Reynolds number
(Re). The Reynolds number is directly proportional to the mean piston speed
(𝑢𝑝) and is calculated by the following equation:

𝑅𝑒 = 𝑢𝑝𝐵

𝜈
(5.8)

where 𝐵 is the engine bore and 𝜈 is the kinematic viscosity. The kinematic
viscosity (𝜈) is computed by means of a Cantera gas object assuming pure air
as the gas with the current in-cylinder thermodynamic conditions. The third
dimensionless number accounting for the spray-air interaction during injection
is the Weber number (We). The Weber number is scaled with the injection
velocity, which in turn is a function of injection pressure. The spray Weber
number is calculated according to Equation 5.9

𝑊𝑒 =
𝜌𝑓 𝑈2

𝑖𝑛𝑗𝑑𝑛𝑜𝑧

𝜎
(5.9)

where 𝜌𝑓 is the fuel density, 𝑈𝑖𝑛𝑗 is the injection velocity, 𝑑𝑛𝑜𝑧 is the nozzle
orifice diameter, and 𝜎 is the fuel surface tension. The injection velocity is
computed from the injection rate, which is known for each operating condition.
The surface tension (𝜎) in Equation 5.9 is calculated from Poling et al. [8],
according to the Brock and Bird correlation, at the injected fuel temperature.
Finally, the inhomogeneity index is then represented by the dimensionless
numbers as:

𝐼𝐻 = 𝑒𝑥𝑝(−𝐶2 · 𝜏𝑋
𝑚𝑖𝑥 ·𝑅𝑒𝑌 ·𝑊𝑒𝑍) (5.10)
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where 𝐶2 is a steepness factor that controls how the inhomogeneity index
varies with the three dimensionless numbers. It could then be noted that
higher mixture homogeneity tends to yield smaller values for the index 𝐼𝐻 .
The utility of such an index can then be incorporated into Equation 5.6 by
substituting parameter 𝐴 directly with the inverse of 𝐼𝐻 . Therefore, a higher
mixture homogeneity, and consequently a smaller inhomogeneity index value,
would lead to a steeper curve, and vice versa. The final equation characterizing
the equivalence ratio distribution inside the combustion chamber at SOC is
then expressed as:

𝑓(𝜑) = 1
1 + 𝑒𝑥𝑝(−1/𝐼𝐻(𝜑− 𝜑𝑔𝑙𝑜𝑏𝑎𝑙))

(5.11)

The equation could also be structured to calculate the fuel fraction val-
ues prior to the start of combustion (SOC). To achieve this, 𝜏𝑚𝑖𝑥 would be
computed up to the specified time at which the equivalence ratio distribution
is to be determined. This entails replacing 𝑡𝑆𝑂𝐶 in Equation 5.7 with the
corresponding desired time.

To implement the equation into the current framework, an optimization
procedure is necessary to obtain a suitable set of parameters 𝐶2, 𝑋, 𝑌 , and 𝑍
that would fit all operating points. To achieve this, a multidimensional uncon-
strained nonlinear minimization function called 𝑓𝑚𝑖𝑛𝑠𝑒𝑎𝑟𝑐ℎ was utilized in
the MATLAB environment in order to find the set of parameters that would
minimize the error (E) of the objective function. The objective function was
defined as the summation of the squared difference between the values pre-
dicted by Equation 5.11 and the CFD distributions for all operating points,
as shown in Equation 5.12:

𝐸 =
∑︁

(𝑓(𝜑)− 𝑓(𝜑)𝐶𝐹 𝐷)2 (5.12)

where 𝑓(𝜑)𝐶𝐹 𝐷 is the cumulative fuel mass fraction value obtained from CFD.
The error function is calculated solely based on the distribution at SOC, ig-
noring data from earlier time steps in the optimization process. This approach
is justifiable because it is the distribution at SOC that determines the subse-
quent zone definition and particle formation. Furthermore, all exponents were
constrained to be greater than zero, as increasing any of the dimensionaless
numbers would enhance mixture homogeneity.

The result of the optimization process is tabulated in Table 5.1. The
exponents indicate that the mixing time and Weber number hold a greater
influence on mixture formation compared to the Reynolds number.
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Table 5.1: Optimization results for inhomogeneity index parameters.

𝐶2 𝑋 𝑌 𝑍

2.423e−4 0.425 0.142 0.560

Figure 5.12 illustrates the distribution of equivalence ratios resulting from
the empirical model. The model demonstrates satisfactory accuracy across
four distinct operating points. Nevertheless, a deviation is apparent in the
A50 case. This condition operates at the lowest injection pressure (80 bar) and
displays the greatest variance from the global equivalence ratio, as observed by
the slope of the curve. It is likely that this scenario exerted the most influence
on the optimization process regarding the 𝑍 parameter.
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Figure 5.12: Equivalence ratio distributions for the four operating points at SOC, as
calculated from the empirical model compared to those obtained from CFD.

5.4 Gas-phase particle formation
The empirical model demonstrated proficient capabilities in replicating equiv-
alence ratio trends under varied operating conditions. Specifically, it effec-
tively responded to alterations in engine speed and load, accurately capturing
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the changes in mixture homogeneity stemming from variations in engine pa-
rameters, such as injection timing and injection pressure. The model could
subsequently be employed to define rich zones exceeding the sooting threshold,
thereby achieving the primary goal of its application: calculating gas-phase-
induced particle emissions.

Figure 5.13 plots the partition of the equivalence ratio distributions after
the sooting threshold into zones with a 𝜑 width of 0.05 (see section 4.1). As
expected, the higher engine speed and load case (B100) exhibits the highest
number of zones after the sooting threshold with a maximum 𝜑 of 1.93.
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Figure 5.13: Equivalence ratio distributions for the four operating points at SOC, as
calculated from the empirical model compared to those obtained from CFD.

The temperature correction factor (Equation 4.19) for each operating con-
dition and its associated peak in-cylinder temperature are displayed in Ta-
ble 5.2. As anticipated, the medium load cases exhibit higher correction fac-
tors due to fewer rich zones compared to the higher load cases, resulting in
higher peak in-cylinder temperatures. Additionally, before correction, the in-
cylinder temperature is already higher for the medium load cases since they
operate with a stoichiometric charge. Conversely, the higher load cases utilize
fuel enrichment to reduce exhaust gas temperatures, consequently lowering the
in-cylinder temperature. The variations in temperature trends are anticipated
to impact particle formation processes.
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Table 5.2: Temperature correction factor and peak in-cylinder temperatures for the
different cases.

Operating point Correction factor [-] Peak in-cyl temp [K]
A50 0.94 2360
A100 0.90 2131
B50 0.93 2356
B100 0.92 2245

Figure 5.14 shows the particle number and soot mass concentrations for all
cases. For medium load cases, no particles were detected at calculation end.
However, this absence does not necessarily signify that no particle formation
occured early during the power stroke. Instead, these particles likely have
undergone complete oxidation, often referred to as "burnout", which resulted in
their elimination. On the other hand, in the high load cases, particles emitted
accounted for 32% and 65% of total particle number density for 2000 rpm and
3000 rpm, respectively. Figure 5.14b shows that these particles primarily have
smaller diameters, as evidenced by their minimal contribution to the overall
soot mass.

To gain further insights into the distinctions between particle number and
mass, an examination of the particle size distribution is conducted. Figure 5.15
illustrates the PSDs for cases where particles were detected at the conclusion of
the simulation. The total numerical PSD encompasses the collective contribu-
tions of individual zones responsible for particle emissions. Despite numerous
zones surpassing the soot formation threshold (refer to Figure 5.13), only a
few zones retain particles until the exhaust phase TDC. Furthermore, although
the B100 case exhibits a higher maximum equivalence ratio (1.925 compared
to 1.826 for A100), the model shows that emitted particles from A100 are
both larger and higher in number. This difference is directly linked to the in-
cylinder temperature, which not only affects the oxidation rate, leading to a
higher reduction in particle size, but also influences the pyrene concentration
in the gas phase. Consequently, this impacts the rate of pyrene inception,
thereby influencing the particle number concentration. The oxidation rate,
however, only affects soot mass in the early stages of soot formation. This
is showcased by Figure 5.16b and Figure 5.16d, where a higher peak temper-
ature for the B100 case results in more intense oxidation (see Figure 5.16a)
and therefore a lower soot mass concentration, as compared to A100. In both
cases, soot mass concentration stabilizes when the in-cylinder temperature
drops to 1600 K and remains constant for the remainder of the cycle. Hence,
coagulation processes, which increase particle size while keeping particle mass
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Figure 5.14: Particle concentration (a) in logarithmic scale and soot mass concentra-
tion (b) in linear scale for the four cases. The asterisk * indicates that no particle
emissions existed at calculation end (TDC exhaust phase).

constant, are likely to play a role in final particle number and size. Since
B100 runs at a higher engine speed of 3000 rpm compared to 2000 rpm for
A100, there is less time for particle growth processes leading to particles with
relatively smaller diameters. This is seen in Figure 5.16e where the particle
number concentration continues to decrease for the A100 for 8 ms beyond
the B100 case. This reduction, at a constant soot mass, would signify larger
particle sizes. There is no significant contrast in the coagulation rates be-
tween the two cases, as illustrated in Figure 5.16c. However, the peak value is
marginally greater for the B100 case owing to its higher initial fuel concentra-
tion, thereby augmenting the likelihood of particle collisions. It is important
to highlight that the trends in mass and particle concentration, depicted in
Figure 5.16d and Figure 5.16e, are presented without the application of bin
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efficiency. Consequently, the values at the end of the calculation are higher
than those in Figure 5.14.
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Figure 5.15: Particle size distributions of the high load cases. Individual zones con-
tributing to total particle emissions are also plotted.

The particle size distributions also highlight the impact of equivalence
ratio on particle diameters. At higher equivalence ratios, the PSD shifts to-
wards larger particles. This phenomenon is influenced by chemical kinetics,
particularly through the formation of pyrene in the gas phase. For higher
fuel concentrations, a higher formation rate of pyrene leads to elevated soot
inception rates, resulting in more particles initially formed. This, in turn,
amplifies particle growth processes such as coagulation, surface growth, and
pyrene condensation, ultimately contributing to larger particle sizes. More-
over, particles emitted from rich zones are mostly in the nucleation mode (𝐷𝑝

< 30 nm). Therefore, the particle number concentrations are categorized into
nucleation mode and accumulation mode to provide a more meaningful com-
parison between numerical and experimental results. Figure 5.17 displays the
measured and numerical particle number emitted in each mode. In B100, only
particles below 30 nm were observed in the numerical results, whereas a mi-
nor portion of particles emitted by the A100 case exceeded 30 nm. A better
agreement between the simulated and experimental values is now evident, pro-
viding additional support for the notion that particles emitted from gas phase
inhomogeneities are likely to fall in the nucleation mode, while particles in the
accumulation mode predominantly stem from alternative sources of soot, as
will be shown in the following chapters.

5.5 Summary
The chapter investigates the formation of soot originating from rich regions
within the combustion chamber due to inadequate mixture homogeneity. It
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Figure 5.16: Comparison of particle oxidation (a) and coagulation (c) rates, in-
cylinder temperature (b), mass concentration (d) and particle concentration (e) evo-
lution from SOC up to calculation end. The richest zone in each case are selected for
comparison.

explores various methodologies for modeling mixture formation and fuel distri-
bution at combustion onset, employing 3D CFD simulations to validate these
approaches.

The distribution of equivalence ratios at start of combustion was exam-
ined, revealing distinct variations across operating conditions influenced by
factors such as injection timing, injection pressure, and gas velocity. CFD
simulation results illustrated enrichment strategies at higher loads, resulting
in higher maximum equivalence ratios. The results also emphasized the im-
portance of injection pressure in promoting spray atomization and breakup,
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Figure 5.17: Analysis of particle concentration in nucleation and accumulation modes.

thereby affecting the slope of the distribution curves. The equivalence ratio
profiles observed at various moments along a plane cutting through the cylin-
der illustrated how engine speed influences the dispersion of fuel within the
cylinder, promoting mixing.

Initially, a 1D spray model was utilized and compared against 3D CFD
trends across different operating points to assess fuel mass fraction distri-
bution. An empirical model was subsequently developed based on observed
trends from 3D CFD simulations, incorporating calibration parameters corre-
lated with key variables influencing mixture formation.

Furthermore, the chapter highlights the limitations of the 1D model in
replicating mixture formation accurately. Despite attempts to adjust the fuel
mass fraction to accommodate the finite gas volume, these refinements fell
short in capturing the evolution of the mixing process. Consequently, an
empirical equation was developed to better capture trends in equivalence ratio
distribution. Optimization techniques were utilized to derive parameters for
this empirical model. The findings revealed that the mixing process in a
given engine could be characterized by three dimensionless numbers. While
less grounded in physical principles compared to the 1D model, the empirical
approach proved more suitable within the present framework.

Particle number and soot mass concentrations were examined, indicat-
ing significant differences across operating conditions. Particle size distribu-
tions highlighted the influence of equivalence ratio on particle diameters, with
higher fuel concentrations leading to larger particle sizes. Additionally, it was
observed that only the most enriched zones emitted particles that persisted
until the end of the calculation. Conversely, zones with lower equivalence
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ratios experienced rapid burnout shortly after formation, attributed to high
temperatures (> 1600 K). Below this threshold, the soot mass concentration
remained constant until exhaust phase TDC.

Finally, the comparison between simulated and experimental results pro-
vided further validation for the model’s efficacy, particularly in categorizing
particles into nucleation and accumulation modes, thus enhancing understand-
ing of particle formation mechanisms in GDI engines.
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Chapter 6

Injector tip wetting

This chapter introduces the second pathway leading to soot formation, con-
sidered to be injector tip wetting in this study. An analytical liquid film evap-
oration model was employed to track the evolution of fuel film mass on the in-
jector tip. Optical engine experiments conducted in a single-cylinder research
engine provided valuable insights into the formation of sooting flames origi-
nating from the injector tip region under varying operating conditions. These
experiments were conducted during a three-month research stay at Sandia
National Laboratories. Leveraging these insights, adjustments were made to
the tip wetting model to enhance its ability to capture the underlying physics
of tip sooting. The chapter then outlines the contribution of injector-induced
particle emissions, which are combined with mixture-induced particle ones to
construct a more comprehensive particle size distribution.

6.1 Optical engine experiments
Studying in-cylinder phenomena optically offers a valuable approach to com-
prehending the fundamental physics underlying combustion and the formation
of soot. Recent advancements in laser-based diagnostic techniques have intro-
duced innovative methods for conducting in-situ measurements of the combus-
tion process. For instance, one such advancement resulted in the development
of the conceptual model of diesel combustion [1]. In the realm of soot forma-
tion in GDI engines, in-cylinder visualizations offer an in-depth view of the
various pathways contributing to particle emissions. At the simpler end of the

115
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optical technique spectrum, natural combustion and soot luminosity images,
acquired by high speed cameras, facilitate the identification of soot sources
and offer a qualitative evaluation of soot quantity [2, 3].

The experimental study was conducted in a DISI single-cylinder research
engine with optical accessibility at Sandia National Laboratories. This engine
differs from the one used to measured the particle size distribution for which
model development has been validated with. However, the results from these
experiments provide insight into injector-induced particle emissions and their
sensitivity to changes in engine load and injection pressure. Those paramet-
ric variations are highly relevant to the operating conditions investigated in
this thesis. A brief description of the engine characteristics and experimental
methodology will be given in the following section.

6.1.1 Engine characteristics and operating conditions

The engine is equipped with a centrally mounted injector close-coupled with
the spark plug and features a bowl in the piston. Additionally, the engine
has a pent-roof cylinder head with two intake valves and two exhaust valves.
Table 6.1 provides an overview of the main characteristics of the engine. The
engine was operated at 1400 rpm under all conditions. An overall stoichiomet-
ric mixture was maintained throughout the testing campaign, although local
in-cylinder deviations from stoichiometry occurred due to imperfect mixture
formation. To protect the integrity of the optical windows, the thermal load
on the quartz windows was reduced by operating the engine under a skip-
fired sequence. A 20:80 schedule was employed, 20 fired cycles followed by
80 motored cycles, wherein the in-cylinder pressure of 23 cycles was recorded
in each batch consisting of 3 motored cycles and 20 fired cycles. Of the 23
cycles, only the fired ones were recorded by the cameras. The measurement
devices used to measure engine-out particle number and mass concentration
were the AVL Particle Counter (APC) 489 and AVL Micro-Soot Sensor (MSS)
483, respectively.

Concerning the injector, it is equipped with six orifices and has undergone
a fouling campaign to establish a specific deposit state on the tip. However,
specific details and the precise condition of fouling are not provided here due to
confidentiality agreements with the supplying company. Additionally, the fuel
utilized in this study is regular-grade gasoline with a low Particulate Matter
Index (PMI), and the specific properties of the fuel are also not disclosed here
for confidentiality reasons.

Three different injection pressures were tested: 60 bar, 120 bar, and 180
bar. The variation was implemented in a way that at each value of injection



6.1. Optical engine experiments 117

Table 6.1: Engine specifications and operating parameters.

Engine displacement 552 cc
Bore 86 mm
Stroke 95.1 mm
Connecting rod length 166.7 mm
Geometric compression ratio 10
Injector installation angle 5∘ (relative to cylinder axis)
Intake valve diameter 35.1 mm
Intake valve angle 18∘ (relative to cylinder axis)
Exhaust valve diameter 30.1 mm
Exhaust valve angle 16∘ (relative to cylinder axis)
Engine speed 1400 rpm
Coolant temperature 90 ∘C

pressure, the SoIe was swept from -330 ∘CA to -90 ∘CA with 60 ∘CA incre-
ments. The discussion of the results will focus solely on SoIe of -330 ∘CA.
The tests were carried out at medium load with an Indicated Mean Effective
Pressure (IMEPn) of approximately 955 kPa. The injected mass was kept
constant among the different injection pressures by adjusting the injection
duration. Intake pressure was maintained at 96 kPa by setting the intake air
mass-flow rate to 5.96 g/s. This mimicked wide-open throttle engine operation
minimizing pumping losses.

As mentioned earlier, transient operation involved operating the engine
under a skip-fired sequence to reduce the thermal load on the quartz win-
dows. This mode of operation is referred to as transient operation and is
more representative of conditions experienced in light-duty vehicles. For an
in-depth explanation and comprehensive analysis of the impacts of this mode
on combustion behavior, readers are directed to [4].

A load variation was also investigated, involving the implementation of
both single and double injection strategies. The SoIe was set at -310 ∘CA for
single injection strategy. In the case of double injection, two pulses with equal
split ratio were implemented with the first at -310 ∘CA and the second at
-280 ∘CA. A medium load condition, with the same settings as the ones in the
injection pressure sweep, was tested. For the higher load condition, the intake
air mass-flow rate was increased to 8.3 g/s, which corresponded to an intake
pressure of approximately 128 kPa. A stoichiometric mixture was maintained
for the two cases by varying the injection duration at 180 bar of injection
pressure. A summary of the two load conditions is provided in Table 6.2.
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Table 6.2: Summary of the two load conditions.

Parameter Medium load High load
Intake temperature [∘C] 35 35
Intake air mass-flow rate [g/s] 5.96 8.3
𝜑 [-] 1 1
Intake pressure [kPa] 95 128
ST single/double injection [∘CA] -1.8/-1.4 -1.0/-0.6
First/second SoIe [∘CA] -310/-280 -310/-280
Injection duration single/double injection [𝜇s] 2830/1410 3828/1915

6.1.2 Optical setup

High speed direct imaging of combustion and soot luminosity was carried out
using two high-speed cameras. The colored Phantom v611 camera was used
to acquire images from the Bowditch type piston, which encompasses a quartz
window with an outer diameter of 44.5 mm, an aperture of 37.4 mm, and a
thickness of 22.2 mm, via a 45∘ reflection mirror. The camera operated with
aperture f/5.6 and a frame rate of 4200 frames per second, corresponding to
one image every 2 ∘CA at 1400 rpm. The image resolution was 512 × 512
pixels and the exposure time was set at 50 𝜇s. A high-power pulsed LED
illuminated the spray plumes via the pent-roof window during the injection
duration and was synchronized with the SoIe. As for the side-view images,
the Phantom v710 was used for imaging through the pent-roof plano-concave
diverging lens, enlarging the field of view as shown in Figure 6.1. The camera
aperture was also set at f/5.6 and the image resolution was 432 × 200 pixels.
In this case, two high-power pulsed LED were used to illuminate the liquid
spray through the piston-window. A cylindrical plano-concave lens with a
focal length of 50 mm was added to the pent-roof imaging setup in order to
avoid astigmatism and distortion. Details of the optical setup are depicted in
Figure 6.2.

6.1.3 Image processing

Different image processing techniques were applied in order to extract the
variables of interest, such as sooting flame intensity, sooting flame area, and
sooting flame frequency.

The calculation of sooting flame intensity involved summing the red chan-
nel intensity (R value in RGB channels) of all pixels in an image. To differen-
tiate between sooting flames originating from different regions in the cylinder,
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(a) (b)

Figure 6.1: Schematic of the diverging plano-concave lens (a) and the field of view
through the cylinder head (b).
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Figure 6.2: Optical set up for side view imaging (a) and bottom view (b), (c).
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specific regions of interest (ROIs) were assigned to each source. Three distinct
regions were identified as illustrated in Figure 6.3. ROIs were designated at
the injector tip, the intake valve location, and the periphery of the piston bowl.
This method facilitated the examination and comparison of how parametric
variations impact particular sources of soot.

Piston ROI

Intake valve

Injector ROI

ROI

Figure 6.3: Regions of interest in bottom-view imaging captured by the colored v611
camera.

To calculate the sooting flame area, pixels with an intensity value R ≥
153.6 (out of 256) were counted, corresponding to 60% of maximum bit depth.
Sooting flame frequency was obtained by averaging binarized images at a
specific crank angle, using the same threshold used for computing flame area.
This average image would then be a statistical representation of the yellow
flame occurrence. The lateral images used the maximum intensity value as
the threshold to account for the saturation of pixel luminosity emitted by the
sooting flame. Careful consideration led to the adoption of this maximum
threshold to prevent the inclusion of hot combustion gases as sooting flames.

6.1.4 Engine load effect on injector zone soot emissions

Changes in engine load are interconnected with adjustments in actuator set-
tings, particularly involving variations in injected fuel mass, spark timing, and
intake air mass flow. These alterations contribute to a variation in the engine’s
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thermodynamic state, a change in the dynamics of fuel film formation on com-
bustion chamber walls, consequently influencing particle formation processes.
In this study, moving from medium to high load operation involved an increase
in injection duration, at a fixed injection pressure, to maintain stoichiometric
combustion. In this way, a greater quantity of fuel was injected to meet the
high load power demand.

Figure 6.4 depicts the particle number concentration for two load condi-
tions. To ensure a comprehensive examination, the single and double injec-
tion strategies were plotted individually. Furthermore, the values represent
the peak for 20 consecutive fired cycles. It is evident that particle emission
values are initially high and gradually decrease as the engine’s thermal state
stabilizes. It is thus crucial to note that the comparison here can only be made
on a qualitative basis, given the highly transient nature of the measurements.
The forthcoming optical analysis will be based on the last two batches (40
cycles) of the test campaign.

As can be observed in Figure 6.4, moving from medium to high load results
in roughly three-fold increase in PN. The reason behind this increase could
be attributed to different possible factors. Certainly, the extended injection
duration increases the likelihood of a greater amount of fuel interacting with
the combustion chamber walls, whether it be the liner, piston, or intake valve.
Moreover, knowing that the injector used has undergone a specific fouling
procedure rendering it susceptible to injector tip wetting, a portion of the
injected fuel is likely to remain at the injector tip at SOC. Images illustrating
this point will be shown shortly. With that in mind, the higher injected fuel
mass at higher engine load would then lead to a higher fuel mass remaining on
the injector tip at SOC. The higher remaining fuel mass would consequently
lead to higher particle emissions.

Regarding soot mass concentration, Figure 6.5 further portrays that the
higher load condition leads to an overall higher mass concentration. Soot
mass further involves more complex phenomena related to surface reactions
and oxidation processes. These are dependent on the soot precursor species
concentration and the in-cylinder thermodynamic conditions. At higher load,
the larger film mass on the injector tip is more likely to lead to zones with dense
fuel concentration in the tip vicinity, an ideal scenario for soot formation.

It is also worth noting the difference between single and double injection
strategies in terms of particle number and mass concentration. No appreciable
difference can be observed in terms of particle number, on the other hand, soot
mass concentration is higher for double injection at both medium and high
loads. Since injector tip sooting is known to be a source of soot emissions
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Figure 6.4: Particle number at medium and high load conditions.
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Figure 6.5: Soot mass concentration at medium and high load conditions.

for fouled injectors, it is probable that single and double injection strategies
exhibit different effects on injector tip wetting. In a study by Berndorfer et
al. [5], it was shown that split injection strategies led to higher amount of
fuel on the injector tip after end of injection (aEOI). They arrived at their
conclusion by analyzing flame intensity images captured at the injector tip
during both single and split injections. The correlation observed indicated
that elevated flame intensities at the injector tip were linked to increased
tip wetting. This association may be attributed to the relatively low fuel
flow velocities during the opening and closing phases of the injector needle.
The reduced momentum during these stages makes it more likely for the fuel
exiting the nozzle to remain attached to the nozzle tip and be deposited on
the injector tip surface [6]. As a result, an increase in the frequency of opening
and closing events would likely result in a higher degree of tip wetting.

Based on the examination of images captured from the bottom and lat-
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eral windows, it was evident that the sooting flame predominantly originated
from the injector tip. This is further supported by Figure 6.6a, which puts
in evidence a greater luminosity radiated from the injector zone. There was
a minor contribution from the piston, particularly in the high load case, as
evidenced in Figure 6.6b. Soot formation originating from the piston was pri-
marily noticeable from the lateral view, characterized by a limited area of the
sooting flame. Other sources in Figure 6.6 correspond to flames originating
from regions excluding the injector and piston ROIs. Under both load condi-
tions, the occurrence of sooting flames in such regions were scarce. Channel
intensity and percentage of occurrence were taken for 80 cycles, including both
single and double injection strategies. Owing to the predominance of the lu-
minosity from the injector tip region, the yellow flame area in the injector
ROI was then examined to identify any discernible trends between single and
double injection strategies. The evolution of the yellow flame area during the
cycle is depicted in Figure 6.7. The curve represents the average of the last
two batches (40 cycles). Firstly, the earlier analysis comparing medium and
high loads can now be validated, as high load cases manifest larger yellow
flame areas. Secondly, a difference between single and double injection cases
is apparent, with double injection cases exhibiting greater flame areas. All
instances decay around comparable crank angle values as the sooting flame
separates from the injector tip during the expansion stroke and ultimately ex-
its the region of interest and then into the exhaust at EVO. It should be noted
here that the early increase in yellow flame area at high load, highlighted by
the light blue zone, is unreliable since hot combustion gases emit high red
channel intensities comparable to soot luminosity.
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An illustrative cycle highlighting the distinctions between the load con-
ditions is presented in Figure 6.8. Images depicting the bottom and lateral
views are shown at two distinct instances: the initial emergence of the soot
flame and a later stage during the expansion stroke. Utilizing both bottom
and lateral views facilitates a thorough examination of the observed sooting
flame, enabling not only the identification of its origin but also an assessment
of its size. In the portrayed instances, it is apparent that the higher load
scenario exhibits a larger yellow flame area connected to the injector tip.

6.1.5 Injection pressure effect on injector zone emissions

While many studies have concentrated on the improvement of mixture qual-
ity through increased spray velocity and atomization, it is equally intriguing
to investigate the injection pressure effect on injector film and wall wetting
behavior. As observed in the preceding section, the main contributor to soot
formation is the residual liquid film on the injector tip. Thanks to the opti-
mal injection timing (-310∘ CA), ample time is provided for achieving mixture
homogeneity along with minimal spray-wall interaction. In this section, the
results pertaining to injection pressure variation are presented at a fixed SoIe.

In this analysis, the injection timing has been advanced by 20 degrees
as it was part of a sweep campaign examining the SoIe at different injection
pressures. The discussion on the impact of SoIe variation on soot was part of
this study but will not be addressed here. Figure 6.9 plots the particle number
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Figure 6.8: Soot flame imaging at different instants throughout the cycle.
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and mass concentrations versus injection pressure. Both particle number and
mass concentrations follow the same trend. Particle emissions initially increase
when moving from 60 bar to 120 bar of injection pressure then decrease,
at the highest injection pressure. The values shown represent peak values
of the second batch of SoIe sweeps, as explained in subsection 6.1.1. It is
interesting to note that the use of the lowest injection pressure led to reduced
particle emissions, which goes against the conventional expectations. As the
injection timing is well advanced relative to spark timing, the lower injection
pressure still possesses ample time to achieve mixture homogeneity, suggesting
other factors may be contributing to soot formation. At such an advanced
timing, it is anticipated that wall impingement is likely to become significant.
Additionally, the combined effects of injector tip wetting suggest that these
two factors are more likely to be the determining contributors.
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Figure 6.9: Particle concentration (left axis) and soot mass concentration (right axis)
variation with injection pressure.

Figure 6.10 depicts the integrated red channel intensity for the injection
pressures tested. Individual cycles are plotted as gray curves whereas the
average intensity is represented by the dark red curve. The peak intensity
consistently diminishes with higher injection pressure. Likely, the fuel film on
the injector tip at the start of combustion is less pronounced in cases of higher
injection pressure, due to the increased momentum of the fuel as it exits the
nozzle orifices, restricting the deposition on the tip surface. Referring back to
Figure 6.9, despite the fact that less soot is visualized from the injector tip at
120 bar compared to 60 bar, it is noteworthy that the 120 bar case exhibits
particle number and mass concentrations that are twice as high as those at 60
bar injection pressure.

To further support film mass differences, the frequency of yellow flame
occurrence was computed at 32 ∘CA and is shown in Figure 6.11. The fre-



6.2. Injector film formation and evaporation 127

0

20

40

60

80

100

120

0 10 20 30 40 50 60 70 80

N
o

rm
al

iz
e

d
 r

e
d

 c
ha

n
n

e
l 

in
te

n
si

ty
 [

-]

Crank angle [deg aTDC]

Pinj = 60 bar

0

20

40

60

80

100

120

0 10 20 30 40 50 60 70 80

Crank angle [deg aTDC]

Pinj = 120 bar

0

20

40

60

80

100

120

0 10 20 30 40 50 60 70 80

Crank angle [deg aTDC]

Pinj = 180 bar

Figure 6.10: Injector zone integrated red channel intensity at the tested three injection
pressures. SoIe was fixed at -330 ∘ aTDC.

quency images indicate an increased presence of a sooting flame coming from
the injector tip in the case with the lowest injection pressure. Furthermore,
when examining the lateral image at 60 bar, it is observed that a few in-
stances of yellow flames are scattered near the liner on the right-hand side
and above the piston. These occurrences may stem from rich pockets in this
region due to inadequate mixture preparation. However, they could also be
formed as a result of rich areas arising from the evaporation of the liquid fuel
film on the piston. At 120 bar, a larger fraction of cycles exhibit soot in the
piston-bowl region. It is noteworthy to mention that the inlet side consistently
exhibited higher soot occurrence. This could be attributed to the interaction
of the spray with the incoming charge during the intake phase. On the one
hand, it can be inferred that the increased spray-wall impingement at 120 bar,
counteracted the advantages observed in soot reduction from the injector tip,
when compared to the 60 bar case. On the other hand, elevating the injec-
tion pressure to 180 bar resulted in a decrease in soot around the piston-bowl
region compared to the 120 bar case. However, the overall reduction in tip
soot was not significant enough to achieve particle number/mass values com-
parable to those of the lowest injection pressure at 60 bar. Consequently, it
can be asserted that spray-wall impingement exerted a greater influence on
overall particle emissions in contrast to injector tip sooting. It is essential to
note that the sooting dynamics may vary under different injection timings,
however, injector-induced sooting flames are more likely to show a consistent
trend with injection pressure at various SoIe.

6.2 Injector film formation and evaporation
The injector film formation model adopted in this thesis is based on the work
of Alzahrani et al. [7] who developed an analytical model for injector film
evaporation. For a more thorough explanation of the mathematical formu-
lations and physical assumptions taken, the reader is referred to their work.
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Figure 6.11: Frequency of yellow flame occurence as observed from the lateral (upper
row) and bottom (bottom row) views for the different injection pressures.

The evaporating behavior of the film is governed by diffusion from the liquid
film to the gas phase. The difference in vapor pressure between the liquid and
the gas determines the mass transfer as shown below

𝑑𝑚

𝑑𝑡
= 𝑀𝑊𝐴𝑠𝐷

𝑅𝑇𝐿𝑠
(𝑝𝑣,𝐿 − 𝑝𝑣,𝑔) (6.1)

where 𝑀𝑊 is the average molecular weight of the vapor phase, 𝑅 is the
universal gas constant, 𝑇 is the vapor phase temperature, 𝐴𝑠 is the surface
area of evaporation, 𝐷 is the diffusion coefficient, 𝐿𝑠 is the film thickness,
𝑝𝑣,𝐿 is the liquid vapor pressure, and 𝑝𝑣,𝑔 is the vapor pressure taken as the
in-cylinder pressure. The liquid vapor pressure is computed by the Antoine
Equation for temperatures up to Tmin of 398 K for liquid phase iso-octane
and the Extended Antoine equation for liquid film temperatures between Tmin
and Tmax of 398 and 543 K, respectively. Antoine equation coefficients were
obtained from Poling et al. [8]. Moreover, the diffusion coefficient is calculated
based on the theory describing diffusion in binary gas mixtures at low to
moderate pressures [8].

Resolving Equation 6.1 requires the knowledge of the film temperature.
The change of film temperature was assumed to be due to conduction from
the injector tip surface only. The injector tip is exposed to the hot combustion
gases in each cycle contributing to a heating effect of the newly deposited fuel
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film. Conduction from the injector tip surface to the fuel film is represented
by the following heat conduction equation:

𝑞(𝑡) = 𝑘𝐴𝑠(𝑇𝑤 − 𝑇𝐿(𝑡)
𝐿(𝑡) ) (6.2)

where 𝑘 is the thermal conductivity of the fuel film, 𝑇𝑤 is the injector tip
temperature, 𝑇𝐿 is the fuel film temperature, and 𝐿 is the fuel film thickness.
The injector tip temperature was considered to be the same as the cylinder
head temperature. The rate of heat conduction can be expressed as a function
of the liquid film temperature as:

𝑞(𝑡) = 𝜌(𝑡)𝑉 (𝑡)𝑐𝑝
𝑑𝑇𝐿

𝑑𝑡
(6.3)

where 𝜌(𝑡) is the fuel film density and 𝑉 (𝑡) is the fuel film volume. The fuel
film thickness changes according to:

𝐿(𝑡) = 𝑚(𝑡)
𝜌(𝑡)𝐴𝑠

(6.4)

where 𝑚(𝑡) is the fuel film mass. In addition, liquid properties such as thermal
conductivity, density, and specific heat were calculated as a function of tem-
perature according to the expressions in [8]. It must be mentioned that the
analytical model does not incorporate the effect of local air velocity on liquid
film evaporation which could be a drawback at higher engine speeds. Never-
theless, detailed assessment of the phenomenon requires 3D CFD simulations
of the injector geometry and velocity field around the injector tip which is
out of the scope of the present study. The approach assumes that a certain
mass of fuel remains on the injector tip after EOI, which evaporates due to
heat transfer from the tip surface and mass diffusion until SOC. The liquid
film is assumed to be cylindrical covering a surface area of 𝐴𝑠. A schematic
summarizing the fuel film evaporation from the injector tip is depicted in
Figure 6.12.

The difficulty remains in the consideration of the constant surface area for
evaporation 𝐴𝑠. From the findings of the optical study, two main conclusions
are drawn:

• Increasing the injected fuel mass when transitioning from medium to
high load conditions correlates with higher luminosity emitted from the
injector region. At higher loads, a larger sooting flame area suggests
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Figure 6.12: Schematic showing heat transfer from the injector tip to liquid fuel film
by conduction and evaporation by mass diffusion to gas phase.

increased fuel mass deposition on the injector tip, corresponding to the
elevated fuel mass levels.

• Increasing injection pressure demonstrates a mitigating effect on
injector-induced particle emissions, as evidenced by the diminishing in-
tensity of the red channel within the injector ROI. Under equivalent
injected fuel masses, this phenomenon indicates a reduced deposition of
fuel on the injector tip, attributable to the higher momentum of fuel as
it is discharged from the nozzle.

The first observation is duly accommodated within the analytical model,
as it encompasses the retention of 0.1% of the injected fuel mass on the in-
jector tip at the end of injection. This value comes from the experimental
observations of Leick et al. [9], where the observed fuel tip volume varried be-
tween 0.012 – 0.035 mm3 as back pressure decreased, corresponding to 0.1%
of the injected volume. Consequently, the higher injected fuel mass inher-
ently leads to an increased mass deposition on the injector tip. Regarding
the surface area 𝐴𝑠, a sensitivity analysis was conducted based on measured
particle number and soot concentrations, constituting the sole available data
for model validation in this instance. Given that mixture heterogeneities pri-
marily emit particle emissions in the nucleation mode, the analysis focused
on particles in the accumulation mode (𝐷𝑝>30 nm). Thus, the sensitivity
analysis aimed to match simulated particle emissions with measured ones in
the accumulation mode. Moreover, it was assumed that only the injector tip
wetting soot pathway contributes to accumulation mode particles. Another
significant consideration is the zone temperature. Analogous to rich mixture
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zones, temperature correction becomes imperative to account for temperature
boundary layers near the wall zone. No additional sub-model was employed
for this purpose and the temperature correction factor was incorporated into
the sensitivity analysis, along with 𝐴𝑠.

6.2.1 Computation of As and Fcorr,pyr

The extent of surface area available for evaporation influences the residual
fuel film at the start of combustion, consequently impacting the volume of the
injector zone for pyrolysis reactions. As a result, this parameter directly influ-
ences the scaling of both final particle number and mass concentration values
in the exhaust. The influence pertains solely to the scaling of the zone volume
and does not introduce alterations to chemical kinetics or particle formation
processes. Conversely, the temperature correction factor plays a pivotal role
in soot chemistry and particle processes, as it adjusts the temperature profile
within the zone. Unlike gas-phase fuel rich zones, the temperature correction
factor is determined through a more empirical approach, utilizing a tunable
temperature threshold value.

𝐹𝑐𝑜𝑟𝑟,𝑝𝑦𝑟 = 𝑇𝑡ℎ𝑟𝑒𝑠ℎ

𝑚𝑎𝑥(𝑇𝑐𝑦𝑙)
(6.5)

where 𝑇𝑡ℎ𝑟𝑒𝑠ℎ is computed from the sensitivity analysis and 𝑇𝑐𝑦𝑙 is the burned
gas temperature.

The results of the sensitivity analysis are first shown for the surface area
for evaporation in Table 6.3. The values were obtained from a calibration
procedure done with respect to the measured particle number concentration
in the accumulation mode.

Table 6.3: Surface area for evaporation As.

Case A50 A100 B50 B100

Area 2.33e-06 6.00e-06 2.80e-6 7.60e-6

Two trends emerge in this context: one contingent upon load and the other
reliant on injection pressure. When engine load is increased at constant speed,
both the injection pressure and injected fuel mass increase. Higher injection
pressure necessitates a larger surface area for evaporation to achieve the de-
sired outcome of reduced injector tip sooting. Nevertheless, it is important
to note that a higher injection pressure does not necessarily correspond to a
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greater surface area in reality. However, within the framework of the sim-
plified evaporation model, it represents the most straightforward method to
attain the desired outcome. The higher injected fuel mass would also cover a
larger portion of injector tip thereby contributing to an increase in As. This
is explained by the difference in areas between the A100 and B50 cases, where
both operate with 100 bar of injection pressure.

Figure 6.13 plots the surface area for evaporation against the relevant
variables, in this case, injected mass and Weber number. The first parame-
ter accounts for the engine load, while the second accounts for the injection
pressure. A strong correlation exists indicating a robust relationship between
injector-induced particle emissions and both the injected mass and injection
pressure. However, it cannot be definitively asserted that injection pressure
directly results in an increase in surface area in practice. The influence may
primarily affect the mass of the fuel film rather than its area. Nonetheless,
the model addresses this by accounting for changes in the surface area.

y = 3.37E-07x + 2.60E-07
R² = 9.99E-01
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Figure 6.13: Correlation of the surface area for evaporation and the product of the
injected mass and Weber number.

The obtained values of 𝐴𝑠 lie within the order of magnitude of those ob-
served by Leick et al. [9], who measured the injector tip film thickness under
different combinations of injection pressures and back pressures.

Regarding the temperature correction factor, a threshold temperature of
2180 K deemed suitable for the four cases. The correction factors are then com-
puted according to the maximum in-cylinder temperature. Table 6.4 shows
the corresponding correction factors for each operating condition. Medium
load cases required smaller temperature correction factors since they exhib-
ited higher in-cylinder temperatures due to stoichiometric combustion.

The particle number and mass concentrations in the accumulation mode
are depicted in Figure 6.14. A higher level of concordance between simulated
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Table 6.4: Temperature correction factors for the injector zone.

Case A50 A100 B50 B100

Fcorr,inj 0.8651 0.9239 0.8601 0.8929

and measured values is observable for particle number concentration compared
to mass concentration. This discrepancy is likely attributed to the method of
computation for the temperature correction factor, which notably influences
soot mass. As depicted in Figure 6.14b, it is apparent that medium loads
exhibit an overestimation of temperature, whereas high load injector zone
temperatures are underestimated.
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Figure 6.14: Particle number (a) and soot mass concentration (b) in the accumulation
mode (Dp>30 nm).

6.2.2 Film mass evolution

As mentioned earlier, the initial film mass at EOI constitutes of 0.1% of the
injected fuel mass. The computed surface area for evaporation is kept con-
stant throughout the evaporation process and only the film thickness varies
according to the evaporated mass. The evolution of the film mass is shown in
Figure 6.15 for all four cases.

The figures depict the instantaneous film mass, cylinder pressure, and
liquid vapor pressure. A similar trend is observed in all cases in which the
fuel film mass decreases in an exponential form until it reaches a minimum
value after which it starts to increase. That increase corresponds to the time at
which the in-cylinder pressure becomes higher than the liquid vapor pressure
as the piston approaches TDC during the compression phase. This process
would lead to the vapor fuel condensing back into the liquid film on the injector
tip. The simplified evaporation model, however, does not incorporate bulk gas
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Figure 6.15: Injector fuel film mass evolution from end of injection up to start of
combustion.

motion in the cylinder, which, in a real engine scenario, would disperse the
newly evaporated film mass away from the injector tip. Consequently, the
minimum film mass observed in the trend is regarded as the film mass at
the start of combustion. Subsequently, this film mass is transferred to the
particle model for calculating particle emissions. It should be noted that
a minor discontinuity occurs in the film mass trends coinciding with IVC
event, marking the transition for CALMEC from solving the mass conservation
equation for an open cycle to a closed cycle. This transition introduces a
correction in cylinder trapped mass calculations, consequently affecting gas
temperature calculations.

6.2.3 Injector zone mass and volume considerations

Given that the 0D model does not incorporate local information, certain as-
sumptions were required to calculate the necessary variables, such as the in-
jector zone mass and volume. Before delving into these considerations, it is
imperative to address the physical aspects of soot formation within the injec-
tor zone.

A recent study by Singh et al. [10] looked into soot formation via pool-fire
mechanism. The authors used diffused back illumination (DBI) to visual-
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ize the interaction of the fuel film with the approaching stoichiometric flame
front in a spray vessel. Experimental observations showed the slow formation
of soot after the flame front has passed, suggesting a decoupling from thin
premixed flame combustion processes and a primary role of pyrolysis driven
by hot combustion-product gases. In an oxygen-depleted environment, soot
formation would primarily occur through pyrolysis reactions. Their DBI im-
ages also revealed the presence of a lift-off height above which soot formation
occurred. This indicates the existence of a significant gradient in fuel mass
fractions above the wall, driven by film evaporation due to conduction from
the wall and the high temperature of combustion gases. Further away from the
wall, fuel concentration would be lower, but a temperature exceeding 1400 K
would be adequate for soot formation, provided that the timescales are long
enough. In an actual engine, the timescales are expected to be shorter ow-
ing to the rapid propagation of turbulent flames, leading to much faster film
evaporation.

An example of a sooting flame emerging from the injector tip in is depicted
in the sequence of images shown in Figure 6.16. The appearance of a sooting
flame only occurs after the flame has consumed all the gas in the field of view
(22 ∘CA). As the piston recedes downwards, the sooting flame area expands
and grows by diffusion from the hot combustion products. The sooting flame
persists late through the expansion stroke and exits the cylinder at EVO.

To model these processes in the current framework, certain assumptions
are required [11]. Firstly, the fuel film mass at SOC (𝑚𝑓𝑖𝑙𝑚,𝑆𝑂𝐶) is assumed
to evaporate instantaneously. Secondly, the equivalence ratio gradient above
the injector tip is neglected and all the fuel mass is lumped into a single zone
at a single fuel mass fraction value 𝑌𝑓,𝑝𝑦𝑟. Lastly, the sooting flame grows only
by expansion according to the zone volume which is computed by the ideal
gas law. In this way, soot is formed by pyrolysis behind the flame front by
reacting with the residual gas from combustion at the global 𝜑 value. The
pyrolysis zone mass is assumed to remain constant throughout the cycle and
is defined by the film mass at SOC and the calibrated pyrolysis zone fuel mass
fraction value:

𝑚𝑝𝑦𝑟 = 𝑚𝑓𝑖𝑙𝑚,𝑆𝑂𝐶

𝑌𝑓,𝑝𝑦𝑟
(6.6)

where 𝑚𝑝𝑦𝑟 is the pyrolysis zone mass, 𝑚𝑓𝑖𝑙𝑚,𝑆𝑂𝐶 is obtained from the film
evaporation model, and 𝑌𝑓,𝑝𝑦𝑟 is obtained from the molar fuel fraction value
in the pyrolysis zone 𝑋𝑓,𝑝𝑦𝑟. The parameter 𝑋𝑓,𝑝𝑦𝑟 was adjusted within the
range of 0.005 to 0.02 (±30% of the value used in [11]), and a value of 0.01
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14 °CA 22 °CA 30 °CA 38 °CA 46 °CA 

54 °CA 62 °CA 70 °CA 78 °CA 118 °CA 

Figure 6.16: Injector tip sooting flame evolution at 1400 RPM and 13 bar.

was determined to be appropriate for the purposes of this study. The fuel
mass fraction in the pyrolysis zone can then be computed according to:

𝑌𝑓,𝑝𝑦𝑟 = 𝑋𝑓,𝑝𝑦𝑟 ·𝑀𝑊𝐼𝐶8𝐻18

𝑀𝑊 𝑝𝑦𝑟
(6.7)

where 𝑀𝑊𝐼𝐶8𝐻18 is the molecular weight of isooctane and 𝑀𝑊 𝑝𝑦𝑟 is the
mean molecular weight of the gas in the pyrolysis zone.

With the constant mass of the pyrolysis zone, the instantaneous volume
can be calculated according to the ideal gas law:

𝑉𝑝𝑦𝑟(𝑡) = 𝑚𝑝𝑦𝑟𝑅𝑇𝑝𝑦𝑟(𝑡)
𝑀𝑊 𝑝𝑦𝑟(𝑡)𝑝𝑐𝑦𝑙(𝑡)

(6.8)

where 𝑅 is the gas constant, 𝑇𝑝𝑦𝑟(𝑡) is the injector zone temperature after
correction, and 𝑝𝑐𝑦𝑙(𝑡) is the in-cylinder gas pressure. The pyrolysis zone
volume directly influences the final particle number and soot concentrations
by scaling the emission values obtained from the particle model, similarly to
the zones arising from mixture inhomogeneity. At SOC, the pyrolysis zone
is initialized with the pyrolysis zone fuel mass fraction value and burned gas
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from combustion at the global equivalence ratio. Therefore, the zone is already
considered to be burned and reacts by pyrolysis, so the rightmost term in the
species conservation equation is omitted and Equation 4.21 becomes:

𝑑𝑌𝑏,𝑖

𝑑𝑡
= 𝜔̇𝑖𝑀𝑊𝑖

𝜌𝑏
(6.9)

6.3 Injector induced particle emissions
With the assumption that particle emissions formed from injector tip fuel
films contribute to particles in the accumulation mode, the complete parti-
cle size distribution can now be represented. Figure 6.17 plots the simulated
and measured PSD showing only the contribution of injector-induced parti-
cles. The trends, previously shown by the bar graphs in Figure 6.14a and
Figure 6.14b, are further clarified here by the PSD. At high load conditions,
particle diameters in the accumulation mode tend to be overestimated com-
pared to the measurements, resulting in an overestimation of the soot mass
concentration for the B100 case. This highlights the high sensitivity of the
soot mass concentration on particle size. Better agreement is observed at
medium load conditions, where peak concentration values are attained at very
comparable diameters. The discrepancies observed at higher loads are likely
due to the method adopted for computing the temperature correction factor.
The temperature threshold does not account for enrichment, which already
decreases the global gas temperature in the cylinder. Hence, the correction
factor excessively reduces the temperature leading to larger average particle
size.

When transitioning from 2000 rpm to 3000 rpm under constant engine load
(from A50 to B50 or A100 to B100), an increase in the particle concentration
of the second mode (accumulation mode) is evident in both the measured
data and the predicted numerical PSD. This phenomenon is likely due to
a decreased duration for particle growth processes, particularly coagulation,
which stands as the primary factor influencing the final particle count. This
is further illustrated in Figure 6.18, where a higher particle count is observed
at the end of the calculation for the 3000 rpm case due to its shorter duration
to reach the TDC exhaust phase. As a result, particle size is expected to lean
towards smaller diameters, as indicated by the comparison of the numerical
PSDs of A50 and B50.

Calibrating multiple parameters is crucial for the numerical model, as
achieving a full physical depiction of the phenomenon is unattainable through
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Figure 6.17: Particle size distribution comparison between measured and numerical
values. Only the injector tip wetting soot pathway is shown in the numerical trends.
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a 0D approach alone. To gain a better understanding of how the results
are influenced by the adopted simplifications, a sensitivity analysis was con-
ducted on parameters relevant to soot, such as the temperature correction
factor and fuel molar fraction. In this study, the gasoline fuel, utilized in
the measurement campaign, was simulated with iso-octane. Unlike gasoline,
iso-octane lacks any aromatic content, which could introduce discrepancies in
the results. Nevertheless, concerning injector-induced particles, this variation
could be addressed by adjusting the 𝑋𝑓,𝑝𝑦𝑟 parameter. The subsequent sec-
tions elaborate on the investigated parametric variations and their effects on
particle number and mass concentration.

6.3.1 Influence of the temperature correction factor

Figure 6.19 illustrates the impact of temperature correction factor variations
on the sensitivity of particle number concentration and mass concentration.
The sensitivity analysis focuses on the A50 case. During this analysis, the
temperature correction factor was adjusted within 4% of the calibrated value
for this operating condition.

As anticipated, variations in temperature exhibit a more pronounced ef-
fect on soot mass concentration. This outcome is attributed to the significant
influence of temperature on surface reactions, which in turn affects soot oxida-
tion rates. Lower temperatures are expected to result in decreased oxidation
rates, consequently leading to higher soot mass concentrations.

Furthermore, it is anticipated that lower temperatures will lead to higher
concentrations of A4 in the gas phase due to reaction kinetics, potentially
resulting in elevated condensation rates. This phenomenon contributes to an
increase in particle mass and size. Notably, when the temperature correction
factor was increased by 4%, particles were eliminated due to the low concen-
tration of A4 in the gas phase, coupled with high oxidation rates.

6.3.2 Influence of the fuel concentration

The fuel concentration was varied within 15% of the calibrated value of 0.01.
Generally, increasing the initial fuel concentration in the injector zone would
lead to higher nucleation rates. This is shown in Figure 6.20a where higher
final particle concentrations are evident in most cases. However, an increase
of 5% resulted in around 20% reduction in particle concentration, likely at-
tributed to the higher coagulation rate which led to final particle number that
are lower than the baseline case. This is supported by a higher maximum
value exhibited when increasing 𝑋𝑓,𝑝𝑦𝑟 by 5%, increasing the probability of
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Figure 6.19: Sensitivity of particle concentration (a) and soot mass concentration (b)
on the temperature correction factor. Temperature correction factor varied within 4%
of base value for the A50 case.

coagulation and thus reducing particle number. Another aspect affecting final
emission levels of particles is the mass of the pyrolysis zone. As 𝑋𝑓,𝑝𝑦𝑟 rises,
and correspondingly 𝑌𝑓,𝑝𝑦𝑟, the mass of the pyrolysis zone diminishes (refer
to Equation 6.6), consequently leading to a reduction in the overall particle
concentration within the cylinder. The mass concentration exhibits a similar
pattern to the particle number. In this context, reaction kinetics likely play
a role, where higher fuel mass fraction is expected to yield more OH radicals,
thereby explaining the observed trend by a factor of 1.05. Hence, it is evident
that the phenomenon entails competing physical processes that contribute to
the final emissions of particle number and mass.
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Figure 6.20: Sensitivity of particle concentration (a) and soot mass concentration (b)
on the injector zone fuel molar fraction. 𝑋𝑓,𝑝𝑦𝑟 varied within 15% of base value for
the A50 case.
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6.4 Analysis of gas phase inhomogeneities and
injector-induced particles

To complete the numerical PSD, the particles emitted due to combustion of
fuel rich regions are added to the previously shown injector-induced particles.
Figure 6.21 shows the particle size distributions of all operating conditions.
The PSD is in better agreement with measured data at higher loads, as ex-
pected, since the rich zones, detected by the mixing model at medium load,
did not contribute to particle emissions at simulation end. The first peak in
the nucleation mode is likely due to another source of soot formation that is
not covered by the model. Additionally, neglecting the gradient of equivalence
ratios and temperatures above the injector tip fuel film is likely to affect the
PSD, however, it cannot be ascertained what the particle morphology would
be nor it can be analyzed by the current modeling approach. At high load,
B100 exhibits a gap between the two particle formation modes possibly at-
tributed to the gas phase. This indicates that the model is very sensitive to
the tail of the equivalence ratio distribution curve. While those zones occupy
a very small mass fraction of the total cylinder mass, their impact on soot
formation seems notable.

To assess the influence of the final portion of the equivalence ratio dis-
tribution on particle formation, the distribution computed by CFD for B100
was provided as input to the particle model. In this case, a total of 14 zones
were identified exceeding the sooting threshold with a maximum 𝜑 value of
2.02 (1.93 in the case of the empirical model). Figure 6.22 shows that the
numerical model significantly overestimates the particle number density by
almost two orders of magnitude. The equivalence ratio distribution affects
the final results in different ways. The higher number of zone results in a
smaller temperature correction factor leading to larger particles. In addition,
the equivalence ratio computed by CFD simulations showed more fuel mass in
zones exceeding the sooting threshold (see Figure 5.12) which directly impacts
the final emission values. Although the shape of the PSD improves (the PSD
trend now spans all particle diameter values between 5.6 nm and 100 nm),
a larger disparity exists in total particle emissions values between numerical
and measured values.

The nature of the soot formation process occurring in the bulk gas com-
pared to the injector film zones are expected to be different. Soot formation
in the rich zones of the bulk gas are formed early on as the flame consumes
the unburned gas leading to diffusion-like combustion. In the injector film
zones, soot is formed by pyrolysis reactions in the burned gas region after the
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Figure 6.21: Particle size distributions of the four operating points. Numerical curves
show the sum of particles emitted from the gas phase and injector films.
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flame front has already passed. Compared to the bulk gas, lower OH and O2
concentratiosn are expected in the pyrolysis zone. Moreover, the temperature
in the pyrolysis zone is lower than the temperature in the richest zone (see
Figure 6.23) because these processes occur in the near-wall region, leading to
relatively less intense oxidation. These factors collectively contribute to the
differences observed.
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Figure 6.23: In-cylinder temperature (a) and OH concentration (b) in the richest and
pyrolysis zones for the B100 operating point.

6.5 Summary
The first part of this chapter was intended to portray the physical consider-
ations behind soot formation from injector films by means of optical engine
experiments. High-speed direct imaging of combustion and soot luminosity
were taken from two optical access points, the pent-roof and the piston bowl.
The effects of engine load and injection pressure on injector zone soot emissions
were outlined, emphasizing the interplay between engine parameters and com-
bustion dynamics. At higher engine loads, larger sooting flame was observed
at the injector tip signifying a greater wetted area when injected fuel mass is
increased. Furthermore, increasing injection pressure was shown to decrease
soot formation from the injector tip likely linked to the higher momentum of
the fuel leading to lower fuel deposition.

From the observations of the engine experiments, an existing injector film
evaporation model in literature was modified to account for the physical as-
pects of the film formation and evaporation processes. A correlation was found
between the surface area for evaporation and the product of the injected fuel
mass and Weber number. In this way, engine load and injection pressure
variations are accounted for in the model affecting the final fuel film mass
remaining at SOC.
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The remnant fuel film mass is then passed to the particle formation model
to evaluate engine-out particle emission. At high engine load conditions, par-
ticle diameters in the accumulation mode were shown to be overestimated
compared to measurements, leading to an overestimation of soot mass con-
centration. This discrepancy was attributed to the method used to compute
the temperature correction factor of the injector zone, which fails to account
for enrichment, resulting in an excessive reduction of temperature and larger
average particle size. Transitioning from 2000 rpm to 3000 rpm under con-
stant engine load revealed an increase in the concentration of particles in the
accumulation mode, attributed to a decreased duration for particle growth
processes, particularly coagulation. A sensitivity analysis on parameters rel-
evant to soot, such as the temperature correction factor and the initial fuel
molar fraction, highlights the necessity of calibrating several parameters in
the numerical model, given the inherent simplifications of the 0D approach
used.

The complete PSD was then built by summing the contributions of gas
phase inhomogeneities and injector tip wetting. The numerical model showed
a suitable agreement with measured values and highlighted the different phys-
ical aspects associated with particle morphology from the two sources. Soot
formation from injector films occur via pyrolysis reactions in the burned gas,
leading to lower oxidation rates and larger particles compared to soot for-
mation from rich pockets in the bulk gas. This difference was supported by
differences in oxidation rates exhibited between the injector pyrolysis zone and
the richest zone in the gas phase.
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Chapter 7

Spray-wall interaction

The third pathway to soot formation is discussed in this chapter. Initially,
optical engine experiments are introduced to shed light on the physical phe-
nomena driving spray-wall interaction. Subsequently, a simplified spray model
is explained, essential for computing the relative distance between spray evo-
lution and combustion chamber walls. The modeling methodologies for film
deposition and evaporation are then detailed, outlining the strengths and lim-
itations of the models. Finally, the chapter concludes with an examination of
the extent to which this pathway contributes to soot formation.

7.1 Optical engine experiments
A brief overview of the results obtained from a SoIe sweep carried out on
the optical engine, whose characteristics have been previously presented in
Chapter 6, will be shown here.

Particle number and mass concentrations are first compared at a SoIe of
-330 ∘CA for three different injection pressures. At this injection timing, the
distance between the piston and the injector is short, hence, spray contact with
the wall is likely to occur. Figure 7.1 shows the spray evolution for the different
injection pressures. The red contour depicts the envelope of the liquid spray as
seen through the pent-roof window. The spray at the highest injection pressure
penetrates the fastest due to the higher momentum. Higher injection pressure
cases may then result in a greater fuel deposition on the piston surface. This
observation aligns with the particle number and mass trends when moving

147
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from 60 bar to 120 bar of injection pressure (see Figure 7.2). However, the
case at 180 bar demonstrated lower particle emission values compared to 120
bar, likely from improved atomization yielding smaller-diameter droplets than
those at 120 bar. This would facilitate film evaporation and lower fuel film
mass at the start of combustion. Moreover, owing to the higher droplet Weber
number, a greater mass is likely to rebound, contributing to an overall lower
film mass deposition on the piston surface.

60 bar 120 bar 180 bar

Figure 7.1: Spray evolution for different injection pressures at 4 ∘CA aSoIe captured
from the pent-roof window.
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Figure 7.2: Particle number and mass concentrations at different SoIes and injection
pressures.

At -270 ∘CA, spray-wall impingement is reduced as the piston is farther
downward at this timing, lowering the particle number and mass concentra-
tions for the higher injection pressure cases. However, valve wetting is in-
evitable as the intake valve is around its maximum lift. This would be true
for all cases of injection pressure and is probably why there is no noticeable
decrease for the lowest injection pressure case. By SoIe of -210 ∘CA, it would
be safe to say that spray-wall interaction becomes much less significant and
only constrained to a few cycles. The particle emission results remain compa-
rable to values at -270 ∘CA due to contributions from other sources, such as
injector tip wetting and mixture inhomogeneity. Further delaying the SoIe to
-150 ∘CA shows a noticeable increase for the 60 bar case while values remain
almost the same for 120 and 180 bar. This is likely attributed to the longer
injection duration of the 60 bar case resulting in more contact with the piston
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as it moves upwards during the compression stroke. Mixture inhomogeneity
also becomes a significant contributor at this timing since a reduced time is
available for mixing. A visual representation is presented in Figure 7.3 to facil-
itate the interpretation of differences in durations among the various injection
pressures.
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Figure 7.3: Injection durations for the different injection pressures. Each case illus-
trates the injection duration in milliseconds, along with the EOI timing in ∘CA aTDC
for a SOI of -150 ∘CA.

At -90 ∘CA, all injection pressure cases show a significant increase in par-
ticle number and mass concentrations, as expected. At this very retarded
injection timing, the likelihood of spray-wall impingement rises. Mixture in-
homogeneity and injector film evaporation also play a role here since mixing
time and film evaporation time are highly reduced.

From the observed results, it could be said that soot induced from spray-
wall impingement depends on the interplay between injection timing and spray
velocity. Other parameters that could influence wall wetting, especially at low
load operation, is flash boiling, which in some cases could lead to spray col-
lapse thus extending the penetration length [1, 2]. The temperature of the
chamber also influences spray-wall impingement, with lower chamber temper-
atures, such as during cold starts, resulting in extended spray penetrations
and consequently increased wall wetting [3].

7.2 Overview of simplified spray model
Examining the spray evolution during the injection process is a widely studied
topic in engine research. Spray characteristics affect mixture formation and
spray-wall interaction, subsequently influencing combustion behavior. In the
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context of spray-wall interaction, spray development in the gas phase needs to
be computed to assess whether contact with the wall occurs or not. Different
spray models with varying level of detail exist ranging from simple empirical
equations to more complex three-dimensional computational fluid dynamics
approaches. Empirical correlations rely on experimental observations offering
advantages in terms of simplicity, although being only applicable to certain
conditions and injectors [4, 5]. Those correlations are often limited to pro-
viding information on spray macroscopic variables, such as spray penetration,
although some also include spray microscopic details, such as the sauter mean
diameter. Other more complex fluid dynamics approaches consider two-phase
flows, liquid and gas. This can be done by considering both fields as continu-
ous, as in the Eulerian-Eulerian approach, or considering the liquid phase as
discrete and dispersed in the continuous gas phase, termed as the Eulerian-
Lagrangian approach. An example of the latter is the Discrete Droplet Method
(DDM) [6], where the liquid phase is represented by a finite number of parcels
consisting of droplets having the same properties, such as velocity and size.
The parcels are tracked in the Eulerian field and evolve based on the interac-
tion with the gas phase. The approach has been widely used to model gasoline
direct injection under different operating conditions and fuels [7, 8].

In this sub-model, the Eulerian-Lagrangian methodology is employed to
track the evolution of liquid fuel within the gas phase. This involves solving
conservation equations for mass, momentum, and energy for individual liquid
parcels, each assumed to possess uniform temperature and composition. Due
to the neglect of droplet atomization and breakup, an assumption is necessary:
a finite number of droplet diameters is defined, derived from the calculated
SMD value under the specified operating condition, effectively representing
the entire droplet population within the spray (as will be explained later in
more detail). Consequently, the conservation equations are solved for each
defined droplet diameter. The treatment of liquid droplets and the gas phase
is segregated, with thermal equilibrium assumed at their interface. Gas phase
properties are defined using a Cantera gas object to specify thermodynamic
and transport properties. Evaporation in the liquid phase is modeled through
a mass-based diffusion approach. Additionally, the fuel injection is assumed
to occur within a quiescent environment.

7.2.1 System of equations

A system of ordinary differential equations (ODEs) are developed for the liquid
droplet to compute its position, mass, velocity, and temperature. The system
of equations are solved by the built-in MATLAB ODE solver called ode15s.
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Mass conservation

The rate of change of a droplets mass is equal to the evaporation rate mass
flow rate 𝑚̇𝑒𝑣𝑎𝑝:

𝑑𝑚𝑑

𝑑𝑡
= −𝑚̇𝑒𝑣𝑎𝑝 (7.1)

where the negative sign indicates a loss of mass due to evaporation. The
evaporating mass flow rate is defined based on the Spalding mass transfer
number 𝐵, according to the following:

𝑚̇𝑒𝑣𝑎𝑝 = 𝜋𝑑𝑑𝐷𝜌𝑣𝑆ℎ𝐵 (7.2)

where 𝑑𝑑 is the droplet diameter, 𝐷 is the diffusion coefficient, 𝜌𝑣 is the vapor
fuel density, and 𝑆ℎ is the Sherwood number. The Spalding number 𝐵 is
defined as:

𝐵 = 𝑌𝑓,𝑠 − 𝑌𝑓,∞
1− 𝑌𝑓,𝑠

(7.3)

where 𝑌𝑓,𝑠 is the vapor fuel mass fraction at the droplet surface at saturation
conditions and 𝑌𝑓,∞ is the vapor fuel mass fraction in the far field. The fuel
vapor mass fraction at the droplet surface is obtained by assuming ideal gas
behavior and can be computed according to Equation 7.4 and Equation 7.5.
This evaporation model is valid for evaporating conditions without flash boil-
ing. Under flash boiling conditions, the fuel mass fraction at the surface of
the droplet would approach unity leading to non-physical evaporation rates.
The consideration of flash boiling requires the consideration of other evapora-
tion models, such as the Adachi-Rutland flash boiling model [9, 10], into the
framework which is out of the current scope.

𝑋𝑓,𝑠 = 𝑝𝑣(𝑇𝑠)
𝑝𝑔

(7.4)

𝑌𝑓,𝑠 = 𝑀𝑓

𝑀𝑓 + 𝑀𝑎( 1
𝑋𝑓,𝑠
− 1)

(7.5)

A saturation state is assumed to exist at the droplet surface and the lo-
cal partial vapor pressure is equal to the droplets saturation vapor pressure.
Hence, 𝑝𝑣 is the vapor pressure of the liquid at its surface temperature 𝑇𝑠,
which is equal to the droplet temperature since it is considered to be uniform.
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The Extended Antoine equation, taken from Poling et al. [11], is used for the
vapor pressure. 𝑝𝑔 is the ambient pressure of the gas and thus is equal to the
in-cylinder pressure. The conversion from molar fraction to mass fraction is
then carried out by considering the molecular weight of the fuel 𝑀𝑓 and air
𝑀𝑎.

Energy conservation

Solving the energy equation is necessary for computing the droplet temper-
ature. The change in droplet temperature depends on the heat flow rate
between the ambient gas and the droplet surface 𝑄̇𝑑 and the latent heat of
vaporization 𝐻𝑣, as shown below:

𝑚𝑑𝑐𝑝,𝑙
𝑑𝑇𝑑

𝑑𝑡
= 𝑄̇𝑑 −△𝐻𝑣𝑚̇𝑒𝑣𝑎𝑝 (7.6)

The heat flow rate 𝑄̇𝑑 is calculated by:

𝑄̇𝑑 = 𝛼𝐴𝑠(𝑇∞ − 𝑇𝑠) (7.7)

where 𝛼 is the convective heat transfer coefficient, 𝐴𝑠 is the droplet surface
area, 𝑇∞ is the gas temperature and 𝑇𝑠 is the droplet surface temperature. 𝛼
is computed from the Nusselt number (Nu) [12]:

𝑁𝑢 = 𝛼𝑑𝑑

𝜆𝑔
= 2 + (0.4

√
𝑅𝑒 + 0.06 3√

𝑅𝑒2) 3√
𝑃𝑟 (7.8)

where 𝜆𝑔 is the gas thermal conductivity computed by Cantera.
The latent heat of vaporization 𝐻𝑣 is calculated according to the Watson

relation which accounts for the influence of temperature and can be found in
the book of Poling et al. [11].

Momentum conservation

The droplet motion within the ambient gas is slowed down to a drag force
that is exerted on it. The drag force can be computed according to:

𝐹𝐷 = 𝑐𝐷
𝜌𝑔𝑢2

𝑑𝐴𝑠

2 (7.9)

where 𝑐𝐷 is the drag coefficient calculated according to [13]:
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𝑐𝐷 =
{︃

24
𝑅𝑒(1 + 0.15𝑅𝑒0.687) for 𝑅𝑒 ≤ 1000,
0.44 for 𝑅𝑒 > 1000.

(7.10)

The conservation equation for momentum can then be written as shown
in Equation 7.11, where the negative sign indicates a deceleration due to the
drag force.

𝑑𝑢𝑑

𝑑𝑡
= −𝐹𝐷

𝑚𝑑
(7.11)

The droplet penetration can then be computed from the knowledge of its
velocity according to:

𝑑𝑆𝑑

𝑑𝑡
= 𝑢𝑑 (7.12)

All gas properties are computed by the 1
2 -rule taken at the following ref-

erence conditions [14]:

𝑇𝑟𝑒𝑓 = 𝑇𝑠 + 1
2(𝑇∞ − 𝑇𝑠) (7.13)

𝑌𝑓,𝑟𝑒𝑓 = 𝑌𝑓,𝑠 + 1
2(𝑌∞ − 𝑌𝑓,𝑠) (7.14)

Solving the ODEs

The system of ODEs are then developed for each droplet diameter and injected
with an initial velocity calculated according to the theoretical Bernoulli ve-
locity and the velocity coefficient:

𝑢𝑑,0 = 𝐶𝑣 · 𝑢𝑏𝑒𝑟𝑛𝑜 with 𝑢𝑏𝑒𝑟𝑛𝑜 =
√︃

2△𝑝

𝜌𝑙
(7.15)

The injection event is divided into different intervals to account for the
changing boundary conditions the droplets would be exposed to. At each in-
terval, all the diameter classes are injected into the cylinder and are subjected
to ambient conditions that are averaged over a time interval equal to the injec-
tion duration (i.e. 𝑡𝑖 +△𝑡𝑖𝑛𝑗). The differential equations are solved for each
diameter until ignition timing or complete evaporation, whichever happens
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first. The output of the spray model would then be vectors 𝑚𝑑, 𝑆𝑑, 𝑢𝑑, and
𝑇𝑑 for each droplet diameter and injection step.

Solving the system of equations is only representative of the respective
droplet diameter evolution. However, it does not have any information about
the total injected mass. To scale the diameter classes to the complete spray
mass, the information of the droplet size distribution is used where each
droplet diameter is weighted according to its probability. As mentioned ear-
lier, the injection period is divided into several injection steps (𝑁𝑠𝑡 = 𝑡𝑖𝑛𝑗

△𝑡𝑠𝑡
)

with an injected mass △𝑚𝑠𝑡. This mass is then divided by the number of
orifices to obtain the injected mass per orifice and per injection step. To ob-
tain the injected mass for each diameter class, the number of droplets for each
diameter class is first obtained. The total number of droplets injected at each
time step are first obtained:

𝑁𝑑,𝑠𝑡 = △𝑚𝑠𝑡

𝑚̄𝑑
(7.16)

where 𝑚̄𝑑 is the average droplet mass computed from the volume-averaged
diameter of the droplet size distribution:

𝑚̄𝑑 = 𝜋

6 𝜌𝑙𝑑
3
30 with 𝑑30 =

(︃∑︀𝑛𝑐𝑙𝑎𝑠𝑠
𝑖=1 𝐺(𝑖) · 𝑑3

𝑖∑︀𝑛𝑐𝑙𝑎𝑠𝑠
𝑖=1 𝐺(𝑖)

)︃1/3

(7.17)

The probability of each diameter can then be applied in order to obtain
the number of droplets injected per diameter class, injection step, and orifice
(𝑁𝑑,𝑖) according to:

𝑁𝑑,𝑖 = 𝐺(𝑖) · 𝑁𝑑,𝑠𝑡

𝑁𝑜𝑟𝑖𝑓
(7.18)

The injected mass per injection step, orifice, and diameter class (𝑚𝑑,𝑖) can
then be computed:

𝑚𝑑,𝑖 = 𝑁𝑑,𝑖 ·
𝜋

6 𝜌𝑙𝑑
3
𝑖 (7.19)

The knowledge of the total injected mass per diameter class is essential
to the spray-wall impingement model since droplet diameters influence the
behavior of wall interaction.

The droplet position in the 3D space can be computed with the knowledge
of the location and orientation of each injector orifice within the engine:
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𝑥⃗𝑑 = 𝑥⃗𝑜𝑟𝑖𝑓 + 𝑆𝑑(𝑡) · 𝑑𝑜𝑟𝑖𝑓 (7.20)

where 𝑥⃗𝑜𝑟𝑖𝑓 is the location of an orifice and 𝑑𝑜𝑟𝑖𝑓 is the direction vector. The
axial spray distance can then be extracted and compared with the instanta-
neous piston position to identify whether impact has occurred or not. The
distance to the liner can also be computed with the knowledge of the cylinder
bore and the radial distance of the droplet 𝑟𝑑.

𝑟𝑑(𝑡) =
√︁

𝑥2
𝑑 + 𝑦2

𝑑 (7.21)

The impacted mass per time step and diameter is then transferred to
the spray-impingement model along with the information of droplet velocity
and temperature at the moment of impingement, as will be described in the
following section.

7.2.2 Droplet size distribution

Since no atomization or breakup modeling is included in the simplified spray
model, the droplet size distribution is predefined as a function of the SMD, as
previously mentioned. The SMD represents the diameter of a sphere having
the same volume-to-area ratio of the population of droplets. In this study, it
is calculated according to the correlation of Merker et al. [15]:

𝑆𝑀𝐷 = 6156 · 10−6𝜈0.385
𝑙 𝜌0.737

𝑙 𝜌0.06
𝑔 △𝑝−0.54

𝑖𝑛𝑗 (7.22)

where 𝜈𝑙 is the liquid kinematic viscosity, 𝜌𝑙 is the liquid density, 𝜌𝑔 is the
ambient gas density, and△𝑝𝑖𝑛𝑗 is the difference between the injection pressure
and in-cylinder gas pressure.

The droplet size distribution is then computed according to the method
developed in the KIVA program [16] (taken from [12]) by first defining a min-
imum and maximum droplet diameter and dividing the range into a number
of diameter classes 𝑛𝑐𝑙𝑎𝑠𝑠.

𝑑𝑖 =
{︃

𝑑𝑚𝑖𝑛 for 𝑖 = 1,

𝑑𝑖−1 + 𝑑𝑚𝑎𝑥−𝑑𝑚𝑖𝑛
𝑛𝑐𝑙𝑎𝑠𝑠−1 for 𝑖 > 1.

(7.23)

The number of droplets allocated to each diameter class is determined
using a distribution function 𝐺(𝑖). This allocation is necessary to achieve the
initially computed SMD.
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𝐺(𝑖) = 𝑑3
𝑖

6𝑑4 · 𝑒𝑥𝑝(−𝑑𝑖

𝑑
) with 𝑑 = 1

6𝑆𝑀𝐷 (7.24)

The minimum and maximum diameters chosen here are 1 𝜇m and 50 𝜇m,
respectively, similarly to Frommater [12]. Even though the probability of
larger droplets existing in the spray is low, impact on wall wetting would
be significant since they encompass a larger mass compared to their smaller
counterparts.

7.2.3 Spray model validation

Experimental visualizations of a GDI spray in a constant volume chamber were
used to validate the spray model. The measurement campaign was carried
out by a previous PhD student at CMT – Clean Mobility & Thermofluids
[17]. A 6 orifice Continental GDI injector was used, whose characteristics are
summarized in Table 7.1. Iso-octane fuel was injected into a vessel made up
of four 180 mm quartz windows allowing for the implementation of optical
diagnostics.

Table 7.1: Injector characteristics.

Injector Continental
Number of orifices 6
Orifice geometry circular
Nozzle geometry conical
Orifice diameter 170 𝜇m
Orifice length 444 𝜇m
Orifice drill angle 0∘

L/D ratio 2.6
Spray umbrella angle 70∘

The test matrix chosen to validate the spray model involved a variation
of rail pressure, back pressure, and ambient temperature. For more details
on how these parameters are controlled in the vessel, the reader is referred to
Bautista’s doctoral thesis [18]. The test matrix is further depicted in Table 7.2.

Since the measurements were carried out under fixed ambient conditions,
the boundary conditions for the simulations were kept constant. This simpli-
fies the calculation since only one injection step is required. Figure 7.4 plots
the penetration trends of the four operating conditions tested. The experi-
mental curves are depicted in blue along with the standard deviation, whereas
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Table 7.2: Test characteristics.

Parameter Value Units

Rail Pressure (Pr) 150/250 bar
Back pressure (Pb) 0.5/1 bar
Ambient temperature 50/100 ∘C
Fuel temperature 25 ∘C
Energizing time 0.8 ms
Repetitions per test 10 -

the mass averaged numerical spray penetration in orange. A mean value of
the spray penetration is obtained by weighting the penetration values of the
diameter classes with their respective masses. This is a common method, es-
pecially in 3D CFD codes, where the maximum spray length is defined by
setting a threshold based on mass. Both penetration values are taken along
the spray plume axis.

A shorter spray length is evident in all operating points, although the sim-
plified spray model shows a good response to changes in chamber conditions.
For instance, the increase in spray velocity due to a higher injection pressure
is captured by the model. No significant change is evident when increasing
chamber temperature and an increase in penetration is observed when cham-
ber backpressure is reduced, in both the experimental and numerical trends.
The lower spray penetration is likely attributed to two main simplifications in
the spray model, which were also noted in Frommater’s thesis [12]. First, the
fuel mass fraction in the ambient gas (𝑌∞) is set to zero leading to a larger
gradient of fuel mass fraction between the droplet surface and the surrounding
environment. This might not be true in reality since the spray could re-entrain
air and fuel vapor. However, due to the poor evaporative conditions in most
of the tests, this is not likely to be the main reason behind the shorter pene-
tration. Second, the drag force the droplets are subjected to does not account
for the presence of other droplets with different diameters. In a real spray, the
smaller droplets would be shielded by the larger ones that penetrate faster.
Larger droplets then absorb most of the drag force thus enabling the smaller
droplets to penetrate faster.

To account for the shielding effect larger droplets create on smaller ones,
Frommater used non-linear regression analysis based on three supporting
points. The result of the analysis is a correction factor for the drag coeffi-
cient, reducing it in a progressive way for smaller droplets. The function has
the following form:
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Figure 7.4: Numerical vs experimental spray penetration for four different chamber
conditions.

𝑓𝐷(𝑑𝑖) = 𝑓𝐷,𝑚𝑖𝑛 + 𝑎1 · exp(𝑎2 · 𝑑𝑖) (7.25)

The same function has been utilized in this work with changes to the pa-
rameters 𝑓𝐷,𝑚𝑖𝑛 and 𝑎1 to better fit the available experimental data. The val-
ues adopted in this work were 0.3 for 𝑓𝐷,𝑚𝑖𝑛, 6.8841e-04 for 𝑎1, and 0.13851 for
𝑎2. The new drag coefficient is then calculated for each droplet diameter based
on the factor 𝑓𝐷. The new values were obtained by a simple sensitivity anal-
ysis on one of the operating conditions (Tg=50 ∘C, pg=1 bar, pinj=150 bar).
The results of the modified drag coefficient are shown in Figure 7.5. Reducing
the drag coefficient increases the penetration of the droplets as expected and
results in a better agreement with the experimental measurements. However,
this adjustment leads to a slight overestimation of penetration velocity during
the initial stages of injection. Nonetheless, this is not critical as impingement
is anticipated to occur at later timings. The spray model reliability is thus
improved and can now be coupled with the spray-wall impingement model,
which will be explained in the following section.
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Figure 7.5: Numerical vs experimental spray penetration for four different chamber
conditions after modifying drag coefficient.

7.3 Spray-wall impingement
There is a large database in literature investigating fundamental spray-wall
impingement phenomena, usually in controlled environments [19–22]. These
conditions are close to practical applications of GDI sprays within ICEs. Fun-
damental studies provide detailed assessments of impingement characteristics
which could be transferred to actual engines. For instance, it is recognized that
higher injection pressures increase the impact area and velocity of droplets,
while also enhancing the flux of small-sized droplets that can be vaporized
more easily [23]. The impact features are significantly influenced by both the
momentum of the spray upon collision and the angle of inclination at impact
[24], which in turn affects secondary droplet characteristics [25]. Additionally,
longer injection durations have shown to increase film mass deposition, which
motivated researchers to adopt split injection strategies [26].

Modeling film dynamics involves the characterization of different regimes,
which include splash, stick, spread, and rebound, depending on various crite-
ria. The criteria are typically based on dimensionless numbers, such as the
Weber number of the droplet. For instance, the splash criterion is defined
based on a threshold value of the Weber number, or based on more complex
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parameters accounting for local film thickness [27]. The Kuhnke model de-
fines the regimes based on a K parameter that is a function both the Weber
and Laplace numbers [28], and further distinguishes between dry and wet wall
conditions. In the current framework, the model of Bai and Gosman [29]
was adopted to model impingement characteristics and compute the total im-
pacted mass. The model has been validated with experimental measurements
and is widely used in modeling spray-wall interaction for ICE applications.
The formulations of the model are detailed in the following section.

7.3.1 Bai-Gosman formulations

The model has been developed based on single droplet impact studies. It
identifies the regimes based on parameters, such as droplet velocity, diameter,
temperature, incidence angle, and fluid properties such as viscosity and surface
tension. In the context of this work, impact on a dry wall is considered
and wall temperature influence on impact characteristics are neglected due to
uncertainties in wall temperature values. On the basis of the droplet Weber
number, three regimes are identified:

Stick: 𝑊𝑒𝑛 ≤ 2 (7.26)

Spread: 2 < 𝑊𝑒𝑛 ≤𝑊𝑒𝑐 (7.27)

Splash: 𝑊𝑒𝑛 > 𝑊𝑒𝑐 (7.28)

where 𝑊𝑒𝑛 is the normal impact Weber number defined as:

𝑊𝑒𝑛 = 𝜌𝑙𝑢
2
𝑛𝑑𝑑

𝜎𝑙
(7.29)

and the 𝑊𝑒𝑐 is the critical Weber number defined as:

𝑊𝑒𝑐 = 2360 ·𝑂ℎ0.36 (7.30)

where 𝑂ℎ is the Ohnesorge number. Slow droplets, with very low impact
energy, adhere to the wall within the stick regime and are directly added to
the wall film mass. Within the spread regime, the droplets impact the wall
with moderate velocity and spread. The masses of these droplets are also
summed up to the existing wall film mass. In the splash regime, droplets have
a higher impact energy and some of the mass is rebounded. The ratio of the
rebounded mass with respect to the incoming mass is defined in a stochastic
way:
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𝑚𝑠𝑝𝑙𝑎𝑠ℎ

𝑚𝑖𝑛𝑐𝑜𝑚𝑒
= 0.2 + 0.6 · 𝑎 (7.31)

where 𝑎 is a random number between the interval (0,1). The splashed mass is
then subtracted from the initial incoming mass to yield the mass that becomes
part of the liquid film. In the model of Bai-Gosman, the splashed mass is
broken up into secondary droplets, however, for simplification purposes, those
secondary droplets are assumed to evaporate instantaneously and become part
of the gas phase.

7.3.2 0D model comparison with CFD

The calibrated 0D spray model was integrated into the engine simulation to
replicate spray evolution within the engine across the operating points cou-
pled with the spray-wall impingement model. This impingement model was
seamlessly integrated into the framework without additional calibration. It
is important to emphasize that comparing the 0D model to CFD will be
qualitative, given the reliance of spray-wall impingement models on empir-
ical correlations. Additionally, the CFD spray model was configured with
default parameters due to lack of experimental data, meaning that neither
spray penetration nor deposited mass have undergone validation against mea-
surements. Nevertheless, evaluating the 0D model’s ability to replicate trends
across varying engine conditions remains valuable.

Figure 7.6 compares the total deposited mass on the piston and liner. This
mass consists of droplets that are within the stick regime and the portion of
mass that remains on the wall in the splash regime. Regarding the piston
wall, the 0D model captures the trend exhibited by the CFD model, as shown
in Figure 7.6a. Deposited mass increases at higher loads with higher fueling
rates and longer injection durations. The advanced injection timing at higher
loads results in a reduced distance between the injector tip and piston during
injection, thus favoring impingement. The model also captures the decrease in
deposited mass when moving from 2000 rpm to 3000 rpm, more pronouncedly
at higher load (A100 to B100). This decrease could be attributed to the
increased spray momentum when coming into contact with the piston wall,
due to higher injection pressures, which leads to a greater fraction of droplets
that rebound off of the wall. CFD simulations depict comparable deposited
mass values for the liner whereas no impact with the liner is detected by the
0D model for most cases except for B50. A possible reason for this could
be due to a difference in spray penetration between the 0D model and CFD,
which could also explain the smaller values of piston deposited mass observed
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in all cases. These values could thus be improved by calibrating the 0D spray
model taking CFD simulations as a reference. However, this would further
add a level of uncertainty since the spray behavior in the CFD model has not
been validated with experimental measurements.
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Figure 7.6: Total deposited mass on piston (a) and liner (b). Asterisks denote the
absence of impingement.

7.4 Film evaporation
Wall film evaporation is induced by the hot surfaces in the combustion cham-
ber and by the ambient gas. Heat is transferred to the liquid film by con-
duction from the wall and convection from the gas phase above the film.
Additionally, vaporization due to a mass flux by diffusion from the wall film
to the bulk gas occurs according to the fuel concentration gradient between
the film surface and the gas. The net effect of these processes is a continuously
changing film thickness, surface area, and mass, throughout the cycle. In this
study, film evaporation is considered to take place at average film properties,
such as thickness, temperature, and impact velocity.

The mass transfer rate from the wall film to the bulk gas is calculated
using [30]:

𝑚̇𝑓𝑖𝑙𝑚,𝑔 = 𝐴𝑓𝑖𝑙𝑚
𝑆ℎ𝐿𝜌𝑔𝐷(𝑌𝑓,𝑓𝑖𝑙𝑚 − 𝑌𝑓,∞)

𝐿𝑐ℎ(1− 𝑌𝑓,𝑓𝑖𝑙𝑚) (7.32)

where 𝐴𝑓𝑖𝑙𝑚 is the area covered by the film, 𝑆ℎ𝐿 is the Sherwood number, 𝜌𝑔

is the density of the ambient gas, 𝐷 is the fuel/air binary diffusion coefficient,
𝑌𝑓,∞ is the fuel mass fraction in the gas above the film, 𝑌𝑓,𝑓𝑖𝑙𝑚 is the fuel mass
fraction at the film surface obtained from the Clausius-Clapeyron relation, and
𝐿𝑐ℎ is a characteristic length computed as 100 · ℎ̄𝑓𝑖𝑙𝑚 according to French et
al. [31]. The area of the wall film is calculated from the knowledge of the
current film mass and the average film thickness according to:
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𝐴𝑓𝑖𝑙𝑚 = 𝑚𝑓𝑖𝑙𝑚

𝜌𝑙(𝑇𝑑)ℎ̄𝑓𝑖𝑙𝑚

(7.33)

where 𝑚𝑓𝑖𝑙𝑚 is the current film mass, 𝜌𝑙 is the liquid density computed at the
average impact droplet temperature 𝑇𝑑, and ℎ̄𝑓𝑖𝑙𝑚 is the average film thickness
computed by the relation of Nagaoka et al. [32]:

ℎ̄𝑓𝑖𝑙𝑚 = 2 𝜎𝑙𝑣(𝑇𝑑)
𝜌𝑙(𝑇𝑑)𝑢̄2

𝑛

(7.34)

where 𝜎𝑙𝑣 is the surface tension between the liquid and vapor phase and 𝑢̄𝑛 is
the average normal impact velocity. The Sherwood number 𝑆ℎ𝐿 is calculated
by [33]:

𝑆ℎ𝐿 = 0.322𝑅𝑒1/2𝑆𝑐1/3 (7.35)

The fuel vapor mass fraction at the film surface 𝑌𝑓,𝑓𝑖𝑙𝑚 is obtained from the
molar fraction of fuel at the film surface computed according to:

𝑋𝑓,𝑓𝑖𝑙𝑚 = 𝑝𝑣(𝑇𝑓𝑖𝑙𝑚)
𝑝𝑔

(7.36)

where 𝑝𝑣 is the fuel vapor pressure calculated according to the Extended An-
toine Equation with iso-octane coefficients [11]. Here, the film temperature
at the surface, 𝑇𝑓𝑖𝑙𝑚, is constant and equal to the average temperature of the
droplets upon impact 𝑇𝑑.

Equation 7.32 is used under normal liquid evaporation conditions, in the
so-called complete wetting regime, where the wall temperature is less than the
fuel saturation temperature.

The vaporization rate of the wall film not only depends on the wall tem-
perature but also on the ambient gas thermodynamic conditions, especially on
the in-cylinder pressure that defines the film saturation temperature. Habchi
[34] developed a comprehensive liquid film boiling model for ICEs, which
distinguishes between three regimes based on the superheating temperature
△𝑇𝑤,𝑠𝑎𝑡 = 𝑇𝑤 − 𝑇𝑠𝑎𝑡. The limits of the regimes are defined by liquid satu-
ration temperature 𝑇𝑠𝑎𝑡, the Nukiyama temperature 𝑇𝑁 , and the Leidenfrost
temperature 𝑇𝐿. The last two temperatures are normally obtained from con-
trolled experiments that measure the droplet lifetime on a hot plate. The
droplet lifetime curve is shown in Figure 7.7.

When the wall temperature is between the saturation temperature and
Nukiyama temperatures (𝑇𝑠𝑎𝑡 < 𝑇𝑤 < 𝑇𝑁 ), the liquid becomes overheated
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Figure 7.7: Droplet lifetime depicting the four regimes [34].

and forms vapor bubbles in the cavities of the wall. These bubbles accelerate
the vaporization of the liquid film as seen by the reduction in the droplet
lifetime.

In Regime III (𝑇𝑁 < 𝑇𝑤 < 𝑇𝐿), the bubbles in the cavities may coalesce
and form larger vapor pockets in the liquid film. As a result, a vapor cushion
is formed that separates the film from the wall leading to a reduction in heat
transfer to the film from the wall. Consequently, droplet lifetime increases.

In Regime IV, or the Leidenfrost regime (𝑇𝑤 > 𝑇𝐿), heat conduction passes
through a fully developed vapor cushion and then to the liquid, resulting in a
relatively lower evaporation rate compared to the preceding regimes.

The physical aspects of the boiling regimes (II-IV) are governed by several
parameters. One of which is the dry fraction of the wall 𝛼𝑑𝑟𝑦, which is the
ratio of the cavities to the wetted area in the absence of boiling. This ra-
tio varies between 0 and 1, increasing when wall temperatures rises, reaching
about 0.7 to 0.9 when the wall temperature reaches the Nukiyama temper-
ature [34]. Another essential parameter is the length density of the contact
lines 𝐶𝑙𝑙𝑑, which affects the wetted area fraction 𝛽1 (will be shown shortly),
between the vapor cavities and the wall. Most of the evaporation takes place
on these lines according to the observations of Dhir [35](as cited in [34]). This
parameter increases in the Nucleate boiling regime as the bubble diameters
increase leading to a larger contact line with wall. It then decreases in the
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transition regime towards a minimum value at the Leidenfrost temperature
due to the formation of a vapor cushion and detachment of the vapor cavi-
ties from the surface. For a detailed description of the parameters and the
corresponding formulations, the reader is referred to the paper of Habchi [34].

The estimation of the Nukiyama and Leidenfrost temperatures is done as
a function of the gas pressure formulated based on the following expressions:

𝑇𝑐𝑟 = 𝑇𝑠𝑎𝑡 +△𝑇 (7.37)

△𝑇 =
{︃

𝑇𝑐𝑟|1 bar − 𝑇𝑏 if 𝑝𝑔 ≤ 1 bar
(𝑇𝑐𝑟|1 bar−𝑇𝑏)−𝐴

𝑇𝑐−𝑇𝑏
(𝑇𝑐 − 𝑇𝑠𝑎𝑡 + 𝐴) if 𝑝𝑔 > 1 bar

(7.38)

where 𝑇𝑐𝑟 represents either 𝑇𝑁 or 𝑇𝐿, 𝑇𝑏 and 𝑇𝑐 are the normal boiling tem-
perature and critical temperature, respectively. 𝐴 = 𝑚𝑎𝑥(1, 𝑇𝑐𝑟|1 bar) where
𝑇𝑐𝑟|1 bar represents the Nukiyama and Leidenfrost temperatures at 1 bar, and
are computed experimentally by lifetime curves of fuel droplets. The values
of 𝑇𝑁 and 𝑇𝐿 for iso-octane at atmospheric pressure are 395 K and 463 K,
respectively. With the knowledge of these temperatures, parameters such as
𝛼𝑑𝑟𝑦 can then be computed.

The rate of vaporization can then be calculated based on the aforemen-
tioned parameters, and parameters that are correlated with them, according
to the following formulation:

𝑚̇𝑓𝑖𝑙𝑚,𝑤 = 𝐴𝑓𝑖𝑙𝑚
𝛽1(1− 𝛼𝑑𝑟𝑦)𝑄𝑤𝑙 + 𝛽2𝛼𝑑𝑟𝑦𝑄𝑤𝑣𝑙

△𝐻𝑣,𝑠𝑎𝑡
(7.39)

where 𝛽1 is the fraction of the wetted area where most liquid vaporization
occurs, 𝛽2 is the fraction of dry area where the liquid film is separated from
the wall by a vapor cushion, 𝐻𝑣,𝑠𝑎𝑡 is the fuel latent heat of vaporization at
𝑇𝑠𝑎𝑡, 𝑄𝑤𝑙 is the heat flux per unit area between the wall and liquid in direct
contact calculated according to:

𝑄𝑤𝑙 = 𝜆𝑙,𝑠𝑎𝑡
𝑇𝑤 − 𝑇𝑠𝑎𝑡

ℎ𝑓𝑖𝑙𝑚
(7.40)

where 𝜆𝑙,𝑠𝑎𝑡 is the fuel thermal conductivity at the saturation temperature 𝑇𝑠𝑎𝑡.
𝑄𝑤𝑣𝑙 is the heat flux per unit area from the wall to the liquid through the vapor
cushion, which becomes more dominant over 𝑄𝑤𝑙 as the wall temperature
increases towards the 𝑇𝐿, and is calculated by:

𝑄𝑤𝑣𝑙 = 𝜆𝑣
𝑇𝑤 − 𝑇𝑓𝑖𝑙𝑚

𝛿𝑣
(7.41)
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where 𝜆𝑣 is the thermal conductivity of the vapor and 𝛿𝑣 is the thickness of
the vapor cushion. To get acquainted with the main derivations and to obtain
a more complete overview of the film boiling model, the reader is directed to
the work of Habchi [34].

By integrating the film evaporation model into the spray model and the
spray-wall interaction model, the third route to soot formation is finalized.
The sub-model computational span extends from the SOI until either com-
plete film evaporation or SOC, whichever occurs first. Any residual film mass
at SOC, if present, is subsequently transferred to the main particle model.
The residual fuel film mass undergoes analogous treatment to the injector tip
wetting model, utilizing the same temperature correction factor and initial
fuel molar fraction in the pyrolysis zone.

7.4.1 Film evaporation comparison with CFD

To evaluate the model’s capability in estimating the residual film mass at
the start of combustion, the evaporation rates calculated by the 0D model
are compared with those from the CFD simulation. Given the significance of
wall temperatures in film evaporation, it is crucial to acknowledge that the
prescribed wall temperatures in both the CFD and 0D simulations are de-
rived from the combustion diagnostic tool and are not directly measured in
the engine. These temperature values are averaged over cycles and depend on
empirical correlations embedded within the lumped model, which inherently
introduces uncertainties. Nevertheless, comparing the evaporation rates pro-
vides valuable information regarding the 0D model’s ability to account for the
physical aspects of film evaporation described previously. Final film mass val-
ues can then be assessed based on the contribution to overall particle emissions
with respect to measured values.

The film thickness is another crucial parameter affecting the rate of film
mass evaporation as it determines the surface area of the wall film. This thick-
ness is calculated considering factors like droplet velocity, surface tension, and
density (refer to Equation 7.34), but it doesn’t consider the spray cone angle
upon impact. As the spray evolves during injection, the spray plume widens
as it interacts with the surrounding gas. Consequently, sprays impacting on
the walls, such as those with very advanced timings, are likely to form a fuel
film with a smaller area compared to later impacts. Given that the film area
is inversely proportional to the film thickness, this suggests that early impacts
would result in a larger film thickness compared to delayed ones.

To address this phenomenon, Frommater [36] adjusted the film thickness
based on a correlation that relates impact time to a calibrated time limit value.
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A similar procedure is employed here, wherein an exponential function is used
for computing a film thickness multiplication factor based on impact time, as
seen in:

𝑓𝑡ℎ = 𝑚𝑎𝑥(18.571 · 𝑒𝑥𝑝(−5605 · △𝑡𝑖𝑚𝑝𝑎𝑐𝑡), 2.5𝑒− 3) (7.42)

where △𝑡𝑖𝑚𝑝𝑎𝑐𝑡 is the time between SOI and impact on the wall. A threshold
value is set to avoid excessive and unphysical reduction of film thickness for
very late impact times. The coefficients of the exponential function were
calibrated based on a comparison between the evaporation rates calculated by
the 0D model and CFD simulations.

The piston wall film evaporation rates for the four operating conditions
are shown in Figure 7.8. The evaporated mass is normalized by the maximum
deposited mass on the piston for each case. All cases show relatively good
agreement with the CFD simulations. Moreover, complete film evaporation
occurred for the cases at 2000 rpm whereas a residual film mass was detected
for both cases at 3000 rpm. The remaining film mass for the B50 case was
on the liner wall although a higher deposited film mass was detected on the
piston. The liner wall temperature is almost 50 K lower than the piston wall
temperature which makes wall-side evaporation, the more dominant evapora-
tion source, less effective. The B100 case had the residual film on the piston
surface since no contact with the liner occurred. Here, the time available for
evaporating the film is short and the evaporation rate enters the liquid film
evaporation regime, the regime with the longest droplet lifetime (Regime I),
much sooner than other cases. Although evaporation rates of the 0D model
and CFD are similar, the final absolute film mass value reached a stable value
during the compression phase in the CFD model, and even slightly increased,
possibly due to condensation from the bulk gas to the wall film. Due to the
uncertainties previously pointed out, the quality of the CFD simulations in
simulating wall impingement processes is limited. To further assess the qual-
ity of the CFD model and 0D model, the remaining fuel film mass is provided
to the particle model to evaluate the particle size distribution.

7.5 PN/PM based on wall film mass computed by
CFD and 0D model

Figure 7.9 provides a summary of the trends observed in particle number
and mass concentrations resulting from all the soot pathways investigated in
this study. In this context, "Numerical (gas)" pertains to rich zones obtained
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Figure 7.8: Normalized evaporated film mass from the piston computed by the 0D
model (orange) and CFD (blue) simulations. Values normalized by the maximum
deposited mass for each case.

from the equivalence ratio distribution, while "Numerical (injector)" refers to
injector tip wetting. The graphs on the right-hand side illustrate the particle
emissions emitted if the final wall film mass values (at SOC) calculated by
the CFD simulation were employed. Hence, the total emissions computed by
the numerical model encompass, on one hand, the aggregate emissions when
utilizing wall film values from the 0D model (depicted by orange bars), and on
the other hand, the total emissions when incorporating wall film values from
the CFD model (illustrated by green bars). An overestimation in both particle
number and mass can be observed when using wall film mass from CFD.
Nevertheless, it was mentioned that the CFD model is not completely reliable
as far as wall-impingement and film evaporation is concerned. The accuracy of
the CFD model could be improved be employing reactive simulations in order
to properly calculate wall temperatures. However, this implies a calibration
of the combustion model, which was out of the scope of this study. Wall film
values obtained by the 0D model are thus deemed reliable in this case since
the total particle emissions are in good agreement with measured values.

In the 0D model, a better agreement with measured values is obtained at
higher loads. At medium load conditions, the main source of particle emissions
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seems to be attributed to the injector, which results in an underestimation
of the measured values. Nevertheless, this offset is likely not due to wall
films, since medium load conditions operated with relatively more delayed
SOI timings. Optical experiments (see section 6.1 and section 7.1) also showed
almost no contribution from wall films at similar injection timings (-270 ∘CA)
further supporting this point.
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Figure 7.9: Particle concentration and mass concentration comparison between the
numerical model and measured values. Values are normalized by the measured particle
emissions at A50. Green bars represent particle emissions when using piston wall film
mass computed by CFD.

7.6 Summary
To wrap up this chapter, a few remarks should be highlighted. The plau-
sibility of the simplified spray model was demonstrated by comparison with
experimental data carried out in a constant volume vessel. A droplet diam-
eter distribution was implemented and considered to represent the complete
droplet population of the spray based on the Sauter Mean Diameter, which
was computed by an empirical correlation. An estimation of the diameter dis-
tribution was essential for the consequent wall-impingement model. With this
information, the spray conservation equations were solved to compute spray
relevant characteristics, such as penetration, velocity, mass, and temperature.
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The Bai-Gosman wall-impingement model was then incorporated into the
framework to model droplet impact dynamics. Comparison with CFD simu-
lations revealed that the 0D model is able to describe wall interaction with
sufficient accuracy. Total wall film deposited mass on the piston wall was
very similar to the computed values by the CFD model. Even though the
comparison here was qualitative, since both approaches rely on empirical for-
mulations, the 0D model presents itself as a valid tool for calculating wall film
mass deposition.

In order to consider the evaporation of film mass from the walls, a com-
prehensive boiling model was incorporated. Depending on the degree of wall
superheat, one of the four evaporation regimes, three of which involve boil-
ing, dictates the evaporation rate, thereby affecting the final film mass at the
start of combustion. The film height emerges as a critical parameter signif-
icantly impacting the evaporation rate. To accommodate the expansion of
spray width (cone angle), the film height was adjusted by a factor based on
the difference between the impact time and the start of injection. Comparing
the evaporation rates of 0D and CFD models yielded a satisfactory level of
agreement showcasing the ability of the 0D model to account for the physical
considerations involved in wall film evaporation.

Despite the consistency observed in evaporation rates, differences in final
film mass values result in varied particle emissions. The 0D model predicts
complete removal of the wall film for the 2000 rpm cases, thus no particle
emissions from wall films are accounted for. On the contrary, a residual fuel
film mass at SOC resulted lead to particle emissions from the liner and piston,
for the B50 and B100 cases, respectively. Nevertheless, the contribution of
wall films was less pronounced compared to the injector tip and gas phase
sources. CFD simulation predicts the presence of residual wall film in all cases,
leading to an overestimation of particle emissions. Due to uncertainties in wall
temperature specification, the evaporation behavior may yield unreliable mass
data, necessitating the examination of measured PN/PM values to evaluate
the model’s accuracy. In this context, the 0D approach demonstrates an
advantage, as total particle emissions align more closely with measured values,
highlighting that mixture inhomogeneity and injector tip wetting serve as
primary sources of soot formation for the tested operating points.
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Chapter 8

Model sensitivity to
parametric variations

This chapter explores the model applicability with respect to variations in
engine parameters, such as injection timing, injection pressure, and injector
tip temperature. By doing so, the sensitivity of the model to physical changes
associated with parameter variations is evaluated.

8.1 Injection timing sweep
The implications of SOI variation on engine-out particle number and mass
concentrations has been previously discussed in Chapter 2. Figure 8.1 plots
the change in particle emissions, along with the proportions of varying sources,
under five different injection timings. The base value corresponds to particle
emissions at A50 (2000 rpm and 9.4 bar BMEP) operating with a SOI of
-275 ∘CA. At the base operating point, particle emissions computed by the
model has been shown to be formed solely due to injector tip fuel films.

For advanced injection timings, both particle number and mass emissions
are reduced and almost completely eliminated at a SOI of -315 ∘CA. As SOI is
shifted to earlier timings, more time would be available for the evaporation of
the liquid fuel from the injector tip. However, at earlier timings, the distance
between the injector and the piston is reduced and more impingement is ex-
pected. Although more fuel mass is deposited on the piston at earlier timings
compared to the base case, only a minor contribution to overall emissions was
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evident as the piston film mass was almost completely evaporated at start of
combustion. Piston wall temperatures are generally higher than injector tip
wall temperatures resulting in improved evaporation rates from the wall-side.
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Figure 8.1: Particle number and mass concentrations for a SOI sweep around the
base value of -275 ∘CA. Base condition corresponds to the A50 operating point.

Delayed injection timings showed a consistent increase in injector-induced
particle emissions as evaporation time is shortened. Injector fuel films re-
mained the sole contributor even at SOI +60 ∘CA. Since the mixing time is
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shortened, mixture inhomogeneity increased as SOI was delayed, with more
zones exceeding the sooting threshold. Nevertheless, the particles formed in
gas phase were entirely eliminated due to oxidation processes.

Variations in injection timing are anticipated to have a more significant
impact on mixture uniformity at higher loads, which operate with higher fuel-
ing rates and longer injection durations. Specifically, at A100, advancing the
SOI by 20 ∘CA resulted in enhanced mixture quality at SOC. This improve-
ment is evidenced by the decrease in mixture-induced particles, as depicted in
Figure 8.2a. Furthermore, the reduction in injector-induced particles is also
observed due to analogous reasons outlined earlier for the A50 case. Both
reductions are illustrated in Figure 8.2b, where a decrease in both the ac-
cumulation and nucleation mode peaks are evident. Conversely, retarding
injection timing curtails the available mixing duration, consequently leading
to more regions surpassing the sooting threshold. At this operating point,
the cumulative contribution of mixture-induced particles to the particle num-
ber concentration remains predominant over that of injector-induced particles.
Similar to A50, advancing the injection timing resulted in a minor residual wall
film on the piston, thus exerting a minor influence on total particle emissions.
Hence, the model’s response to variations in injection timing is logical, indi-
cating that the sub-models are capable of accommodating the effects induced
by parameter sweeps.
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Figure 8.2: Particle number concentration (a) and particle size distribution (b) for
a SOI variation of ±20 ∘CA around the base value of -295 ∘CA. Base condition
corresponds to the A100 operating point.

8.2 Injection pressure sweep
Variations in injection pressure impact all pathways leading to soot forma-
tion, contributing to a versatile interaction among them. As indicated by
observations from optical engine images, lowering injection pressure may lead
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to diminished particle emissions for very advanced injection timings. This
outcome stems from diminished wall interactions with the descending piston,
which overshadow the negative influence of a decreased mixture quality, de-
rived from a longer injection duration and larger liquid droplets. At the same
time, a lower injection pressure could lead to a higher deposited fuel film on
the injector tip due to the lower spray momentum when exiting the nozzle.

The A50 operating point operates with the lowest injection pressure among
the investigated conditions in this study, set at 80 bar. Despite the relatively
low injection pressure, no particles are emitted from the gas phase due to
mixture inhomogeneity, nor are particles emitted from wall films. When the
injection pressure is raised to 100 bar, the injection mass flow rate increases,
resulting in a shorter injection duration. This allows more time for the evap-
oration of the deposited fuel film on the injector tip. On the one hand, this
effect, combined with a higher spray momentum, leads to a significant reduc-
tion in particle emissions. On the other hand, a greater amount of residual
fuel film remains on the combustion chamber walls, counteracting the benefits
of reduced injector tip sooting. Nevertheless, the overall effect is a decrease in
total emissions. Further increasing the injection pressure to 120 bar renders
the emitted particles from the injector tip negligible. Furthermore, no wall
film particles are evident at this pressure due to the higher impact energy
of the droplets. This primarily has two effects: at higher impact velocities,
a greater proportion of droplets rebound back to the gas phase due to their
higher Weber number. Additionally, the higher impact velocities lead to a
thinner wall film, resulting in a larger area of evaporation, as accounted for
by the assumptions of the wall film evaporation model.

Soot formation originating from gas phase inhomogeneities becomes promi-
nent at lower injection pressures, at 50 bar in this case. Several factors con-
tribute to a diminished mixture quality. Firstly, the injection velocity de-
creases, leading to reduced air entrainment into the spray, thereby exacerbat-
ing the mixing process. Secondly, the shorter mixing time resulting from the
prolonged injection duration worsens mixture formation, although this effect
may have a lesser impact compared to the former. On the injector side, the
decreased fuel momentum is expected to cause greater fuel deposition on the
tip, since the fuel exits the nozzle with less momentum and becomes more
prone to remain within the layer of deposits. The model addresses this by
considering a reduced area for evaporation, consequently leading to higher
fuel film mass at ignition.
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Figure 8.3: Particle number and mass concentrations for an injection pressure sweep
around the base value of 80 bar. Base condition corresponds to the A50 operating
point.
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8.3 Injector tip temperature sweep
As injector-induced particle emissions were observed to be the primary source
of soot emissions, particularly concerning soot mass, an examination of injec-
tion tip temperature variation was conducted. Due to the physical principles
accounted for by the injector tip evaporation model, increasing the tempera-
ture is expected to increase the heat transfer by conduction to the fuel film,
aiding in the evaporation of the film. This is depicted in Figure 8.4 where an
exponential dependency on injector tip temperature can be seen. Increasing
the injector tip temperature by 10% results in a significant reduction in injec-
tor tip sooting, whereas one order of magnitude increase is evident when the
injection tip temperature decreases by 10%.

As depicted in Figure 8.4, alterations in tip temperature solely impact
injector-induced particle emissions. However, it is plausible that spray char-
acteristics may also be influenced by tip temperature, potentially leading to
a different trend from the observed one here [1]. Furthermore, changes in
injection tip temperatures could prompt modifications in the deposit layer
on the injector tip. These ramifications are not accommodated for by the
sub-models within the modeling framework and necessitate further detailed
investigations.

8.4 Summary
A set of parametric variations have been implemented in this chapter high-
lighting the influence they have on overall particle emissions. The model
responded to parameter changes in a plausible way thus proving to be able
to account for the main physical aspects involved in sooting pathways. The
selected set of engine parameters for the sensitivity analysis were specifically
chosen to avoid the need for updated input variables. Modifying other pa-
rameters like engine speed, engine load, and ignition timing would impact the
combustion process, consequently altering input variables such as in-cylinder
pressure and temperature.

Injector tip wetting was the primary factor influencing particle emissions
during the medium load case (A50). Various strategies aimed at mitigating
emissions originating from this source were highlighted. Raising injection
pressure and injector tip temperature demonstrated significant decreases in
tip sooting. However, it is imperative to assess their concurrent effect on wall
wetting, which could counter the benefit of those strategies.
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Therefore, the comprehensive modeling tool emerges as a valuable asset
for exploring strategies aimed at reducing engine-out particle emissions, which
is to be a critical aspect in the future of engine development.
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Chapter 9

Conclusions and future works

This chapter provides a summary of the main scientific contributions of this
thesis. It outlines the key takeaways and emphasizes the main constraints
and limitations of the model. Additionally, future directions are suggested to
broaden the applicability of the modeling tool.

9.1 Summary and conclusions
The main objective of this study was to develop a detailed and computation-
ally efficient modeling tool to estimate particle emissions from modern turbo-
charged gasoline direct injection engines. This endeavor aimed to establish a
virtual platform for particle testing, facilitating the evaluation of engine-out
particle emissions under steady-state operating conditions. To achieve this
goal, physical sub-models were integrated to address three primary sooting
pathways: mixture inhomogeneity, injector tip wetting, and spray-wall im-
pingement. The outputs from the sub-models were integrated with a chemical
kinetics solver, which is integrated with the Method of Moments, to evalu-
ate gas-phase species profiles. These profiles were subsequently fed into a
stochastic particle dynamics solver to estimate particle number, mass, and
size distributions. Engine thermodynamic variables, including pressure and
temperature profiles, were acquired from a combustion diagnostic tool that
processes the measured in-cylinder pressure. Alternatively, a 1D engine model
could also provide the required input variables.
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In order to distinguish between sources of particle emissions, an extensive
review of the literature highlighted that particles formed through different
pathways typically display distinct characteristics, particularly in terms of
size. It was found that early injection strategies, which result in significant
piston wetting, tend to produce larger soot particles compared to delayed
injections. This delay often leads to an elevation in the number of smaller
particles, referred to as the nucleation mode.

In all four operating points examined in this study, the measured particle
size distribution of the engine displayed a bi-modal shape, featuring one peak
in the nucleation mode and another in the accumulation mode. The relative
proportions of the two peaks shifted as the engine transitioned from medium
to high load, with the nucleation mode becoming more prominent. Conse-
quently, the dynamics of soot formation pathways undergo changes as engine
parameters are adjusted to meet specific operating conditions. Thus, the nu-
merical model must consider the physical aspects of soot sources to effectively
address soot formation across various conditions.

Mixture quality was evaluated by analyzing the equivalence ratio distribu-
tion at ignition. Two methods for computing these distributions were exam-
ined. Initially, a 1D spray model (DICOM) was integrated into a MATLAB
environment for direct incorporation into the main modeling framework. How-
ever, this model exhibited limitations, particularly in its tendency to overpre-
dict mixture formation post-end of injection. To rectify this issue, significant
reductions in the spray cone angle were required to slow down the mixing
process, ultimately achieving better agreement with CFD simulations at ig-
nition. Despite these adjustments, no clear correlations with injection and
mixing parameters were identified, prompting the conclusion that an alterna-
tive approach was necessary.

Consequently, an empirical approach was adopted to calculate the equiv-
alence ratio distribution, leveraging an inhomogeneity index dependent on
three dimensionless numbers: Weber, Reynolds, and mixing time. Follow-
ing the calibration of adjustable parameters, this formulation demonstrated
improved sensitivity to changes in operating conditions, exhibiting commend-
able agreement with CFD distributions. Within the multi-zone framework, the
equivalence ratio distributions were partitioned into multiple zones surpass-
ing the sooting threshold, where a detailed chemical mechanism facilitated
the computation of soot precursors. Under high load conditions, where a
fuel enrichment strategy was implemented, an increased number of rich zones
were observed. Notably, in conditions where particles were formed, the par-
ticles aligned with the first peak of the PSD. A comparison with measured
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values revealed a closer agreement with nucleation mode particles, with only
a marginal contribution of those particles to soot mass. During the initial
phase of particle formation, soot mass was found to be primarily affected by
in-cylinder gas temperature, with OH as the predominant oxidation species.
Additionally, the numerical particle size distribution demonstrated the im-
pact of the equivalence ratio on particle size, where higher 𝜑 values led to
larger particles due to elevated peaks in nucleation rates, thereby resulting in
increased coagulation rates.

Since the measured PSD was only partially represented by mixture-induced
particles, injector films were hypothesized to complement these particles pri-
marily in the accumulation mode. For this purpose, an analytical injector
film evaporation model was implemented to compute the film mass evolution
from end of injection to ignition. Optical engine experiments revealed that
increasing engine load resulted in higher injector-induced soot formation due
to higher fuel mass remaining on the injector tip aEOI, while higher injection
pressures reduced injector-induced soot formation. From these observations,
the injector film area for evaporation was scaled based on the injected fuel
mass quantity and Weber number. For wall films, soot was considered to be
formed by pyrolysis reactions encompassing the burned gas and fuel. In the
injector zone, the in-cylinder temperature could not be used in particle forma-
tion processes since temperatures near the wall are much lower compared to
the bulk gas. A temperature correction factor was used based on the compari-
son of peak in-cylinder temperature to a temperature threshold and applied to
all operating conditions in the same way. Injector zone particles were shown to
be mainly dependent on the time available for coagulation, and thus the engine
speed. The numerical model was able to reproduce the increase in particle
number when moving from 2000 rpm to 3000 rpm, as observed in the mea-
sured values. The numerical model captured the bi-modal shape of the particle
size distribution by summing mixture-induced and injector-induced particles.
However, this was only observed for the higher load cases; at medium load,
the model did not calculate any contribution from mixture inhomogeneities.

The evaluation of fuel deposition on the combustion chamber walls involved
three sub-models. First, the spray evolution was determined by solving the
conservation equations for each diameter class. A pre-defined diameter dis-
tribution, based on the sauter mean diameter, was specified. Subsequently,
the fuel mass deposited on the walls was calculated using a spray-wall inter-
action model, which categorizes different impact regimes based on the droplet
Weber number. Utilizing the net deposited mass, a film evaporation model
incorporating film boiling governed the rate of film evaporation, resulting in
the remaining film mass at ignition. Qualitative comparison of film mass
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deposition and evaporation with CFD simulations was conducted due to in-
herent uncertainties in both models. Therefore, measured particle number
and mass values served as the means to analyze the absolute film mass values
at ignition. When utilizing film values computed by the CFD simulations,
an overestimation in total particle number and mass concentrations was ev-
ident. Conversely, the 0D model computed complete evaporation of the film
mass, hence no contribution to particle formation was observed via this soot
pathway.

Overall, the comprehensive 0D model reliably predicts particle size distri-
bution under diverse operating conditions by incorporating physical consider-
ations into its sub-models. This enables the model to accommodate variations
in engine parameters such as injection pressure, start of injection timing, and
injector tip temperature. However, its phenomenological nature necessitates
the calibration of multiple parameters, demanding a comprehensive dataset of
measured emissions. Consequently, applying the model directly to a different
engine would pose challenges. Additionally, a series of CFD simulations is
essential to optimize the parameters of the mixing model, which rely on the
mixing characteristics specific to each engine.

9.2 Future research paths
To overcome the limitations identified throughout this study, a set of future
research pathways are suggested to broaden the model’s applicability to a
wider scope. This would facilitate the integration of the model into the au-
tomotive research domain, facilitating the exploration of novel strategies for
reducing particle emissions and obviating the need for expensive experimental
measurements. The proposed future works are listed below:

• Design an experimental campaign with the aim of isolating the sources
of soot formation. For instance, measurements could be done with a
clean injector with a carefully adjusted injection timing to either target
spray-wall impingement (advanced timing) or mixture inhomogeneity
(delayed timing). Ideally, metal engine experiments accompanied by
a set of optical measurements would provide a global picture of the in-
cylinder processes occurring. In this way, the resulting particles that are
emitted are quantified and associated to the respective source, enabling
a more precise model development.

• Implement a multi-component fuel to represent the aromatic content of
gasoline fuel. In this Thesis, the use of iso-octane as the fuel was com-
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pensated by adjustments in the initial fuel molar fraction in the pyrolysis
zones. Moreover, utilizing a multi-component fuel has important impli-
cations on the evaporation rates of the wall films and thus influences
final particle emissions values.

• In the context of the injector tip wetting sub-model, a temperature cor-
rection factor was used to reduce the temperature of the pyrolysis zone.
This most likely necessitates a re-calibration of this threshold for a dif-
ferent engine. Thus, a method should be developed to compute the
thermal stratification in the zone instead of relying on a correction fac-
tor. Temperature estimations in boundary zones used when modeling
𝑁𝑂𝑥 formation in SI engines would be a good start for developing such
a method. 3D CFD reactive simulations should be run in parallel in
order to provide a set of data for validation.

• Develop sub-models for other soot formation pathways, such as those
originating from lubrication oil, which can be particularly signifi-
cant. These dedicated models should address the reverse blow-by phe-
nomenon, where oil penetrates the combustion chamber and combusts,
leading to the formation of soot particles. Additionally, the evaporation
of the oil film layer from the cylinder liner could contribute to particulate
formation and thus requires further consideration.

• Integrate the modeling framework into a virtual drivetrain. This rep-
resents the primary real-world application of this Thesis, enabling the
model to estimate particle emissions during a driving cycle such as the
World Harmonized Light Duty Test Procedure (WLTP). Achieving this
would involve supplying input data to the particle model via an engine
model (e.g., a detailed engine model in GT-POWER).
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