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Abstract 

The forecasting field has been using the surge in big data and advanced computational 

capabilities. This article discusses the methodological issues of Google Trends (GT) data 

reliability and forecasting validity for youth unemployment forecasts. We demonstrate 

the problems with static GT forecasting procedures and show a 44% increase in 

forecasting accuracy by applying time-varying model respecification forecasting. 
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1. Introduction 

The complexity of using GT data in forecasting is reflected in the challenge of selecting suitable 

keywords from an array of millions of potential keywords (Varian, 2014). This complexity is 

amplified since GT data structurally changes over time (Behnen et al., 2020). This makes 

predicting with GT from both data reliability and prediction validity perspectives challenging. 

Therefore, our research question is “How can GT data reliably be used for generating valid 

unemployment predictions?” While answering this question, this study aims at contributing to 

insights on managing GT data reliability and forecasting in time-variant contexts.  

In this article we first discuss literature related to benefits and drawbacks of using GT data. 

Subsequently, the methodology section outlines the research design. The results section presents 

our forecasts. Finally, we present our conclusions and discuss their implications. 

2. Literature review 

Choi & Varian (2012) demonstrated that the popularity of Google searches like “apply for 

unemployment” are useful in forecasting future unemployment. Similarly, Ginsberg et al. 

(2009) launched a tool called Google Flu Trends to forecast flue occurrences, but  Google Flu 

Trends faced notable criticism when it overestimated doctor visits  by a factor of more than two 

(Lazer et al., 2014). One of the causes was Google Flu Trends’ continuous search for the most 

correlated keywords, without theorizing ex-ante which keywords (i.e., predictor variables) are 
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appropriate (Lazer et al., 2014). Moreover, algorithmic changes caused Google Flu Trends to 

become less accurate over time and GT was phased out by Google (Lazer et al., 2014). 

The use of GT data does come with several advantages however. GT data is fully anonymized 

and data collection occurs without any effort from the user. Users may not even be aware of 

data collection, ensuring that the recorded data is unobtrusive and reflects natural behaviour 

(McLaren & Shanbhogue, 2011). Other advantages include the real-time availability of pre-

processed data at no cost (Zhu et al., 2012). Nevertheless, pre-processing by Google does come 

with  sampling error (Cebrián & Domenech, 2022). GT data is also criticized to be unreliable, 

due to the homogeneity of internet users having an influence on keyword popularity. Also, 

individuals may lack internet access or use alternative sources of search, resulting in GT 

coverage bias (Cebrián & Domenech, 2022). 

Recent literature also discussed the inconsistency of GT data. For example, GT data for the same 

keyword, during the same period, may be different when again collected tomorrow (Cebrián & 

Domenech, 2022). Eichenauer et al. (2021) attribute this inconsistency to sampling variation, 

which is more noticeable for less popular keywords and smaller regions due to smaller samples. 

Furthermore, GT data has the tendency to structurally change over time (Behnen et al., 2020) 

giving rise to the issue of parameter instability in forecasting. Furthermore, spurious correlations 

between GT data and phenomena that need to be forecasted are found. For example, GT data 

for a popular drink was highly correlated to housing sales in the USA (Tran et al., 2017).  

Even with these limitations, GT provides researchers with a large dataset of user behavior 

related to real world developments, useful if the data reliability and forecasting validity issues 

are handled well. 

3. Methodology 

3.1. Unemployment forecasting with GT 

There are many studies that leveraged GT data to forecast unemployment focused on a single 

keyword. Examples being: D’Amuri & Marucci (2017) who used the keyword “jobs”, Mclaren 

& Shanbogue (2011) who used “jobseeker’s allowance”, Simionescu & Cifuentes-Faura (2022) 

who used “unemployment”, Naccarato et al. (2018) who used “job offers”, Fondeur & Karamé 

(2013) who used “employment”, and Vicente et al. (2015) who used “job offer”. Other studies 

leveraged multiple keywords. For example, Tuhkuri (2016) created an index by averaging over 

thirteen keywords with weights based on a Google search volumes. However, the 

aforementioned studies relied on intuition, and no formal keyword selection techniques were 

used. Other studies adopted formal techniques for keyword selection, like Borup & Schutte’s 

(2020) regularization approach and Singhania & Kundu (2021) who inputted over 500 potential 

keywords to a neural network. Also,  Li et al. (2015) applied dimension reduction techniques to 

select keywords. 
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3.2. Data collection 

The GT dataset we use for this study is the GT search volume index (SVI). A low SVI indicates 

a low search volume for the search keyword. Either weekly or monthly data can be obtained 

from GT. GT data spanning from April 2008 till December 2022 is collected for this study, 

which is in line with the time length of the unemployment dataset that we gained from the Dutch 

Census Office CBS. To deal with data invalidity, this study started from a domain ontology 

(Guizzardi et al., 2022), to then only select keywords based on literature and economic 

reasoning. This was carried out by the following steps.  

1. To ensure that keywords are representative of the total number of unemployment related 

searches, we estimated the monthly search volume with the Google Ads Keyword Planner. 

Keywords with a low monthly search volume were considered not representative. 

2. 26 studies that forecasted unemployment with GT data were studied to find the keywords 

they used. 329 keywords were obtained and checked for fitting into the domain ontology 

of unemployment. This led to the identification of 20 main themes, six of the prominently 

used are: (1) job search, (2) unemployment interest, (3) employment agency, (4) job 

platform, (5) unemployment benefits, and (6) unemployment claims. These six themes were 

used to find their Dutch equivalents. Additionally, Dutch keywords were taken from (Te 

Brake, 2017). Keywords with less than 1,000 monthly searches were removed. This resulted 

in 58 remaining keywords. 

3. These 58 keywords were used to prompt Google’s algorithm to return closely related 

keywords. The search volumes of the closely related keywords were also checked and after 

doing so another 21 keywords were added, resulting in a total of 79 keywords that 

accounted for 2,799,400 monthly Google searches. 

4. The GT data for each keyword was obtained at 12 different moments across 9 days to reduce 

sampling variation. This resulted in 12 datasets for each keyword, summing to a total of 

948 datasets. 

5. The mean correlation between the 12  GT data samples for the same keyword was checked. 

All keywords with a mean correlation lower than .90 were dropped. Consequently, 63 

keywords remained fit for analysis. For each of the 63 keywords that remained, the 12 

datasets obtained for these keywords were averaged, as suggested by Eichenauer et al. 

(2021).  

3.3. Analysis 

Two procedures exist for out-of-sample forecasting; the fixed-origin and the rolling-origin 

(Hewamalage et al., 2023). While the fixed-origin procedure for out-of-sample forecasting has 

long been used, the rolling-origin procedure for out-of-sample forecasting has become the 

favorite choice. With the fixed-origin procedure, the complete dataset is divided into a training 

set and test set, and this division remains constant, i.e., all following predictions being based on 

the same training window. For the rolling window approach, the window size may be extended 
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(expanding window) or the window size may remain the same but each prediction of a following 

period may be on a later start of the training window (rolling window). For the actual predictions 

two approaches are commonly used (Hewamalage et al., 2023): 1) updating the forecasting 

model by feeding it with new data and thus without any change of the prediction model, 2) using 

new data to recalibrate the forecasting model, i.e., for example improving parameter values. 

This study introduces a third approach, the inclusion of other variables and relations in the 

prediction model, so-called re-specification, to find a prediction model that may predict better 

than the previous one. Disadvantageous to model recalibration and respecification is the 

computational power that is needed. However, thanks to increased computational power, model 

recalibration has already become a common practice in forecasting (Hewamalage et al., 2023). 

Re-specification now becomes a more relevant option to prediction modeling because of the 

wide availability of millions of potential social media and or GT  predictor variables that have 

the tendency to structurally change over time. Consequently, the selection of suitable variables 

emerges as a more pressing concern than further complicating forecasting models.. 

In our study, out-of-sample forecasts for the period October 2016 till December 2022 are 

produced 49 times in this study with each of the out-of-sample forecasting procedures (i.e., 

rolling window with model recalibration (RC), expanding window with model recalibration 

(EC), rolling window with model respecification (RS), and expanding window with model 

respecification (ES)), each time using a different window size ranging from 48 to 96. After 

averaging over the 49 forecasts for the out-of-sample October 2016 till December 2022, a single 

robust forecastis obtained for each out-of-sample forecasting procedure. For the best performing 

forecasting procedure, the multiple linear regression model that is used is extended with an 

autoregressive (AR) component to add a lagged version of the dependent variable (Hyndman & 

Athanasopoulos, 2018). 

4. Results 

The first part of this section presents the senstivity of forecasting accuracy to the window size. 

Subsequently, the forecasts produced forecast are evaluated . Finally, the AR(1) is added.  

The out-of-sample period used for each window size is October 2016 till December 2022, while 

the in-sample periods vary between 1-10-2008 and 1-12-2012. Figure 1, 2, 3, and 4 give the 

results and indicate that the forecast error, and thus accuracy, is sensitive to the window size. 

However, the relationship between window size and forecast error is complex and can hardly 

be captured with an equation. Moreover, for each out-of-sample forecasting procedure, the 

relationship between window size and forecast error is different. Not only does the pattern differ, 

but the magnitude of the effect is also different. This has led to the decision to average over the 

forecasts obtained from the 49 different windows that were used in training the model.  

Figure 1-4 summarize that the out-of-sample forecasting procedures relying on model re-

specification result in more accurate forecasts than those relying on model recalibration both for 

the rolling window (Figure 1 vs 3) and the expanding window (Figure 2 vs 4). 
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Table 1 further explains only gives weak evidence that when model re-specification is used, the 

rolling window will produce more accurate results than the expanding window. Given that the 

error diagnostics of the best performing forecasting procedure (RS with window size of 48) 

indicated that some information is missing, an autoregressive component with a lag order of 1 

is added, referred to as AR(1). Using an AR(1) component means that last month’s youth 

unemployment rate is used to predict this month’s youth unemployment rate. The forecast is 

now produced for a larger out-of-sample than previously used, ranging from October 2012 till 

December 2022. 

The autocorrelation of the forecast errors is reduced when the AR(1) component is added to the 

multiple linear regression model, resulting in no significant autocorrelation at any lag. When 

the AR(1) component is added, the forecasting errors are also less dispersed and lower than 

when the AR(1) component is not added. The assumptions of multiple linear regression are 

fulfilled to a greater extent when an AR(1) component is used in addition to the GT variables. 

The one month ahead forecasts of the youth unemployment rate are more accurate when 

  

Figure 1. Forecast error rolling re-calibration to 

window size 

Figure 2. Expanding calibration forecast error 

 
 

Figure 3. Forecast error rolling window re-

specification 

Figure 4. Forecasting error expanding window 

re-specification 

Note: MAPE is presented on the y-axis. The MAPE for a certain window size is calculated from a 

sample of 75 forecasts and their corresponding errors. Window size is presented on the x-axis. The 

green line in the graphs represents the moving average of the MAPE. thick line concerns moving 

average. 
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supplementing the multiple linear regression model with an AR(1) component, with MSE being 

.4375 as opposed to .8079. Similarly, RMSE is substantially down from .8988 to just .6615. 

Finally, MAPE is also lower when the AR(1) component is used in addition to the GT variables, 

decreasing from 6.75% to just 4.73%.  

Figure 5 shows that the forecasts align well with the actual youth unemployment rate, even for 

the period characterized by COVID-19. The overall fit of the forecasting model with reality has 

an Adjusted R-Squared of 91.33%. Although the multiple regression model, relying on the RS 

procedure for out-of-sample forecasting, is relatively unbiased and accurate this section revealed 

that it is important to supplement GT data with additional data, like the AR(1) component. 

5. Conclusions and Discussion 

This  study reminds forecasting literature of the limitations inherent to GT data. Moreover, this 

study found that forecasts relying on solely GT data are substantially improved when additional 

information, like an autoregressive component, is added. The findings also contribute to 

literature by: (1) Raising awareness on the importance of picking the correct out-of-sample 

forecasting procedure, and (2) demonstrating that forecasts can be improved by using a different 

out-of-sample forecasting procedure. The results of our study also aligns with Shen et al. (2020), 

revealing that a larger window size may lead to lower forecasting accuracy, both for the rolling 

window and the expanding window. 

Table 1. Error metrics 

  
MSE (n=75) RMSE (n=75) MAPE (n=75) 

ES .7302 .8545 7.807% 

EC 1.936 1.391 13.34% 

RS .7816 .8841 7.213% 

RC 1.589 1.260 11.94% 

Note: One month ahead forecasts averaged over windows from 48 till 96 months. 

We find that model re-specification substantially improves the accuracy when out-of-sample 

forecasting the youth unemployment rate. Compared to model recalibration, model re-

specification yields 44% more accurate forecasts of the youth unemployment rate. This finding 

is supported with 99% of confidence. Consequently, the dominance of model re-specification, 

as opposed to model recalibration may be generalizable for both the rolling window and the 

expanding window procedure for out-of-sample forecasting. 
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Figure 5. Best youth unemployment GT forecasts aligned with reality & AR(1) added. Note: Rolling 

window size of 48. 

We acknowledge some limitations in our work. First, model re-specification requires large 

computational power, especially when more complex modelling techniques are used. For 

example, an autoregressive integrated moving average model takes around 60 times longer to 

process out-of-sample forecasts than a multiple linear regression model when using model 

respecification. Second, this study merely established correlation, and not causation, between 

GT data and the youth unemployment rate. It could be the case that the youth unemployment 

rate is explaining GT data more strongly than the other way around. Third, the keywords that 

are used could be subject to noise. For example, keywords like “werkloosheid” (unemployment) 

do not solely reflect searches done by the unemployed. Rather, searches for this keyword could 

simply reflect an interest in the current state of the economy. Fourth, this study introduced 

coverage bias by using merely Dutch keywords, therefore excluding individuals that don’t speak 

Dutch. Fifth, this study only forecasted one month ahead, limiting the practical value. 

Inspired by the limitations, there are various future research suggestions. Specifically we 

suggest that the selection of keywords/variables could be fully automated. For example, 

ChatGPT could be prompted to return keywords related to a certain domain ontology. 

Subsequently, Google Tends data for these keywords could be obtained automatically. 
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