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Abstract Noble element time projection chambers are a
leading technology for rare event detection in physics, such as
for dark matter and neutrinoless double beta decay searches.
Time projection chambers typically assign event position in
the drift direction using the relative timing of prompt scin-
tillation and delayed charge collection signals, allowing for
reconstruction of an absolute position in the drift direction.
In this paper, alternate methods for assigning event drift dis-
tance via quantification of electron diffusion in a pure high
pressure xenon gas time projection chamber are explored.
Data from the NEXT-White detector demonstrate the ability
to achieve good position assignment accuracy for both high-
and low-energy events. Using point-like energy deposits from
83mKr calibration electron captures (E ∼ 45 keV), the posi-
tion of origin of low-energy events is determined to 2 cm
precision with bias < 1 mm. A convolutional neural net-
work approach is then used to quantify diffusion for longer
tracks (E ≥ 1.5 MeV), from radiogenic electrons, yielding
a precision of 3 cm on the event barycenter. The precision
achieved with these methods indicates the feasibility energy
calibrations of better than 1% FWHM at Qββ in pure xenon,
as well as the potential for event fiducialization in large future
detectors using an alternate method that does not rely on pri-
mary scintillation.
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1 Introduction

Noble element time projection chambers (TPCs) in the liquid
or gaseous phase are a widely used technology for rare event
searches. These include the NEXT [1], EXO/nEXO [2,3],
and PandaX [4] experiments for neutrinoless double beta
decay (0νββ) searches, and the XENON [5], LUX-ZEPLIN
[6], and DarkSide [7] experiments for dark matter searches,
among others. The basic operating principle of the TPC is that
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when a particle interacts in the detector, it produces a flash
of light through primary scintillation (S1), and ionization
electrons along the path of the particle. Using uniform elec-
tric fields applied across the detector volume, the ionization
electrons are drifted with a known velocity and collected by a
readout system. In electroluminescent TPCs such as NEXT,
charge is detected by driving the ionization electrons across
a high voltage gap, called an electroluminescence region, in
order to produce an amplified secondary scintillation signal
(S2). For NEXT-White, the total drift length is 664.5 mm and
the drift velocity is 0.91 mm/µs. The time difference between
the S1 and S2 signals allows the determination of the posi-
tion in the drift direction z, given a known drift velocity. Thus
full event reconstruction including absolute placement in z
requires both S1 and S2 signals to be employed.

Information about z is in principle accessible through
other means than the S1–S2 time difference alone. As the
electron swarm is drifted under the applied electric field,
it spreads with a width proportional to

√
z due to diffu-

sion. This results in pulses for the recorded S2 signal which
are wider in time for events that have drifted from larger
z. Consequently, the study of the signal shapes in the S2
pulse can in principle also be used to determine the z posi-
tion of an event. The NEXT program has characterized dif-
fusion in xenon gas at various pressures and electric fields
[8,9]. At the 41 V/cm/bar operating point of NEXT-White,
the longitudinal reduced diffusion constant is approximately
DL = 1000

√
bar µm/

√
cm and the transverse reduced dif-

fusion constant DT = 3800
√

bar µm/
√

cm.
If achievable, this technique yields several advantages.

One is that having redundant methodologies for determining
event position can enable more cross checks, better posi-
tion reconstruction, improved background rejection or selec-
tion efficiencies. For example, if a prospective event with
matched S1 and S2 signals, is found to have an S2 width
that is different than would be expected from diffusion given
the time difference between the S1 and S2 signals, it can
be rejected as having an incorrectly assigned S1, potentially
through accidental coincidence. Furthermore, if a single S2
event is found accompanied by two potential S1 signals, it
would traditionally be rejected. By using the diffusion infor-
mation, the correct S1 signal can be identified, increasing the
selection efficiency. This is likely to be an especially useful
technique for 83mKr calibration of large-scale future detec-
tors [10], where pileup of events could otherwise become a
limiting factor in detector calibration and hence energy reso-
lution. Finally, this method could also allow for a xenon TPC
to operate with limited access (or even without) to S1 infor-
mation. Although noble element TPCs have proven highly
scalable to date, advancing to new detector scales will present
technical challenges. The light collection requirements for
the small S1 signals are more severe than those for the larger
S2 signals, the latter being amplified through electrolumines-
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cence. With multiple R&D pathways now being explored to
realize future very large xenon TPCs [11–15], understand-
ing the information content in each signal component is of
significant interest.

In this paper, methods for identifying the position of an
event in the drift (z) direction based on the signal width of the
diffusion of the ionization electrons are demonstrated using
the NEXT-White experiment. In Sect. 2, the detector and data
set are briefly described. In Sect. 3, two methods using sig-
nal width from diffusion in order to determine the z position
of point-like 83mKr calibration events are developed, which
employ analytical quantification of the shape of the wave-
form. In Sect. 4, a method is described for extracting the z
position from events at higher energies where the more com-
plex track topologies requires analysis via machine learning
algorithms. In both cases, reconstruction of event z posi-
tion with few-cm precision is demonstrated. Finally, Sect. 5
presents the conclusions.

2 The NEXT-White and NEXT-100 detectors

NEXT (Neutrino Experiment with a Xenon TPC) is an exper-
imental program aiming at the detection of 0νββ decay in
136Xe, using successive generations of high pressure gaseous
xenon electroluminescent time projection chambers (HPXe
EL-TPCs) [16]. Small scale prototypes demonstrated the
capability of the technology to achieve sub-1% FWHM
energy resolution and to topologically identify signal-like
events [17,18], and this capability has since been tested
underground with the larger (∼5 kg of 136Xe at 10 bar)
NEXT-White detector [19–22], at the Laboratorio Subterrá-
neo de Canfranc (LSC) in Spain. NEXT-White has measured
two neutrino [23] double beta decay and demonstrated the
feasibility of neutrinoless [24] double beta decay searches
based on event-by-event topological identification and a
direct background subtraction between enriched and depleted
xenon. In addition, NEXT-White served as a test-bed to
inform the designs of future NEXT experiments including
NEXT-100 [25] and ton-scale phases [10].

The cylindrical NEXT-White TPC (shown schematically
in Fig. 1) has a length of 53 cm and a diameter of 40 cm.
The energy of each event is measured by twelve Hamamatsu
R11410-10 photomultiplier tubes (PMTs) placed 130 mm
from a transparent wire array cathode. The events are imaged
by a 2D-array (10 mm pitch) of 1792 SensL C-Series, 1 mm2

silicon photomultipliers (SiPMs), placed a few mm behind
an electroluminescence (EL) gap of 6 mm. The drift region
has an electric field of 40 V cm−1 bar−1 and the EL region is
defined by a stainless steel mesh and a grounded quartz plate
coated with indium tin oxide (ITO) and tetraphenyl butadiene
(TPB) thin films. More details on the NEXT-White detector
can be found in Ref. [22].

Fig. 1 Schematic of the EL-based TPC developed by the NEXT col-
laboration for neutrinoless double beta decay searches in 136Xe, from
[20]

The combination of the tracking information with the time
of the event from the S1 signal (t0) provides the 3D (x , y, z)
positions of events.

This information is typically required for fiducialization,
to veto events occurring near the edges of the detector where
background events are more likely, and to apply position-
dependent corrections for electron attachment on impurities
phenomena required to achieve the target energy resolutions
of ∼1% FWHM as reported in [20]. For NEXT-White, con-
tinuous detector calibration and monitoring are conducted
by introducing radioactive 83mKr into the detector volume
[26]. 83mKr, a noble gas, decays primarily via low-energy
electron capture (41.5 keV), resulting in the generation of
point-like events uniformly distributed throughout the detec-
tor volume. This calibration procedure enables correction for
spatial variations in the detector on a daily basis, as well as
for the finite electron lifetime caused by the attachment of
ionization electrons to impurities before their collection [26].

The coming phase of the NEXT program, NEXT-100 is
presently under construction, and aims to demonstrate an
ultra-low background search for 0νββ in high pressure xenon
gas at the 100 kg scale [27]. The NEXT-100 TPC is approxi-
mately 1 m long and 1 m in diameter, scaling up linear dimen-
sions of NEXT-White by a factor of two.

3 Reconstruction of the z position of low-energy 83mKr
electron captures using diffusion

83mKr has proven central to achieving position-dependent
calibration of the NEXT detector, both for nonuniformities
in (x , y) (the plane perpendicular to the drift direction), and
for variations in z (the drift direction) due to electron attach-
ment. 83mKr decay events are excellent candidates to study
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Fig. 2 Two examples of 83mKr
events as a function of time,
where signals from all 12 PMTs
are summed, overlaid with
Gaussian fit with width fixed to
calculated RMS value. Time
widths of events as measured by
root mean squared indicated
above the corresponding plots

the position reconstruction from diffusion, as they are close
to point sources at production. This indicates that the width
resulting from the diffusion of the ionization electrons can
be quantified by examining the shape of the electron cloud
detected. The S1 signals produced by 83mKr events are the
lowest energy signals used in NEXT, and their detection
could thus be among the more challenging aspects of future
large detector design.

The ionization cloud diffuses in both the transverse and
the longitudinal directions during drift. A Gaussian electron
cloud with longitudinal width d traveling at velocity v will
produce an approximately Gaussian pulse of light with width
in time of approximately d/v when entering the EL gap, with
a small correction from the time it takes to cross the gap. Non-
Gaussian corrections to the pulse shape were studied in Ref.
[9] and found to be negligible. In contrast, the transverse
width impacts the distribution of light across the SiPMs of
the tracking plane, and its precision is limited by the 1 cm
SiPM spacing. For this reason, the optimal diffusion-based
measure of z for krypton events is extracted from longitudinal
diffusion only. The width of the pulse in time, also referred to
as the “(longitudinal) event width”, is measured in terms of
the root mean squared (RMS) of the pulse. According to the
diffusion equation, the RMS2 is expected to increase linearly
with drift distance (z position). Longitudinal diffusion in the
NEXT-White detector has been previously quantified to have
an RMS spread of 0.3 mm/

√
cm [28].

The study presented here uses 7 million 83mKr events
taken over the course of a single day in NEXT-White. Two
examples of 83mKr event pulses as a function of time can be
seen in Fig. 2. In Fig. 3, the distribution of event widths (in
RMS2) as a function of z position (determined from S1) is
shown. The linear increase of RMS2 with z, as anticipated
from diffusion, can be observed.

This measured linear relationship allows extraction of the
z position of a 83mKr event given the RMS2 of the pulse,
named zRMS. The offset corresponds to the width of a typical
83mKr event which occurs exactly at the EL gap, where there

is almost no diffusion, while the slope corresponds to the
impact of diffusion along z. These parameters are extracted
as a function of x and y position. To provide zRMS posi-
tions for all (x ,y) locations, the geometry is sub-divided into
19 × 19 (x , y) bins, each 10.5 × 10.5 mm2. For each bin,
a linear fit to the relationship between RMS2 and z is per-
formed and the values of slope and offset are extracted. The
observed spatial variation of the fitted parameters is shown
in Fig. 4. A plausible explanation for the small variations in
the offset parameter are position dependence in the width of
the EL gap. Variations in the fitted slope appear to reflect
differences in the extracted diffusion coefficient. This could
be a consequence of non-uniformity in the electric fields near
the detector boundary. These offset variations are small, with
a standard deviation of 1.3%.

The zRMS position values obtained from the linear fit to
the RMS2 distributions as described above can be compared
to the z positions obtained from the S1 signal (zS1) in Fig. 5.
zRMS is seen to have a small overall bias compared to zS1,
with an overall median shift of zRMS − zS1 = −0.20 mm.
The error |zRMS − zS1| averaged over the whole detector is
9.4 mm, indicating most events are estimated using the RMS
method as within 1 cm of the position assigned using the S1
signal. Long and non-Gaussian tails on the positive end of
the distribution of zRMS − zS1 indicate a population of events
much wider (RMS much larger) than would be predicted from
S1. This could be due to events with incorrectly assigned S1
pulses, for example in a case where part of the S2 signal is
misinterpreted as an S1. The distribution of zRMS as a func-
tion of zS1 is shown in Fig. 6. The distribution is overlaid
with error bars indicating the FWHM spread in the distri-
bution of zRMS values in fixed zS1 bins. These indicate the
spread in assigned zRMS values given a fixed, known zS1, and
are interpreted as the uncertainty in the extraction of zRMS.
The uncertainty is seen to increase linearly with zS1 at a rate
of 87 mm/m, as estimated from the right panel of Fig. 6.

One of the key goals of using 83mKr in NEXT is energy
resolution calibration. Variability in the detected brightness
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Fig. 3 The square of the
longitudinal root mean squared
(RMS2) width of 83mKr events
as a function of the z position
obtained from the S1 signal in
the NEXT-White detector. A
clear linear relationship between
the two is observed, as expected

Fig. 4 Linear fit parameters of
83mKr event RMS2 as a function
of z (from S1) in NEXT-White
for different x and y locations.
Left: Slope of the linear fit,
corresponding to diffusion.
Right: Offset of the linear fit,
corresponding to typical width
of 83mKr event at z = 0 mm. A
clear dependence of both
parameters with x and y is seen

Fig. 5 Differences between z
positions determined by RMS
(zRMS) and determined from S1
(zS1) for 83mKr events in
NEXT-White, shown in linear
(left) and log (right) scales

of 83mKr events over the detector is used to generate the
detector response correction that is applied to higher energy
events. Any imprecision in the z reconstruction thus implies
an imprecision in energy calibration. Energy resolution for
83mKr events is defined as the energy peak percent FWHM,
and is measured for both zRMS and zS1 as a function of posi-
tion by subdividing the detector into several (overlapping)
volumes of increasing maximum event radius (r ) and z-
position. The resolution comparison can be seen in Fig. 7 for
NEXT-White data, where a slight degradation in resolution
is observed for zRMS as compared to zS1. This extrapolates to
a change by around 0.01% at Qββ . Such a difference is sure
to be negligible when determining sensitivity to neutrinoless
double beta decay.

In order to analyze the applicability of the aforementioned
method to larger detectors, 1 million 83mKr events were gen-
erated using a Monte Carlo simulation in the NEXT-100
detector, in a configuration resembling as close as possible
the anticipated running configuration of the detector.

The distribution of differences between the z positions
assigned from diffusion (zRMS), and from S1 (zS1) in NEXT-
100 is shown in the left of Fig. 8. The long non-Gaussian
tails are comparable to those observed in NEXT-White, with
median difference of −0.28 mm (compared to −0.20 mm
in NEXT-White), again indicating a lack of significant bias
in a particular direction. The error |zRMS − zS1| averaged
over the whole detector is 16.1 mm, somewhat larger than
in NEXT-White. The energy resolution obtained with zRMS

is around 0.01% worse in each volume than that achievable
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Fig. 6 Left: z position estimated from width (zRMS) in function of the z
position assigned from S1 (zS1) for 83mKr events in NEXT-White. Red
uncertainties, representing FWHM of zRMS in a given zS1 range, are

overlaid. Right: FWHM of zRMS as a function of zS1 in NEXT-White,
with a linear fit, understood as the increase in uncertainty of the zRMS
with zS1

Fig. 7 Energy resolution for 83mKr events as a function of zS1 in
NEXT-White, for regions of varying maximum distance from central
axis R. Left axis indicates resolution in FWHM / 41.5 keV for both
data sets, and right axis is matched to left axis to indicate resolution

extrapolated to Qββ for both data sets. Volumes are overlapping, with
zS1 = 300 mm including all points with z ≤ 300 mm, for example.
Left: Energy resolution calculated using zS1. Right: Energy resolution
calculated using zRMS

with zS1, comparable to what was seen for NEXT-White. The
increasing uncertainty as a function of z thus translates to
only a minuscule degradation of the energy resolution at the
Qββ value. A similar linear relationship between uncertainty
of zRMS assignment as a function of zS1 can be seen in the
right of Fig. 8.

It is notable that the described method for assigning the
positions of 83mKr events via diffusion did still rely on the
use of S1 information indirectly, in order to build the calibra-
tion distributions of RMS2 as a function of zS1. In a detector
which would not have the S1 information, this would not be
possible. Thus an alternative method must be used to cal-
ibrate the conversion between pulse width and z. Because
RMS2 varies linearly with z position, a known RMS2 value
at z = 0 mm and the maximal drift distance z = zmax is suffi-
cient to accomplish this tuning. The distribution of observed
values for RMS2 shows a sharp rising edge for small values,
but a long falling tail at maximal diffusion. Nevertheless, in
both simulation and data it was found that zmax corresponds

closely to the right half-max of the RMS2 distribution. This
is shown for NEXT-White data and NEXT-100 Monte Carlo
in Fig. 9. That the same method works for both data and
simulation indicates that this “boundary method” is a rea-
sonable and robust way of establishing the mean diffused
pulse widths corresponding to the detector extrema without
the need for S1-based tuning.

Figure 10 compares the z position obtained with a diffu-
sion curve calibrated using S1, and one calibrated using the
boundary method for NEXT-White data and NEXT-100 sim-
ulation. The distributions have some qualitative differences,
although in both cases errors tend to be slightly negative,
with the boundary method assigning events as being slightly
deeper (higher z) than the S1-referenced method. Errors are
generally less than 20 mm in magnitude in either case. This
level of imprecision is not expected to have any significant
effect on key detector performance metrics, given the expec-
tation of free electron lifetimes greater than 5 ms, which
correspond to 4500 mm at the NEXT-White drift field.
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Fig. 8 NEXT-100 simulation. Left: Differences between z position determined by RMS (zRMS) and determined from S1 (zS1) for 83mKr events
shown in log scale. Right: FWHM of zRMS as a function of zS1 with a linear fit, understood as the increase in uncertainty of the zRMS with zS1

Fig. 9 Distribution of mean squared (RMS2) widths of 83mKr events, with boundary lines indicating corresponding minimum and maximum z
values of the detector as determined from the distributions as described in the text. Left: NEXT-White data. Right: NEXT-100 simulation

Fig. 10 Distribution of differences between position of 83mKr events
as assigned using the linear correlation between RMS2 as a function
of z from S1 (zRMS,S1) and as assigned purely referencing the cut-

offs of the RMS2 distribution and the known detector boundaries in z
(zRMS,bndry), as described in the text. Left: NEXT-White data. Right:
NEXT-100 simulation

4 Reconstruction of the z position of E > 1.5 MeV
radiogenic electrons using diffusion

We now turn attention to measuring the z position of longer
tracks from high energy electrons based on their diffusion.
Extraction of the z position of higher energy radiogenic
events via diffusion is a more complex task than for the
point-like deposits of 83mKr. The events of interest, includ-
ing photoelectrons and Compton electrons from gamma rays,
as well as the two-electron signatures of either neutrinoless
or two-neutrino double beta decays, present long, tangled
topologies. The precise shape of the track will depend on

both its local 3D structure and upon diffusion and the elec-
troluminescent region response time profile. To extract the
spread from diffusion while accounting for the structure of
the track in 3D space thus requires an analysis of the whole
topology rather than a direct quantification of the S2 pulse
shapes. To this end, a neural network based approach was
developed.

Deep neural networks have been employed for NEXT
topological event reconstruction to distinguish between one-
electron signatures of background events and two-electron
double beta decay signatures. A method was first proven in
[29], and honed in [30] to achieve substantial performance
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improvements in event classification and background rejec-
tion techniques beyond traditional approaches. Those works
use the double escape peak of 208Tl with energy of 1.6 MeV,
as a monoenergetic calibration line of two-electron events,
and use a network trained on Monte Carlo events to select
the two-electron “signals” over one-electron “backgrounds”
from the local Compton continua from various higher energy
gamma-ray lines. Performance of the network was assessed
based on how well the calibration peak at 1.6 MeV was
extracted from backgrounds. This metric mirrors the require-
ment of distinguishing 0νββ events from 214Bi Compton
events and 208Tl photoelectrons around the Q-value for 0νββ

at 2.4 MeV.
Making classification decisions about complex tracks

using information about the full 3D image is a natural appli-
cation for deep neural networks. For the application described
here, however, a different network structure appeared opti-
mal. Whereas topology is a global decision about the track
shape, the extraction of information on diffusion is a spa-
tially localized process, and many local measurements may
be expected to reinforce each other. This local information
should be accessed while avoiding the possibility of over-
training on complex track features. Thus the chosen network
architecture is 1) convolutional, to measure features of local
track regions; 2) shallow, to avoid encoding more than the
simplest, local features into the classifier; and 3) trained with
significant information dropout layers to avoid over-training
on event topology details.

Both 2D and 3D convolutional approaches were assessed.
Marginally better performance was achieved by utilizing
three independent 2D convolutional networks. These net-
works are applied layer-by-layer to the event, and their
outputs are combined in a single densely connected layer.
Finally, the measured z position, representing the barycen-
ter of the event, is communicated to an output neuron. This
improved performance of 2D over 3D networks is attributed
to the larger number of extra free parameters in the 3D net-
work, which ultimately provides slightly more of a training
burden than an advantage given that the diffusion process
acts essentially independently in each orthogonal direction.

The three projections of the NEXT drift volume are
inequivalent due to different event discretization scales in
the transverse and longitudinal directions, with 10 mm SiPM
pitch spacing transversely and 3 mm digitization distance
longitudinally. There are also different longitudinal and
transverse diffusion constants, and distinct mechanisms con-
tributing to event spreading during detection. Longitudinally,
the event is broadened by the EL crossing time of 2 µs.
In contrast, transversely, event spreading occurs by a non-
Gaussian point-spread function associated with distribution
of the VUV photons on the wavelength shifting plate. For
these reasons the network acting in the purely transverse XY
plane has different optimal parameters than the two acting in

the longitudinal-transverse X Z and Y Z planes, and they are
trained independently.

The network architecture follows a sequential model
where a series of layers are applied. Each model is composed
of a 2D convolutional layer along with an activation layer
using the rectified linear unit function (relu), followed by a
max pooling operation layer [31]. The model then uses a flat-
ten and dropout layer to prevent over fitting during training.
Two consecutive activation layers applying the relu func-
tion are accompanied by their own dense connected layer.
The model is compiled for training using a mean of squares
loss function between the true and predicted values. For each
individual plane, a reshape and permute layer is incorporated
before the 2D convolutional layer according to its x , y and z
input dimension. A visual representation of the XY network
architecture is shown in Fig. 11.

The network is trained using real NEXT-White tracks
containing one S1 pulse and one S2 pulse. To produce S1-
stripped data, raw events were artificially moved to have their
mean z positions at the center of the fiducial volume. The raw
hit charges were calibrated with krypton maps derived from
the diffusion-only measurements of Sect. 3, and applied to
the event at this new artificial position rather than its S1-
reconstructed z location. This leads to a partially calibrated
“center-corrected” event, which has an approximately recon-
structed energy that we denote its “center energy”. This pro-
cedure implements the two calibrations that are possible with
no S1 information: 1) correction of purely XY -dependent
effects such as differential SiPM response, EL or WLS plate
non-uniformity, and 2) the small adjustment to the Z shape of
the event from the electron lifetime correction, with longer-
drifting electrons within the event being slightly more atten-
uated than shorter-drifting ones. The overall event attenua-
tion correction that typically uses z from S1 is not applied.
Orthogonal subsets of such events are used as both training
and test samples. Figure 12 shows an event before calibration,
after S1 correction, and after being center-corrected.

A data driven approach was developed to train the network
that extracts z position information from center corrected
data. The network was trained to learn the S1-derived z posi-
tion for each center corrected event. The training is run for
30 epochs for 3 uninterrupted passes. Training and validation
were performed with the subset of fiducialized events with
reconstructed energy above E ≥ 1.5 MeV. These longer,
most tangled events are not only the most challenging to
extract the diffusion scale from, but also of the most interest
for NEXT analyses including 0νββ searches, double-escape
peak calibration of the NEXT topological signature, and cal-
ibration of the detector energy resolution using for example
the 208Tl 2.6 MeV photo-peak.

A total of 3,600 events passed these selection cuts. In
order to maximize the statistical power of the training set
each event was subjected to eight symmetry transformations
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Fig. 11 Network architecture for XY plane configuration. For all three
planes, XY , Y Z , and X Z a sequential model is constructed. A permute
layer is added to modelsY Z and X Z for dimensional order. Key features

are extracted from the Input to the MaxPool layers, and classification
based on these features occurs from the Flatten to Output layers

Fig. 12 Representation of the original uncalibrated event (left), the event after S1 calibration (middle), and the event post-diffusion calibration
(right), projected onto the x-z plane. The effects of these corrections are notably rather small

in the transverse plane: this includes every combination of
two possible mirroring operations and four rotations. The
augmented training set is thus a factor of eight times larger
than the original dataset, which improves the precision of the
final network since its training is statistically limited. This
method can be used in the transverse plane but not in either
of the longitudinal ones, since the front and back end of the
track in the drift direction are not equivalent due to dissimilar
diffusion scales at front and back. This symmetrization of
the network training is further exploited by averaging the
result of operating the network on each of the eight symmetry

transformations of each test event to provide the final estimate
of its z position.

The total energy for each event is normalized to a con-
stant before either training or validation, so that the network
is forced to extract the diffusion width from spatial infor-
mation rather than using information on event brightness to
estimate z. The location of the event is taken to be its barycen-
ter, the summation of the hits z times its energy divided by
the events total energy. After training, a small bias in the
z reconstruction as a function of energy was observed, and
this is corrected with a linear function derived from the data,
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Fig. 13 Measurement of
energy bias on z residuals as a
function of center energy. The
best fit line in blue is used to
correct events based on their
center energy after initial
z-placement by the neural
network

Fig. 14 Top: Cartoon illustrating the projections for each of the con-
volutional network outputs (left: XY , middle: X Z , right: Y Z ). In the
2D convolutional layers with filters, the focus is on capturing the diffu-
sion effect locally around the track signature. This information is then
combined onto the output node through a dense layer, as depicted in
Fig. 11. Bottom: Correlation between drift distance from S1 and pre-
dicted z from CNN for each projection. The purple points represent the

barycenter of NEXT-White data events, while the black points represent
the mean for each binned slice, with error bars indicating the standard
deviation. The purple diagonal dashed line illustrates an ideal predic-
tion, for reference. The lower panels display precision, represented by
the size of the standard deviation, with the RMS precision shown by the
dashed horizontal line

as shown in Fig. 13. This correction is typically far smaller
than the physical size of the event and makes only a marginal
difference to the final average precision over the dataset.

The validation set is composed of 8% of the data reserved
from the training set to assess the network performance. The
average z-location precision from each plane for the data
driven network are XY : 59.7 µs, X Z : 48.2 µs andY Z : 51.1 µs,
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Fig. 15 Correlation between drift distance from S1 and predicted z
from CNN. The purple points represent the barycenter of NEXT-White
data events, while the black points represent the mean for each binned
slice, with error bars indicating the standard deviation. The dashed lines

have the same interpretation as in Fig. 14. Left: The average of all 3
convolutional network configurations. Right: Average obtained from
the eight symmetry transformations to the events from the plot on the
left

Fig. 16 Tests for biases in the event z precision as a function of event
characteristic shape and energy: (left) z-extent, (middle) total event
length, and (right) true event energy. The purple points indicate NEXT-
White events after CNN application and center energy correction. The

black points represent the mean for each binned slice, with error bars
indicating the standard deviation. The blue dashed line represents the
fit of all the black points
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as demonstrated in Fig. 14. The final prediction of the net-
work was determined by an averaged sum of outputs from
the XY , Y Z , and X Z networks. By taking the averaged sum,
the precision further improved to 41.4 µs as seen on Fig. 15.
These can be converted into distance scales by multiplying
by the drift velocity, approximately 0.91 mm/µs. A further
small improvement was obtained by exploiting the symmetry
properties of the detector previously described. The z preci-
sion after this procedure was found to improved to 37.0 µs.
The final network performance is shown for the validation
sample in Fig. 15. A linear relationship can be seen between
the network predicted z and drift distance from S1.

The performance of the diffusion-based z reconstruction
protocol was assessed as a function of event center energy,
total length and length in the z direction to test for possible
biases. No strong dependencies of precision upon on these
variables were observed. These tests are shown in Fig. 16.

We thus conclude that events can be reconstructed in 3D
space using diffusion to measure z, with a demonstrated pre-
cision of approximately 37 µs, or 33.6 mm. This precision is
small relative to the measured electron lifetime of between
5 ms and 14 ms in NEXT-White [1], suggesting the method is
sufficiently precise to calorimetrically correct event energies
without z-positioning becoming a limiting factor for energy
resolution in a diffusion-based reconstruction chain. Using
the 7 ms lifetime of the run considered in this study, the
implied energy resolution at Qββ would be modified from
the 1% FWHM [20] value measured in NEXT-White to 1.1%
FWHM, adding the uncertainty introduced by z positioning
in quadrature. The method is also precise enough to reject
false S1–S2 coincidences, with potentially improvements for
signal selection efficiency or background rejection factors in
future double beta decay analyses, and to fiducialize events
to reject cathode-originated radiogenic backgrounds.

5 Conclusions

In this article, several methods of determining event z posi-
tion using diffusion in a pure xenon time projection cham-
ber were demonstrated. Fitting the pulse shapes of 83mKr
S2 signals yields uncertainties that are generally less than
25 mm in NEXT-White. Using Monte Carlo simulation, it is
shown that this method can be extended to a larger detector
such as NEXT-100, with similarly negligible degradation to
energy resolution. This method was used to generate calibra-
tion maps using Kr that can be applied to events with energy
> 1.5 MeV, even in the case where S1 information is absent
in their generation.

A convolutional neural network based approach has been
demonstrated to reconstruct the z position for higher energy
(E > 1.5 MeV) events via diffusion. A data driven training
method was used to construct a network capable of estimating

the z position of detected events based on their diffusion.
The final z precision was found to be 33.6 mm, by averaging
the weighted predictions of the XY , Y Z and X Z networks
over symmetry configurations. This is far smaller than the
measured electron lifetime, suggesting promise as a method
for longitudinal event reconstruction without S1.

This method can serve useful purposes, even in detectors
which have full access to S1. As one example, it enables a
new event quality check to reject events with inaccurately
determined characteristics, such as in cases of event pileup
where S1 to S2 association becomes ambiguous. The cross-
check provided by an independent z position estimate from
diffusion enables the rejection of events with improper S1-
to-S2 associations. This can provide higher event selection
efficiencies and better background rejection capabilities, as
well as allowing for higher calibration event rates in future
large detectors. The results presented also indicate the poten-
tial to use diffusion in a pure xenon time projection chamber
to reconstruct the z position of events even if no S1 signals
are available.
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