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ABSTRACT Low-power wide-area networks (LPWAN) are commonly used because they meet the require-
ments of Internet-of-Things (IoT) networks with a large number of end devices, such as high network
scalability, wide area coverage, low data rates, and delay tolerance while consuming very little energy. The
LoRawide-area network (LoRaWAN) is one of themost popular solutions, supporting three types of medium
access control (MAC) options to handle distinct application demands. Class B shortens downlink frame
transmission latency while maintaining low energy consumption in the end device. This article analyzes the
operation of gatewayswith class B devices to determine the events that influence scalability and performance,
presents an analytical model to describe these systems, and proposes an optimization mechanism called
Adaptive Beacon Period Configurator (ABPC). ABPC changes the time-related parameters configuration to
improve the usability of these networks in dynamic scenarios. The proposed solution is then simulated and
tested against the analytical model. The tradeoff between the waiting time between messages, the probability
of reception, and the energy consumption of an end device is shown in the results, describing how traffic
density increases impacts in these Key Performance Indicators (KPI) and how to try to guarantee these
requirements in a network deployment.

INDEX TERMS LoRaWAN, low power wide area network (LPWAN), scalability, network optimization.

I. INTRODUCTION
Information and Communication Technologies (ICT), partic-
ularly IoT (Internet of things) related solutions, are playing
a fundamental role to increase the efficiency, reduce the
environmental impact and simplify and automatize tasks. IoT
technologies can be used across all domains and use cases [1].
Innovation in the IoT domain is moving rapidly, so accommo-
dating a fast-growing number of devices requiring wireless
connection to a network (as in smart cities, smart metering
or digitizing processes for industry 4.0) is a critical topic to
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address. Such network expansion should not come at the cost
of QoS (quality of service) during operation.

The massive amount of network traffic derived from these
IoT applications, with large scale deployments entails chal-
lenges, as devices struggle for a place in the radio spectrum.
A solution oriented to interference immunity is crucial to
overcoming IoT scalability issues for a reliable network oper-
ation in a saturated spectrum.

LPWANs (Low PowerWide Area Networks) are becoming
increasingly important for IoT networks. This is because IoT
applications are becoming more and more widespread, and
there is a growing need for connectivity that can reach remote
devices. LPWANs offer a number of advantages over other
wireless technologies, such as cellular networks, for these
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applications. With sub-GHz RF (radio frequency) technol-
ogy, these networks can be segregated from other 2.4 GHz
legacy systems (i.e., Wi-Fi, Bluetooth) to mitigate jitter and
congestion issues, while benefiting from other LPWAN traits
such as long range, low power consumption and increased
noise tolerance [2]. As the IoT industry continues to grow,
LPWANs are likely to play an important role. By addressing
the challenges of scalability, performance, and energy con-
sumption, LPWANs can become a reliable and cost-effective
solution for a wide range of IoT applications.

Many wireless technologies promise to support thousands
of devices per network, although frequently those numbers
only take uplink traffic into consideration. Downlink traf-
fic is also important, and many wireless technologies are
not designed to handle large amounts of downlink traffic.
Still, as soon as a growing number of endpoints needs to be
integrated, network planning and configuration complexity
can quickly rise to the point of being unmanageable. As the
network size changes, a manual approach to deploying and
operate devices is not usable anymore. For example, a manual
approach is not scalable, and it is not possible to manually
deploy and manage thousands of devices.

Plus, devices are often deployed at remote or unattended
locations technicians rarely visit. For successful IoT scal-
ability, network and device management must be planned
from the start, and the network must be provided with tools
and mechanisms to perform as required in a wide range of
conditions. Features like making data available downwards
(allowing devices to receive updates and instructions from the
cloud) have an important impact into scalability.

First of all, there is not a one-size-fits-all solution, as the
network changes, its configuration needs to change as well.
The best configuration for a network will depend on the spe-
cific application and the environment in which it is deployed.
Scalability supposes a challenge in every type of network,
but gains even more relevance when resources are limited,
and the number of devices can vary greatly from tens to
thousands. Some devices need capacity for more messages
than others and this can be hard to plan ahead. This leads to
replanning and redeploying, which can be done at the cost
of overspending time and resources. Planning ahead for the
best-case scenario and setting achievable requirements help
reduce the risk of not being able to meet the performance
expectations of the deployed networks, and ensuring that the
provided solution is flexible enough for any future needs. For
example, adding new features to the IoT devices deployed
may require exchanging more messages to work properly,
so the network should be able to handle the increased traf-
fic. Also, the number of connected devices changes up and
down overtime, so a fixed planification is either inefficient
or derives in a lack of connectivity, due to packet loss and
congestion.

Among the LPWAN technologies, such as Nb-IoT or
Sigfox, this article focuses on LoRaWAN which is very
popular because of its good performance in range, power

consumption, and robustness to noise [3]. LoRa, which is
used for the physical layer (Layer 1) coding and modula-
tion methods, operates within the Sub-GHz ISM (Industrial,
Scientific and Medical applications) bands. Therefore, this
technology is suitable for scenarios where communications
in the 2,4 GHz band are banned or congested. LoRaWAN
is used for the standardized channel access method and the
corresponding system architecture at the link layer (Layer 2)
over LoRa.

Although initially LoRaWAN was used primarily for
telemetry and other uplink-centered applications, downlink-
centered use cases and requirements are increasing, as this
technology is becoming popular also for automatization or
alternative user interfaces (such as wearables for instance) for
those restricted scenarios, as in selected use cases in ZDMP
(Zero Defect Manufacturing Platform) [4].

This means that instead of only focusing on end devices
pushing data to the network through a gateway (GW), now
end devices or nodes (ED in some figures) scattered in the
floor-plant are the ones receiving orders, instructions and
updates frommonitoring platforms. Such a setting structure is
very helpful for applications such as smart meters returning
data information, and in general, for systems that inherit a
polling type operation. For example, the use of class B in the
field of telecontrol is the support from relevant parties such
as in [5], where an important telecommunications provider
enabled this technology for a variety of applications such
as asset tracking, smart grid balancing control, air quality
sensing, remote patient monitoring or public emergency sys-
tems. This presents a critical topic of research [6], as the
number of gateways is lower than end devices, which means
dividing airtime and resources among all end devices without
forgetting to also spend time listening to whatever the end
devices have to transmit. Thus, scalability becomes an issue
suitable of optimization.

The solution proposed below in this article, composed
by an analytical model and the algorithm to reconfigure
the network synchronization and scheduling parameters, will
allow the gateway to adapt to changes in either network
size or application requirements, coming from increasing or
decreasing the number of end devices and message rates.
This approach enhances the usability of LoRaWAN for appli-
cation where downlink traffic is important, and where the
network suffers from poor performance due to traffic load,
delay or high energy consumption that cannot be addressed
with standard configurations. The testing results allow to
extract conclusions necessary to feed any decision-making
algorithms, so once the model is validated it can be used to
improve and fine tune the response of the algorithm.

This article first presents related work covering this topic
in section II. Then section III covers the LoRaWAN’s chan-
nel access mode of operation, especially for downlink. This
section also presents an analytical model for this downlink
channel access and proposes an algorithm for changing and
configuring temporal parameters involved in the downlink
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stage. Then, the proposal is tested via simulation and com-
pared to the analytical model results in section IV.

Finally, section V shows the conclusions and future work
inspired by these results.

II. RELATED WORK
Several surveys and studies cover issues related to LoRaWAN
network scalability and usability, such as [7] or [8], in a
general approximation to this technology, providing useful
information on trends, research challenges such as the scal-
ability considerations introduced in section I, and simulation
tools for research. Reference [9] presents a systematic review
of literature and works focused on LoRaWAN downlink traf-
fic in the period between 2016 and 2021, comparing various
architecture models and their performance metrics, conclud-
ing that class B is the more efficient for downlink in an
energy-latency trade-off, although scalability is not addressed
as downlink messages are considered only as acknowledge-
ments. In [10], researchers study the impact of bidirectional
traffic in these types of networks, which as expected is
affected by the traffic load and network size, exposing that
scalability is a critical problem in LoRaWAN. The authors
in [11] propose an automated mechanism for configuring
end device radio parameters at run-time that supports multi-
ple application requirements simultaneously and responds to
changes in the network, but is intended for uplink applications
and would not enhance downlink centric use cases. In [12],
the author discusses the poor performance for download traf-
fic and proposes different channel, band, and downlink win-
dow schemes for the European 868 MHz spectrum, although
it focuses on downlink windows for receiving ACKs in class
A devices, this is, downlinks are always initiated by uplinks.
A similar study focusing on ACK traffic, surveying proposed
methods is shown in [13]. This is another example showing
that downlink traffic is an open research topic.

Regarding the application of class B in and downlink traffic
in real use cases, authors in [14] and [15] have proposed the
use of class B nodes in LoRaWAN to perform monitoring
and control of Smart Grids operation. Instead, in [16] authors
analyze how to use a LoRaWAN network to integrate with a
Wi-SUN (Wireless Smart Ubiquitous Networks) Smart Grid
network, which is a popular type of smart metering. One
of the critical problems found is the downlink stage as the
Wi-SUN network latency cannot manage acknowledged class
A reception windows. Authors propose a buffered downlink
approach that tries to set longer delays between uplinks and
reception windows, whereas that problem could be directly
solved by using class B nodes with a proper scheduling. Other
interesting and innovative research is found in [17], which
proposes using backscatter communication (battery-less data
transmission where devices transmit data after harvesting
energy from received signals from an RF-source gateway),
based on LoRaWANdevices and network. Leaving beside the
energy operation considerations, class B mode could enable
this type of communication, by ensuring a periodical energy
supply thanks to gateway downlink messages.

Focusing on the class B and other planification solutions,
authors in [18] review how time-slotted solutions can address
the aforementioned problems, with some considerations and
open challenges. Scalability and collision free communi-
cations are some of the proposed areas requiring further
research, and they are topics covered in the present article.
Then in [19] and [20], LoRaWAN class B mode of opera-
tion, which is indeed a time-slotted solution, is simulated to
evaluate the scalability of the network and gateways, find-
ing that most packet loss comes from dropped packets due
gateway’s duty cycle limits. The article in [21] proposed a
lightweight scheduling solution for LoRaWAN, but addresses
overall traffic and requires the implementation of their own
MAC (medium access control) layer called RS-LoRA, which
would not comply with other devices running legacy stan-
dard. In [22] authors propose LoRaSync, which leverages
class B beacons to provide synchronization, in order to setup a
Slotted ALOHA access for uplink, instead of the legacy pure
ALOHA scheme. Therefore, although using class B, the final
aim of the article is optimizing uplink traffic.

In [23], authors propose a solution based on multiple
gateways and optimal selection of which gateway transmits
downlinks, in the fashion of load balancing. But it focusses
mostly on acknowledgements for uplink or downlink mes-
sages, which is obviously an overload, and also cannot be
applied to networks with a single gateway, which are not
uncommon.

In [24], researchers propose an analytical model of class
B mode and a trade-off function to try to optimize the slot-
ted access. Some assumptions like the spreading factor (SF)
used by nodes on downlink is not realistic, traffic load in
simulations is also restricted and no duty cycle limitations are
considered. Without introducing any changes to the standard,
the results are limited and cannot address to a wider range
of possible applications and scenarios. The authors in [25]
provide a complete analysis of class B and study the impact
of tuning some parameters. Nevertheless, the study does
not consider individual slot length optimization. Otherwise,
blank portions of the scheduled resources can be left unallo-
cated which can impact greatly the scalability of the network.

The solution proposed in the following sections offers a
model for the gateway buffer in class B operation fitting duty
cycle regulations, and provides a mechanism that enables
an adaptive slotted window configuration. This proposal
includes the modification of the standard class B parameters
not only regarding the slots enabled by each end device, but
also the periodicity of the scheduled window, and optimiza-
tion of slot duration for such non-standard configurations,
which is a novel approach to class B. The proposal is based on
the LoRaWAN MAC, which offers compatibility with other
devices in the same network that may function with other
LoRaWAN configurations. The study has been performed
under realistic conditions that include duty cycle limitations
for European regulations, but can be adapted to other regions.
This is crucial as duty cycle limitation has been identified
as the primary cause of losses. These limitations become
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more severe as the network grows, and the solution provided
offers the possibility to adapt to new conditions by reaching
a compromise between different QoS parameters. As the
designed algorithm changes the periodicity of the scheduled
window, other time related parameters need to be adapted.
The following sections show a solution that considers the
optimization of pingslot length parameter, which is a novel
approach in LoRaWAN class B research, and how it used to
optimize slot usage in variable beacon period sizes. In this
way, the network performance can fulfill different require-
ments for different applications and network sizes deployed,
in a changing environment such as industry.

III. MATERIALS AND METHODS
A. TECHNOLOGY OVERVIEW AND OPERATION IN
LoRaWAN CLASS B MODE
At the physical layer, the radio transceivers of the end devices
use Semtech’s Long Range (LoRa) technology [26]. With
this, wireless low power transmitters can forward small pack-
ets of data to a receiver, over long distances up to several
kilometers depending on the environment, in a point-to-point
link. LoRa modulation is based on Chirp Spread Spectrum
(CSS), using linear frequency modulation chirp pulses with
high bandwidth to encode information. These chirp pulses
are sinusoidal signals shifting in frequency over time, which
determines the symbols that represent the information. The
number of values that can be encoded in each symbol is given
by the spreading factor (SF). The range of SF values admitted
is between 7 and 12.

The larger the SF used, the further the signal will be able
to travel and still be received without errors by the receiver.
The duration Ts(in seconds) of a symbol can be calculated
as shown in (1), which also shows the data rate Rb. The
bandwidth (BW) as set by the standard can be 125, 250 or
even 500 kHz, and it is set to a fixed value for all network’s
lifetime. The code rate (CR), as shown in (1), is used for
error correction in wireless communications by introducing
redundant bits, with 1 < n < 4, although in LoRaWAN
standard the value set for CR is 4/5 (n=1) in order to reduce
the overhead:

Ts =
2SF

BW
,CR =

4
4 + n

,Rb = SF ·
CR
Ts

(1)

Derived from (1), increasing the SF value means lowering
the bit rate and therefore, increasing the Time on Air (ToA)
of a packet (as each symbol of the message has higher Ts).
This also reflects in the power consumption of the device,
as it needs to enable the radio interface for longer periods to
send the data. On the other hand, the coverage range increases
for higher SFs values as the energy of the total signal is
now spread over a wider range of frequencies, allowing the
receiver to decode a signal with a worse signal-to-noise ratio
(SNR).

Working over LoRa technology, LoRaWAN is an open
protocol defined by the LoRa Alliance, and is supported by
a central Network server that orchestrates all the devices

FIGURE 1. LoRaWAN network architecture.

TABLE 1. Duty cycle restrictions on EU bands.

FIGURE 2. LoRaWAN Class B operation mode time parameters.

(end nodes and gateways, which form star topologies) of
the network (for instance, selecting the best gateway for a
node). On top of these layers, the LoRaWAN architecture
relies on applications servers to relay the information to
other systems and networks, supporting different application
protocols, as shown in Fig. 1. The latest version of the pro-
tocol released by the LoRa Alliance is version 1.1 [27]. The
gateways are connected to the network server through a con-
ventional TCP/IP (Transmission Control Protocol/Internet
Protocol) SSL (Secure Sockets Layer) network, while the
end devices use LoRa to communicate with one or more
gateways.

Another matter to keep in mind when sending and receiv-
ing messages in a LoRaWAN network is to comply with
spectrum regulations. The Duty Cycle (DC), which is the
percentage of time a device is using or occupying the channel,
is regulated in Europe as seen in Table 1, or in detail in [28].

The default transmission configuration recommended for
the downlink is 869.525MHz (G3 sub-band offering the
highestDC) with SF9 and 125kHz bandwidth [27]. Neverthe-
less, the default channel can be modified by gateways using
MAC commands in accordance with the LoRaWANRegional
Parameters.

Data communication in Class B mode is based on the
beacon period, which is set to 128 s. One beacon period,
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as illustrated in Fig. 2, consists of beacon reserved (2.12 s),
beacon guard (3 s), and beacon window (122.88 s) [27].
When the beacon reserved interval expires, the beacon win-
dow interval begins, and each end device opens pingslots
with a ping period inside this interval periodically to receive
downlink data.

The beacon guard period is adjusted to 3 s, in order to
avoid that the gateway is still sending downlink messages
when it should send beacons. The beacon window is divided
into 4096 pingslots with a duration of 30 ms. The number of
pingslots (pingNb) available during a Beacon Window can
be derived from the periodicity parameter, referred to as k for
the rest of this article. It is fixed by the standard as in (2),
therefore setting the number of pingslots usable by a node in
each Beacon Period from 1 to 128 pingslots:

pingNb = 27−k where 0 ≤ k ≤ 7 (2)

The ping period is the delay between two pingslots, and is
constant, calculated as:

pingPeriod =
4096
2k

slots (3)

The offset between the beacon and the first pingslot is
pseudo-randomly chosen after each beacon for each end
device, based on the pingPeriod, device address and joining
keys, and the last beacon time received:

Rand = aes128encrypt(Key, beaconTime|DevAddr

|pad16) (4)

pingOffset = (Rand[0]+Rand[1] × 256)mod(pingPeriod)
(5)

Having a scheduled channel access implies that nodes have
specific slots assigned, which eliminates the possibility of
collisions with other nodes, but it also means that there are a
limited number of available pingslots, which may be an issue
as the network grows. Several events when a Gateway tries to
transmit to class B nodes can alter the expected operation:

- The pingslot chosen has already been given to another
node when the number of nodes exceeds the number of
available pingslots, as shown in Fig. 3 in case A

- The pingslot assigned is already in use (due to the
preceding downlink broadcast, or because there is an
ongoing uplink message), as seen in Fig. 3 in case B.

- The allocated pingslot is too near to the preceding active
one (even if it has completed) and cannot be utilized in
order to comply with the duty cycle, as seen in Fig. 3
case C.

Please note that the time taken for the transmission of a
message is dependent on its size, which translates in a given
ToA that is always longer than the 30 ms of a pingslot.
Having a pingslot assigned only marks the starting time of the
transmission. This directly causes case B, and also impacts
on the duty cycle reserved time in case C (the longer the
message, the longer the waiting time).

TABLE 2. Model related definitions.

B. SYSTEM MODEL
In the following analytical model proposed, and given the
definitions shown in Table 2, assume that N uniformly dis-
tributed, Class B mode, end devices are connected to a
gateway. Also, for the ongoing analysis, assume that the
gateway receives data to distribute to end devices uniformly
for each device (all devices configured with same pingNb
and k). This means the arrival rate to the system, λ, is deter-
ministic and can be considered (N· pingPeriod). Let’s sup-
pose that any packet that is not served during its beacon
window is discarded, then the server (in this case the gateway)
is represented by a system with finite capacity, in this case 1,
as packets are discarded if medium is busy. The systemmodel
diagram is shown in Fig. 4.

It is also assumed that uplink data from devices, which
could prevent the gateway from transmitting due to its radio
being busywith reception, is negligible in this case as applica-
tion is downlink centric only (sporadic uplinks in real world).
It can be modelled as a D/G/1/2 system with a FIFO queue
discipline.

End devices are configured for reception with the pre-
defined parameters for downlink in class B, this is, SF9
and 125 kHz bandwidth, which implies a maximum packet
size of 128 Bytes (including headers). This is relevant to
calculate the ToA and therefore the duty cycle limitations,
both variables affecting the pingslots that are truly available
for downlink at a given moment. For the selected sub-band
g3, duty cycle is set to 10%, which means the time required
between the start of two consecutive frames to comply with
regulations is 10·ToA (as a 10% DC means leaving the chan-
nel free 90% of the time).

Thismeans that regarding the service timeµ, it is important
to note that the frame at the very front of the queue cannot be
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FIGURE 3. Possible events affecting downlink transmissions.

FIGURE 4. System model diagram.

served immediately after the previous frame transmission is
completed due to the waiting time introduced by duty cycle.
All packets arriving when server is busy are immediately
discarded. The rest of themodel descriptions and used param-
eters are shown in Table 2. This model is used to check results
of the simulator in the results section.

However, this system classified as D/G/1/2 does not have a
closed form formula to solve it. An approximation to a G/G/s
model can be used, or it can be resolved by Monte Carlo dis-
crete event solving methods [29], which is the solution used
for the results section. For the approximation, the solving
equations are as follows:

Lq = Lq_MMS ·
µ2V (t) + V

(
t ′
)
λ2

2
(6)

where V (t) is the variance of service time and V (t ′) is the
variance of interarrival time.

The rest of measures are the same as in a M/M/s system,
knowing that in this case s=1, so γ = ρ. To complete (6) the
equations of this system are shown in (7)-(9), where n is the
packets in the system.

P0 =
1

s−1∑
n=0

γ n

n! +
γ s

s!(1−ρ)

=
1

1 + γ /(1 − γ )
(7)

P (n) =


P (n− 1) γ

n
n ≤ 1

P (n− 1) γ n > 1
(8)

Lq_MMS =
P0γ sρ

s! (1 − ρ)2
=

P0γ 2

(1 − γ )2
(9)

And therefore, the probability of finding the server busy,
meaning the packet is dropped and lost, is:

Pb =

∑
P (n) n ≥ 1 (10)

C. ADAPTIVE BEACON PERIOD CONFIGURATOR
PROPOSED ALGORITHM
The performance of LoRaWAN’s Class B mode is mostly
influenced by the pingslot configuration, which is critical
in balancing the downlink packet transmission delay and
energy consumption. With the Beacon Period and pingslot
scheduling implementation defined by the standard, there is
a limit on what trade-off configurations can be adopted to
address different situations and requirements. For a rapidly
increasing network with a high number of nodes that require
downlink transmissions, the traffic intensity can rise enough
to make delay to not meet acceptable values.

On the contrary, the network’s devices number may
decrease (or be low from the start). Based on given restric-
tions, it can be of interest to provide a mechanism that
changes the Beacon Period time bp (and therefore the beacon
window bw too) parameters according to the size of the net-
work and the traffic load. To enable different Beacon Period
configurations from the standard’s proposal, the k parameter
also needs to be set accordingly, and not only in 0 ≤ k ≤

7 interval.
Regarding the pingslot configuration, the adopted con-

vention is a duration of 30 ms, which is calculated as the
minimum time needed to detect the preamble of a transmitted
frame, regardless of the SF (and therefore the ToA of the
frame). So, trying to force a shorter duration for a pingslot
is not possible, as receivers would fail to detect incoming
messages. Also, the duration of the pingslots relate to another
key parameter: the number of pingslots in a beacon window.
As derived fromFig. 2 or Fig. 5, pingslots of 30ms in 122.88 s
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FIGURE 5. Pingslot duration selection based on periodicity k.

TABLE 3. Pingslot duration according to beacon period times.

results in the 4096 pingslots that can be, a priori, used. This
value, along with the periodicity k, is used to calculate the
pingPeriod, influencing, as seen in the model in (6)-(10), the
loss/success probability of the system.

So, a first consideration when proposing changing the
Beacon Period, is considering the effect of pingslot duration
if the window duration is different.

Assuming the beacon guard and beacon reserved fields to
remain fixed (3+2.12 s), as they are calculated to ensure the
reception of broadcasted beacons in every end device, if the
Beacon Period is doubled, to 256 s in total, that would mean
the effective time bw for pingslots is 250.88 s, which results
in 8362.66 slots of 30 ms.

Furthermore, given that the addressable (as in which are
really used) pingslots, coming from equations (2) and (3), are
powers of two, so the closer configuration would be, with
a k=8, having 8192 pingslots, so 170.66 pingslots would
be wasted, reducing the theorical capacity to send downlink
frames. This is better seen in Fig. 5.
Based on this information, and to keep the optimal pingslot

duration to maintain the capacity of the gateway, the first step
to implement a variable Beacon Period is to provide a solution
to select pingslot duration according to maximum periodicity
kmax available and Beacon Period length:

tpingslot =
bp − bg − br

2kmax+5 (11)

where kmax value is not fixed as 7 as proposed by the standard
and described in (2) but increases or decreases by 1 unit if
the Beacon Period is doubled or halved, respectively. The
parameters bp, bg and br can be seen in Fig. 2.

Table 3 shows values of tpingslot for different Beacon Period
sizes. Accordingly, pingPeriod now is not defined by the
4096 pingslot, but with the number of available pingslots
(npingslot ) according to kmax . Between parenthesis in the

npingslot column it is shown the number of pingslots for a fixed
pingslot length of 30 ms.

Note that if the Beacon Period falls below the 128 s indi-
cated in the standard, tpingslot would fall below the minimum
of 30 ms required, and therefore kmax needs to be decreased
further to comply. At that point, pingslot is almost doubled to
57.5 ms, which is in fact less efficient from the energy point
of view. Nevertheless, using a configuration with such param-
eters can only be oriented to applications with a very low
number of end devices which require shorter delays, so proba-
bly energy consumption has no weight in the decision. On the
other hand, higher values of Beacon Period do not impact
significantly in the duration of the pingslot but enable more
pingslot resources for networks with increasing number of
end devices, provided delay is not a concern within some
limits. Therefore, these longer beacon periods are oriented for
big networks without strict time requirements, but can benefit
from energy savings, as they spend less time listening to the
channel (the number of beacons is halved with each period
doubling).

The proposed algorithm called Adaptive Beacon Period
Configurator (ABPC), configures the Beacon Period size,
the kmax periodicity and the pingslot period tpingslot accord-
ing to the number of devices (or traffic load). This solution
aims to provide a better network response in situations where
scalability, delay, or power consumption may pose a problem,
considering that optimizing for specific requirements come at
a cost or trade-off, as maximizing a given parameter directly
affects the others.

Therefore, for this ABPC set up some parameters are fixed
and predefined, in this case the size of the downlink messages
payload (which could be also changed during runtime if
needed), while the rest of parameters will change to adapt
to the scenario and the running application, as intended by
the mechanism. In order to tune the mechanism based on
results, the size of the network to simulate is chosen upon the
assumption that during a Beacon Period there is a theoretical
maximum number of pingslots used to send packets success-
fully, Smax (maximum usable slots), taking only duty cycle
into account, without considering the random slot selection
at the start of each window, as seen in Table 4. Simulation
is based on the libraries for ns3 of [30] with corresponding
changes and modifications for the described ABPC.
Smax is used as input to select the number of nodes in the

network during simulation, and as the triggering parameter
for the ABPC to change configurations, in order to compare
with the model. It is assumed that nodes are configured to
receive one packet per Beacon Period (bp), which corre-
sponds to one pingslot. Therefore, the input for the algorithm
at this stage, is assumed to be Smax . The value of Smax can
be calculated according to (12), knowing the payload size
of the packets and SF (to obtain the ToA), duty cycle, and
Beacon Period Size configured (which reflects in the beacon
window bw):

Smax =
bw

ToA+ TDC
(12)
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TABLE 4. Design considerations based on payload size, duty cycle and
beacon period.

The values obtained allow to validate the analytical model
presented in previous section III-B, which then can be used
to train this decision-making element of the ABPC in future
implementations. The gateway knows how many devices are
connected and requiring downlink messages, and has prede-
fined rules, depending on the application, to maintain certain
levels of QoS, such as Packet Delivery Ratio (PDR) and
energy, so themodel can determine if there is a need to change
the Beacon Period Size for those requirements. The gateway
then updates the synchronization configuration in the nodes
via the beacon packets at the start of each Beacon Period. This
algorithm is summarised in the flow chart in Fig. 6.

D. VALIDATION SCENARIO
The scenario proposed for tests and validation is set to an
industrial floor plant of radius 2km and a realistic propagation
channel model as introduced in [31], with a variable number
of end devices ranging from 4 to 1104, depending on the
selected network size due to the design considerations. This
number of end devices is realistic for an industrial application
and is derived from proportional values of Smax . Note that
Smax values shown in Table 4 are not always powers of 2 as
the Beacon Period, so for instance a value of 4 times Smax for
theW1024 results in 1104 nodes.

Higher values of Beacon Periods and Smax are not con-
sidered at this time because they would introduce to much
waiting time between periods, but it could be explored
in the future for delay tolerant network without any time
restrictions.

The application server is generating downlink messages
with a rate of 1 packet per beacon window per node
(whichever the length of the Beacon Period), while end
devices only put uplink messages (for uplink devices behave
like class A) every hour. Table 5 shows a summary of used
configurations.

In the scenario simulated, the number of nodes is fixed
for 24 hours, after which the network size is increased
(see parameter N in table 5), which triggers the ABPC and
reconfiguration of class B parameters, repeating the cycle to
achieve 24h of statistics for each configuration.

To calculate the different energy consumption in the differ-
ent configurations, a value of 11mA for radio consumption

FIGURE 6. Flow chart diagram of the ABPC mechanism process.

TABLE 5. Scenario simulation configurations.

during receiving/listening time has been used, as extracted
from Semtech chipsets datasheets. The real consumption on
a device should also consider other elements such as Cen-
tral Processing Unit (CPU), sensors, memory, etc. But those
parameters are hardware and application related and are not
impacted by the proposed solution which relates only to radio
aspects. For reference, an example of battery lifetime is calcu-
lated assuming a common battery configuration of 3000 mAh
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TABLE 6. Power related parameters.

(two AA alkaline batteries for instance), and an ESP32 CPU
with the SX1276 LoRa radio chipset. For reference, the ToA
related are 369.7 ms for 50 Bytes data packets, 160 ms for
beacons, and 30ms for empty pingslots. A summary of power
related parameters is shown in Table 6.

IV. RESULTS AND DISCUSSION
To validate the ABPC solution proposed, the selected sce-
nario is simulated under ns3, and compared to the analytical
model. To represent the different configurations according to
Beacon Period, figures’ captions show a naming convention
of W64 to W1024 as in Table 4. It is also relevant for the
analysis of the results to highlight that the W128 configura-
tion corresponds to the standard’s proposition, so that is also
a key configuration in the comparison.

First, a detailed analysis of event in the gateway buffer is
presented, characterizing the operation of this element for
the different configurations, showing PDR (packet delivery
ratio, which is the percentage of received messages versus
the expected, therefore the probability of successful transmis-
sion), and the PLR (packet loss ratio) due to the different type
of events.

Then, on the End devices or nodes’ part, results in terms
of delay between consecutive downlink packets, PDR, and
power consumption are obtained. The number of devices used
is shown as in results as multiples of N, where N=Smax , and
Smax values can be observed in table 4. This is important
when reading the figures, as values of N in fact are different
between Beacon Period configurations.

From the gateway’s perspective, as shown in Fig. 7, the
main problem detected in all cases is that packets are missing
their transmission pingslots due to duty cycle limitations,
followed by finding the scheduled pingslot being still in use
by other message transmission (either downlink or uplink).

This can be seen as the series labeled as ‘DC PLR’,
which describe packets discarded at gateway’s buffer, are the
more significant and grow considerably with the number of
devices. Bars with dotted filling and colored border are PDR,
while PLR series are solid color bars.

With regards to configurations, longer Beacon Periods
suffer less from the duty cycle and occupied slot events,
achieving a higher percentage of packets successfully trans-
mitted, for the same amount of end nodes. See in Fig. 7 the
highlighted values for number of nodes are 16 or 552, as N

depends on Smax(in those cases Smax =16 or 276, see table 4
for relation with Period Beacon sizes) as example. The values
of PDR for the analytical model, which are correspondent
to the percentage of transmitted messages, is also shown in
Fig. 7, so it can be seen that the model describes well the
expected results.

As the model inputs are related to the traffic injected to
the gateway, and this is related to the Beacon Period size,
statistically the model only depends on the interarrival time
of packets to the gateway and thus is dependent on N but
independent of beacon window size.

Regarding the nodes, increasing the Beacon Period size
and the ping period increases the waiting time or delay, but
it is worthwhile noting that this increase does not seem to be
directly proportional (doubling the Beacon Period size does
not automatically double the time between packets). This
applies also to the number of packets received successfully
on the nodes, as the results show that even when reducing the
message generation rate (increasing pingNb).

This supposes that for a Beacon Period of 256 s (W256),
the gateway is trying to transmit half the amount of packets
than for a Beacon Period of 128 s (W128), but in the node’s
end this does not translate in half the messages. It depends
on the size of the network, as when the number of nodes
grows, the delay between messages at nodes’ end equalizes,
as does the number of messages received. But on the other
hand, the power consumption becomes lower with longer
beacons windows.

In Fig. 8 it can seen how the delay increases and the PDR
(using the values of the model) decreases when rising the
number of devices. This increase in delay is all the more
pronounced when W is higher, being almost negligible for
W64, and very pronounced for W1024.

Regarding power consumption, the mean current Im per
hour after 1 day has been obtained. The reason to use current
is that voltage is a fixed value (typically 3.3V or 5V for
battery powered devices). This can be seen as batteries show
their capacity in mAh too. The calculation considers the
number of packets received by each node, the time it takes
to receive them, and the same for beacons. Then the rest
of consumption comes from nodes enabling radio reception
during the minimum time to listen to preambles and turning
off if no data present in the channel.

Increasing the Beacon Period size automatically reduces
the number of transmitted synchronization beacons, which
means reducing the time an end device is expected to be
listening, therefore it has a direct impact on power savings.
As can be seen in Table 3, window sizes above (or below)
128 s result in longer pingslot durations higher than 30 ms.
Considering the real minimum time needed, regardless of
window sizes or SF, to detect the preamble of an incoming
frame is 30 ms, from the point of view of the end device’s
radio, that is the amount of time it has to be listening. The
altered duration of the pingslot length is relevant for syn-
chronization so the gateway and end devices know when to
start transmitting/receiving, but minimum active radio time
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FIGURE 7. Impact of different event in the gateway buffer depending on window size and network size.

FIGURE 8. Mean network values for PDR and delay.

FIGURE 9. Overall network consumption for different combinations of
network size and Beacon Period configurations.

when pingslot starts can be considered fixed in 30 ms for
all configurations. Therefore, it does not impact negatively
in power consumption.

On the other hand, increasing (or decreasing) the peri-
odicity (k) means each node wakes up more or less fre-
quently, so longer periods that enable higher periodicity
values achieve (at the cost of higher delays) longer battery
life. This can be seen in Fig. 9 and 10.

FIGURE 10. Network consumption for 64 nodes and battery lifetime per
node depending on the Beacon Period size.

Finally, Fig. 10, which is obtained from a network with
64 nodes as example, also shows the duration of the batteries
(3000mAh) on the hardware described in section III-D. This
calculation assumes the CPU is in deep sleep state while radio
is idle and activates when it is time to receive (depends on
Beacon window size) or send messages (fixed to one per
hour). The results show how relevant it can be to change
Beacon Periods, if possible, as nodes can benefit from up
to 200% more days of operation than with the standard.
This battery duration drastically drops if hardware does not
support deep sleep, but it is a feature that most manufacturers
include in their products nowadays.

V. CONCLUSION AND FUTURE WORK
The introduction of class B mode in LoRaWAN to sup-
port downlink messaging without needing end devices to
trigger it and the rising interest in using these networks in
industrial applications has shown that there are still opti-
mization and scalability problems that can benefit from more
flexible scheduling approaches. The results obtained from
testing different configurations of Beacon Period sizes and
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periodicities, supported by the pingslot duration adaptation
mechanism described, show that the proposed parameters by
the standard can be further optimized according to the net-
work size and the specifications or quality of service required
by the application.

On one hand network size can impact greatly the per-
formance of the network, especially for LoRaWAN class B
and its scheduled operation, so in cases where scalability
may be an issue it is worthwhile having the chance to adapt
configurations to enhance network operation and maintain a
certain level of PDR despite increasing delay.

On the other hand, other cases feature a reduced number
of end devices, and it may be of interest to favor other key
parameters exploiting that more resources in the gateway are
available.

From the results, it can be seen that using smaller Beacon
Period sizes benefits the delay between messages, and logi-
cally the number of total messages received. These parame-
ters’ tendency equalizes as the network grows, which means
that for very large networks, delay and messages received
are no longer directly influenced by the Beacon Period size
unless this is also greatly increased, to the point that the
network is useless because delay and packet loss are too
high. The other relevant aspects, such as power consumption
and PDR, follow the inverse logic. If the key characteristics
required are longer battery life in end devices, then longer
Beacon Periods achieve much better results, considering that
large networks feature similar mean levels of delay and mes-
sages received per node.

Thanks to the model and the curves obtained for PDR,
delay and energy, the gateway can infer in advance the behav-
ior of the network according to end devices connected, and
take well founded decisions on Beacon Period size configura-
tions or even in blocking new devices to guarantee predefined
requirements. The point where the adaptiveness is no longer
beneficial can be calculated with these data and algorithm,
and checked against user’s requirements. For instance, a delay
of one hour may be reasonable for configuration updates or
non-critical telemetry requests, but other type of messages
such as actuations would require a limit within seconds.

Future work is directed to implementing an automated
mechanism in the gateway that can adapt to network changes
(in size or in QoS requirements) following the knowledge
derived from this work and use case limitations introduced
by users, and its implications with gateway federation in
multiple-gateway networks regarding gateway routing selec-
tion in the network server.
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