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A B S T R A C T

This preliminary research presents a comparative study between Text-to-Image AI models and Shape Grammars, 
one of the main generative approaches to Computer Aided Conceptual Design. The goal is to determine to which 
extent AI models can reproduce or complement the performance of grammar algorithms as creative support tools 
for shape exploration in conceptual product design. Workflows, advantages and limitations are identified 
through a comprehensive practical comparison example. The results show many similarities regarding generative 
capabilities and highlight several advantages of Text-to-Image AI models, including an easier way of capturing 
product grammars and a wider and more immediate range of further applications. In contrast, Shape Grammars 
approach proved more solid in aspects related to exploration workflows and cognitive stimulation. These results 
encourage the research on new ways to address the interaction between designers and AI generative models, 
combining the AI potential with well-established generative strategies.

1. Introduction

Computers have been used as support tools for product design for 
more than 90 years. However, it is well known that the impact of this use 
throughout the design process has not been the same in every stage. 
Early CAD tools were focused on facilitating product representation and 
analysis, thus being very suitable for embodiment and detail stages, but 
not for the conceptual one, in which design problems are still ill-defined 
and the information available is ambiguous (Mothersill and Bove, 2018). 
The obstacles and requirements to adapt digital tools to early stages of 
the design process have been thoroughly studied (Abdalla et al., 2021; 
Bernal et al., 2015; Bonnardel and Zenasni, 2010; Lubart, 2005; van 
Dijk, 1995). These studies point out the need for knowledge-based 
computer support systems, focused on cognitive aspects rather than 
modelling tasks.

In fact, the incorporation of AI-powered systems has been considered 
since the early days of CAD, but then the available technology could not 
provide suitable support to theoretical frameworks (Forbus, 1988; 
Jiaoying et al., 1987; MacCallum, 1990). As technology has evolved, 
traditional rigid CAD systems have shifted to more flexible tools and 
computational systems capable of providing support in tasks all along 
the whole design process (Bernal et al., 2015). A wide range of studies 
about generative tools for conceptual design have been published 

(Mountstephens and Teo, 2020), although there exists still a significant 
gap between academic approaches and industrial applications (Horváth, 
2000).

Among them, AI generative models have experienced a highly dy-
namic development in several fields these recent years (Yüksel et al., 
2023). Particularly, Text-to-Image AI models constituted a shocking 
release along 2022, radically changing graphic design and visual disci-
plines (Oppenlaender, 2022). Although it is possible to find some ex-
amples of their application to product design by freelance pioneer 
designers and firms, there are not many studies on this issue yet.

This work constitutes a preliminary study to evaluate the possible 
ways in which product designers and other practitioners may make use 
of these generative technologies to empower their shape exploring 
creative processes in conceptual design stages. Text-to Image AI models 
are a very recent technology, and therefore scarcely studied from an 
academic point of view and barely implemented in industry. The few 
(but valuable) studies that exist in this regard have focused mainly on 
analysing the creative performance of users when using the tool as a 
source of inspiration as a support for formal exploration.

The present work proposes a different approach and is part of a series 
of studies in which the incorporation of generative models as an inte-
grated part of existing design methods is analysed. Specifically, in this 
paper, we explore the workflow and performance of a Text-to-Image AI 
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model (Stable Diffusion) as compared to that of Shape Grammars in a 
particular case study. The aim is to identify through a practical appli-
cation to what extent the AI model can be used to perform similar 
exploratory design tasks, and how designers could adapt their work to 
include these generative procedures in their design toolbox. To our 
knowledge, there are no direct applications of product Shape Grammar 
strategies applied through generative AI models till now. This approach 
intends to propose new research lines based on incorporating AI agents 
to existing and sound methods in design practice.

Using as a comparison an exhaustive previous study based on the 
analysis of the Buick grammar along more than 60 years, this work 
initially calibrates the ability of the generative artificial intelligence 
model to reproduce the grammar formal elements, it is, the geometric 
shapes conforming the different car parts. The Buick study is then taken 
as an example and all the creative processes based on Shape Grammars 
shown in the original paper are replicated using Stable Diffusion. The 
aim is to determine whether a designer skilled in the use of Shape 
Grammars could use Stable Diffusion as a tool to support the formal 
exploration similarly. In other words, whether it is possible to reproduce 
the exploratory creative processes enabled by Shape Grammars through 
generative artificial intelligence models.

This work contributes to the field of Computer Aided Conceptual 
Design by providing a comprehensive comparison of technical work-
flows between Shape Grammars as a generative paradigm for creativity 
and Text-to-Image generative models. This kind of comparisons is 
needed to fully understand the benefits that AI models may contribute to 
complement, enhance or replace current creative workflows. As afore-
mentioned, while already exist some research papers on the use of these 
models for concept ideation, their approach is mainly based on using 
image generation for inspiration. Other different perspectives must be 
studied to effectively deploy the full potential of this technology as true 
computer design assistants along the whole design process. In this sense, 
this work also offers a first test of different uses for tools of a Text-to- 
Image AI model as resources for creative exploration through an exist-
ing procedure (Shape Grammars), thus enabling different exploratory 
strategies to make the use of AI models more goal focused.

The rest of the paper is organised as follows. Section 2 presents a 
brief evolution of the generative tools applied in conceptual design, 
specially highlighting the recent development of generative artificial 
intelligence models focused on producing images from text inputs. 
Section 3 describes the method followed to conduct the exploratory 
study. Section 4 comprehensively describes the application of Text-to- 
Image techniques to replicate/complement the Shape Grammar explo-
ration process. The most relevant results, the limitations of the study and 
possible future lines are discussed in Section 5. The use of Stable 
Diffusion as a tool to explore formal grammar in the case study has 
proved very satisfying. The possibility of using a model that reproduces 
with acceptable fidelity characteristics from a wide range of historic 
eras, the ease of using these characteristics in the study of new product 
concepts and the ability to combine characteristics efficiently are 
highlighted. The main weakness detected is the difficulty in ensuring 
concept generation within the solution space defined by the product’s 
grammar. Finally, Section 6 provides some concluding reflections.

2. Generative tools for Computer Aided Conceptual Design

2.1. The Evolution of CACD Tools

The conceptual stage of the design process is intensively creative 
(Dorst and Cross, 2001; J. Gero, 1996; Sarkar and Chakrabarti, 2011). 
Even though the cognitive processes that take part in this stage have 
been deeply studied, there is still a need for a clear comprehension of the 
phenomenon in order to provide effective computer tools to designers 
(Dinar et al., 2015; Jin and Benami, 2010). Traditionally, the complex 
nature of these processes has imposed a barrier to computer tools sup-
porting design activities (Vuletic et al., 2018).

An evolution of the implementation of computer tools in different 
stages of the design process can be found in (Chandrasegaran et al., 
2013). In the early days of CAD, these tools focused primarily on 
creating and manipulating information about 2D and 3D shapes. This 
allowed CAD/CAM/CAE systems to be easily incorporated into the 
embodiment/detail design stage. However, the rigidness of use and the 
need for objective and precise information of these early CAD systems 
posed a considerable obstacle to their use in the conceptual design stage 
(Company et al., 2009; Mothersill and Bove, 2018).

Conceptual tasks needed, on the contrary, computer tools able to 
support creative processes (Woodbury, 1990; Tay and Gu, 2002). In fact, 
30 years ago, studies on the application of artificial intelligence to the 
understanding of design processes were already being proposed (J. S. 
Gero and Maher, 1993). Since these first studies, many computational 
models representing design activities have been suggested (J. S. Gero, 
2000; Goldberg, 1991; Maher and Tang, 2003; Mekern et al., 2019; 
Pineda, 1993; Tay and Gu, 2002). This view helped to develop early 
digital tools in which computers were intended to play a more relevant 
role than just geometric representation support systems, such as 
Sketchpad (Sutherland, 1964), the Electronic Cocktail Napkin (Gross, 
1996), the computer-aided design conversation system proposed by 
(Lawson and Loke, 1997), or SketchREAD (Alvarado and Davis, 2007). 
Limited by the available technology, these pioneer proposals were then 
scarce and not very widespread.

The studies on computer systems suitable to support conceptual 
design evolved as technological improvements allowed for more flexible 
digital tools. Progressively, the introduction of more complex systems 
allowed the incorporation of cognitive design assistants (Huet et al., 
2021), the practical implementation of algorithmic approaches 
(Ekströmer and Wever, 2019) and the management of data driven 
product design (Briard et al., 2023). The term Generative Design is often 
associated with this shift of paradigm from computer as a tool to com-
puter as an agent or a design assistant (Tufarelli and Cianfanelli, 2022). 
An important aspect of generative systems is the ability to produce and 
evaluate a wide range of design options. Algorithms allow the automatic 
production of multiple design alternatives based on specific criteria and 
constraints. These systems can explore a vast design space and provide 
designers with a multitude of options to consider, allowing for more 
creative solutions and overcoming some of the creativity blockers that 
designers suffer, such as fixation. (Crilly, 2015; Jansson and Smith, 
1991). The possibility of procedurally generating multiple and varied 
solutions allows designers to explore alternatives beyond the fixation 
area, favouring emergence (Alcaide-Marzal et al., 2020; Hyun and Lee, 
2018; Karimi et al., 2020; Yüksel et al., 2023).

Thus, during the last two decades, researchers have proposed and 
analysed the application of many different generative solutions for 
shape exploration focused on conceptual product design. A thorough 
review of these generative tools is conducted in (Mountstephens and 
Teo, 2020). The authors analyse 37 generative product systems based on 
Shape Grammars, L-systems, Genetic Algorithms, Swarm Intelligence, 
Parametric CAD and GANs.

Shape Grammars was one of the first generative approaches to 
product design exploration. Proposed in 1972 by Stiny and Gips (Stiny 
and Gips, 1972), Shape Grammars are rule-based systems used in 
computational design that use formal grammar rules to generate or 
modify geometric shapes. A Shape Grammar system consists of a set of 
transformation rules, which define how a shape can be transformed or 
modified, and a generation procedure, which selects and applies these 
transformations. Starting from an initial shape, transformation rules are 
applied to generate new shapes. By recursively applying these rules, 
designers explore the solution space generating concept variations. An 
example of this process is shown in Fig. 1.

Shape Grammars have been commonly used in computer-aided 
design (CAD), architecture, and urban planning to create designs and 
layouts following a set of predefined rules, but also in product design 
(Agarwal and Cagan, 1996; Barros et al., 2015; Cui and Tang, 2013; 
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Kielarova et al., 2013; Orsborn et al., 2006; Pugliese and Cagan, 2002), 
being one of their strengths the capability of identifying relevant visual 
features to convey a brand image or a specific iconic style (McCormack 
et al., 2004; McKay et al., 2006).

Despite being a powerful framework for conceptual shape explora-
tion, Shape Grammars present several limitations that have prevented a 
wider development. (Gu and Behbahani, 2021) summarise some of 
them: Disconnection between the approach of abstract academic 
research and that of practical professional applications, lack of com-
mercial packages or presence in CAD platforms and low flexibility to 
adapt to designers’ workflows. Nevertheless, Shape Grammars continue 
being a fruitful field of research and a basic paradigm for other gener-
ative variants (Eloy et al., 2018).

Among generative methods, GANs and other related AI algorithms 
have received increasing attention in recent years, and many studies 
have been published describing different AI applications to numerous 
and varied design situations (Chiarello et al., 2021). A thorough 
compilation of these applications can be found in (Yüksel et al., 2023). 
The relevance of this field of research has led some authors to use spe-
cifically the term “artificial intelligence aided conceptual design” (Isgrò 
et al., 2022; Xin and Zhao, 2021; Yang et al., 2023).

More recently, AI generative models focused on visual arts such as 
automatic image or video generation have experimented a breath-taking 
development (Oppenlaender, 2022). This trend has been further pow-
ered by the rising and public release of several Text-to-Image AI models 
(algorithms able to generate high quality images from text inputs), 
enabling a radical change and probably introducing a new paradigm 
which will affect all creative disciplines, including product design. The 
next section focuses on this question.

2.2. Text-to-Image AI models and current applications in Product Design

The evolution of image generative models has experienced signifi-
cant advancements over the last decade, especially with the advent of 

Generative Adversarial Networks (GANs). Previously, image generation 
was addressed using non-Deep Learning models such as Gaussian 
Mixture Models (GMMs) and Hidden Markov Models (HMMs) (Permuter 
et al., 2006). Later, Variational Autoencoders (VAEs) introduced a 
probabilistic framework combining deep neural networks and varia-
tional inference (Elasri et al., 2022).

GANs were proposed by (Goodfellow et al., 2014), and revolu-
tionised image generation algorithms. GANs consist of a generator and a 
discriminator network, trained adversarially. The generator produces 
images to fool the discriminator, while the discriminator tries to 
distinguish real from fake images. GANs achieved remarkable results in 
generating realistic images and opened the door to numerous applica-
tions. such as BigGAN (Brock et al., 2018), StyleGAN (Karras et al., 
2018) or GauGAN (Park et al., 2019). (Zhou et al., 2021) provide a 
comprehensive review of GAN-based Text-to-Image algorithms. GANs 
are of course not only applied to image generation, and they have been 
used in different approaches to conceptual product design tasks, as 
aforementioned (Yüksel et al., 2023).

The introduction of Denoising Diffusion Probabilistic Models (Ho 
et al., 2020; Sohl-Dickstein et al., 2015), or simply diffusion models, was 
another crucial step in the development of image generation AI models. 
They proved more effective than GANs for image synthesis (Dhariwal 
and Nichol, 2021), and were further improved by the use of latent spaces 
(Rombach et al., 2021).

Diffusion models became very popular by 2022, when some of the 
now most used AI models were made public. DALL-E2 (openai.com, n. 
d.), Imagen (Saharia et al., 2022), Midjourney (midjourney.com, n.d.), 
and Stable Diffusion (stability.ai, n.d.). Open-source models (Stable 
Diffusion and Craiyon, a mini version of DALL-E) have fostered the 
development of third-party integrations, and rapidly many 2D graphic 
software and 3D systems incorporated AI tools through plugins.

Although it is possible to find several examples of firms, practitioners 
and freelance designers already testing or using Text-to-Image AI models 
in their current workflow, the applications of this technology to product 

Fig. 1. An example of definition and application of Shape Grammars. The Harley-Davidson grammar (Pugliese and Cagan, 2002). At the left of the picture, some of 
the defined rules to generate fender shapes. At the right, successive rules are applied to produce a motorbike design within the Harley brand grammar.
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design are not very numerous yet in the research literature. An 
approximation to their use in different creative disciplines is provided by 
(Ko et al., 2022). A particular review for applications in architecture can 
be found in (Castro Pena et al., 2021).

One of the pioneer industries adopting AI image models for concept 
exploration is fashion design. (Zhu et al., 2017) demonstrate a tool 
which generates a new outfit given an input image of a person and a 
sentence describing the new appearance, while keeping the initial pose. 
Deepwear, a system using GANs for clothes design, was proposed by 
(Kato et al., 2018). Similarly, (Ak et al., 2020) proposed e-AttnGAN. 
(Jeon et al., 2021) developed an AI-based creativity support system 
capable of mixing styles and trends called FashionQ. In (H. Liu et al., 
2023), a Sketch-to-Image algorithm is proposed and tested on several 
examples, such as shoes and handbags. A thorough review of AI tech-
niques applied to fashion design can be found in (Mohammadi and 
Kalhor, 2021).

To a lesser extent, researchers started to use GAN-based image gen-
erators for preliminary product exploration. In (Radhakrishnan et al., 
2018), a system was proposed to produce aesthetic solutions for car 
design from sketches provided by designers. The GAN was trained to 
interpret the strokes of sketches and generate a final image with 
different colours and perspectives. (Heyrani Nobari et al., 2021) propose 
CreativeGAN, an adaptation of GANs specifically oriented to product 
design. A case study based on bicycle design is demonstrated.

Some works using new diffusion models for product design have also 
been already proposed. In (Tholander and Jonsson, 2023), a combina-
tion of GPT-3 and DALL-E is used during a workshop to obtain and test 
ideas for a design task. DALL-E is used for concept visualisation. (Chiou 
et al., 2023) used Midjourney as a creativity support tool for design 
tasks. Three kinds of images (concept, scenario and form) are detected as 
source of inspiration at different levels.

A very interesting experiment, closely related to industrial design 
practice, was proposed by (V. Liu et al., 2022). The researchers inte-
grated DALL-E into Fusion 360, thus providing it with an idea assistant. 
The application was tested among 13 designers, who performed two 
design tasks using an implementation of text-to-image algorithms in 
Fusion 360 CAD package. A module connecting prompting to DALL-E 
with Fusion 360 environment facilitates the use of render images as 
initial inputs for DALL-E, as well as product image generation. A similar 
experiment in the field of architecture. but comparing Midjourney, 
DALL-E and Stable Diffusion, is presented in (Paananen et al., 2023).

Given the enormous potential of Text-to-Image technologies as 
creativity support systems for product shape exploration, there is still a 
lack of studies in this field. The immediate utility of a tool capable of 
generating on demand images is obvious, but just generating images, 
even if they achieve high quality standards, may not fit the required 
creative level (Basalla et al., 2022). It is the “beyond average” approach 
described in (Mothersill and Bove, 2019). We need to investigate 
different uses others than this immediate one, considering all that we 
already know about conceptual design and the cognitive processes 
involved. For instance, in (Padiyath and Magerko, 2021) a tool called 
desAIner is proposed. It is a creativity support system trained with im-
ages of high fashion designer to purposedly generate bad compositions, 
in order to stimulate creativity through ambiguity. This kind of potential 
uses of these technologies, how they relate to existing approaches and 
how they affect creativity performance of designers are to be studied.

3. Material and methods

The goal of this research is to identify, through a comparative 
analysis, procedures to use Text-to-Image AI models for shape explora-
tion in the conceptual design stage. It aims to determine if the use of one 
of these models can reproduce or complement the performance of an 
existing generative approach.

As aforementioned, the Shape Grammar approach is a very powerful 
instrument to capture the product visual language and to allow the use 

of computer support of concept design. However, it presents several 
drawbacks that make its use complex and hard to generalise. We analyse 
in this study the use of AI models as a complement or supporting tool for 
some of the tasks performed by Shape Grammar procedures.

The AI model used in this paper is Stable Diffusion. The reasons for 
choosing this model over all the ones available is twofold: it is open 
source, and it can be installed locally, which frees the user from 
depending on remote servers to operate. It also enables other possibil-
ities, such as locally training the model, which is very valuable to make 
it work in a more specific context, although we have not used this option 
in the present work.

The behaviour of Stable Diffusion generations depends on the spe-
cific model (called checkpoint) chosen to work with. Checkpoints are the 
files containing trained Stable Diffusion weights. Stable Diffusion has 
received several official version checkpoints, from V1.x versions to SDXL 
and SD V3, which are general-purpose models. Based on them, many 
other unofficial ones have been released, trained with specific datasets 
to generate a particular style or kind of images. Checkpoints used in this 
study are Stable Diffusion V1.5, Stable Diffusion V1.5 Inpainting and 
Deliberate V2.0, a variation of V1.5 presenting a more realistic tuning.

The use of Stable Diffusion has involved the use of the following 
options:

a) Text-to-image: The basic module where Stable Diffusion is given the 
prompt or textual description of what is to be represented. Generally, 
we have used very simple and concise prompts. More elaborated 
prompts (with terms such as “digital rendering, vehicle illustration, 
concept art, car design”) were used in subsection 3.2.2. to allow for 
variability and different styles for solutions. Prompting is affected by 
several parameters, but typically Classifier Free Guidance (CFG) 
Scale, which controls to which extent the generated image must 
conform to the prompt.

b) Image-to-image (Img2Img): this algorithm uses an initial image and 
produce variations according to the given prompt. We will refer to 
these images as “starting images”, as they are used as a starting point 
in the process. It is possible to define which part of the image will be 
affected by the generation by using a mask tool called Inpaint. We 
used Inpaint for guiding Stable Diffusion in the task of emulating 
Shape Grammar iterative process. Once one or some features were 
achieved, inpainting facilitated altering only specific areas. Img2Img 
is affected by several parameters, but mainly CFG Scale and 
Denoising (which controls how much the generated image will 
respect the original one).

c) ControlNet (Zhang and Agrawala, 2023) uses an image to provide a 
structure which Stable Diffusion will use when generating an image 
according to the prompt. We will call these images “conditioning 
images”. We have used them to force pure front views and to look for 
specific features. The effect of ControlNet may be modulated by 
several parameters, such as the Control Weight, which determines 
how much the generated image will be restricted by the content of 
the conditioning one.

The case study has been structured according to the original paper 
and the Shape Grammar workflow. The first step was the identification 
of the corresponding grammar contained in the Stable Diffusion model. 
As we intended to use a generic checkpoint with no specific training, we 
needed to verify that Stable Diffusion could represent adequately all 
Buick grammar elements. Secondly, we used Stable Diffusion to generate 
solutions similar to those of the original paper. Finally, we tested its 
specific capabilities for concept generation and shape exploration.

4. Case study: The Buick Language

A thorough case of shape grammar application is described in 
(McCormack et al., 2004), focused on Buick front views as a way to 
convey brand image. The authors examine Buick front view geometries 
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for 13 thematic eras ranging from 1939 to 2002 plus concept designs, 
and then extract the Buick grammar from them. This comprehensive 
grammar is validated reproducing existing Buick models, and then used 
as a creative exploratory tool to generate new designs. The authors point 
out some further possibilities such as ideating new Buick concepts 
(cross-over vehicles, for instance) maintaining the brand essence. Their 
study demonstrates the power of shape grammars to capture the essence 
of a product visual communication. By extracting and making operable 
the representative visual characteristics of Buick brand, designers may 
use them to explore new designs conveying that brand.

In the present case study, we carry out a comparative analysis be-
tween this process and the workflow needed to obtain similar results 
using Stable Diffusion. The objective is to examine how generative text- 
to-image models can be used in a similar framework to that of other 
exploratory processes, in this case the use of Shape Grammars for the 
generation of concepts while maintaining a brand image. After per-
forming this comparison, other possible paths of formal exploration 
enabled by Stable Diffusion are analysed. An outline of the process is 
shown in Fig. 2.

4.1. Extraction of the Buick grammar

The authors in (McCormack et al., 2004) conducted a thorough and 
interesting study of the evolution of Buick designs from the 1930’s to 
2002 to capture significant visual features related to that brand. Even 
though the paper does not describe the whole grammar, the authors 
provide many different rules for relevant features (Fig. 3), as well as 
some valuable sketches and verbal description. Specifically, they 
describe in the paper 13 rules for the construction of the grill, 3 rules for 
the emblem, 3 rules for the middle hood, 9 rules for the center hood, 7 
rules for the outer hood, 5 rules for the fender, 5 rules for the hood flow 
line, one rule for the roof, 3 rules for the headlights and a set of addi-
tional rules for the adjustment of shapes, up to a total of 63 rules.

Using this information, we have represented the main features of 
each era to evaluate the performance of Stable Diffusion reproducing the 
Buick language (Fig. 4). We have omitted in the study the 13th era, 
corresponding to “concept” designs, to keep the substantial text of the 
Stable Diffusion prompts homogeneous and interpretable. The word 
“concept” is difficult to associate with a particular era and results using 
it showed varied styles.

The equivalent process to the extraction of a product grammar in the 
case of a Text-to-Image AI model would be training the model to 
recognise and reproduce the relevant product visual features. As previ-
ously explained, our hypothesis was that Stable Diffusion could perform 
reasonably well with no additional training, so we considered that the 
model was potentially able to represent the whole Buick grammar. I.e., 
the Buick grammar was already “extracted” and contained in the Stable 
Diffusion model.

4.2. Validation of the Buick grammar

When a product grammar is obtained, the first way to validate it is 
trying to reproduce existing products by means of that grammar. In 
(McCormack et al., 2004) this is carried out by generating the front 
views of the 2002 Buick Regal and the 2002 Buick LeSabre, by using 14 
and 13 transformation rules respectively. Fig. 5 represents the process 
corresponding to the 2002 Buick Regal

The equivalent process using AI models would be trying to make 
them produce identifiable pictures of existing products. Thus, we tried 
directly to represent the main 12 eras of Buick language by prompting in 
Stable Diffusion. The checkpoint used was Deliberate V2. We used very 
simple prompts describing the product, with the structure: “a front view 
of a YEAR Buick car” and a CFG of 7. A conditioning image of a modern 
Buick was used with depth-midas algorithm and a Control Weight of 0.6, 
just to force pure front views.

To assess the consistency of the produced solutions, 50 images of 
each era were created, and the features of each generation in each era 
were analysed. Fig. 6 displays a set of 10 generations. Although 
obtaining a similar set of images is very straightforward by using Stable 
Diffusion and the same parameter configuration, the authors can pro-
vide this information upon request. We have checked if the generated 
solution displayed the expected feature according to the era in each 
category, if it displayed a feature of a different era or if it displayed a 
non-Buick feature. Some features are similar across eras, as described in 
(McCormack et al., 2004, Figs. 7 and 8), so if in an era, a concept dis-
played one of these features unexpectedly, it was assigned to the closest 
previous era. The results are shown in Fig. 7.

To perform this analysis, we just considered the following grammar 
features described by the authors: fenders, outer and middle hood sec-
tions, hood flow line and grill. The study conducted by the authors to 

Fig. 2. Graphical outline of the case study. The process carried out by McCormack et al. is described in the upper row, while the equivalent actions using Stable 
Diffusion are represented in the lower row.
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obtain the Buick grammar found roof and headlights less relevant to the 
Buick brand image, and only some simple rules to build these elements 
are included. Therefore, they have not been considered in the analysis. 
We also dispensed with the emblem, as in the original paper it is 
simplified to a circle that just varies its diameter and vertical position.

Stable Diffusion proved very consistent in many of them, especially 
1950–57 and 1974–87 (100 % and 99 % of correct representations). The 
Earl period (1939–1957) is very accurately represented, except for the 
grills in 1939–40 era. The shape of those grills is conformed over the 
sinuous surface of the front design and probably this has made difficult 
for the AI model to infer the actual frontal silhouette from the training 
pictures. Many of the other features, particularly the characteristic flow 
lines of the bumped hood and the round fenders, are represented very 
consistently. The 1967–2002 period is also very faithfully depicted.

The most difficult period to reproduce by Stable Diffusion has been 
1958–66, with grades between 62 % and 76 %. The AI model has not 
adequately captured the distinctive aesthetic of 1958–1960 Buicks, with 
the sharp V-shaped sides conformed by the outer hood section, hood 
flow line and fender. In special, the 1958 unique rectangular grill 

covering the whole low part of the front has not been displayed in any of 
the images. In the case of 1961–66 grammars, the outer hood section and 
fender have been poorly represented, being much more consistent in the 
following era, which depicts similar features.

Overall feature representation is described in Fig. 8. Dark brown part 
of the bars corresponds to percentage of expected presence, i.e., features 
of an era present in pictures for that era. Light brown part corresponds to 
unexpected presence, features of an era present in pictures for another 
era. As shown, the overall presence of features is high, being grills and to 
a lesser extent outer hood sections the features less easily represented.

Evidently, this test gives only a rough description of the “knowledge” 
of Stable Diffusion about Buick features, and only for the checkpoint 
used. However, for the purposes of this study, we can conclude that this 
AI model is able to generate all the elements present in the grammar 
extracted by the authors in (McCormack et al., 2004).

In this sense, the Text-to-Image approach presents significant bene-
fits when it comes to identifying brand identity traits. While shape 
grammars use a direct human identification of these features, a gener-
ative AI model can be trained to recognise that structure from a set of 

Fig. 3. Buick grammar features and some transformation rules for generating grill variations (McCormack et al., 2004).

Fig. 4. Representation of Buick grammars from 1939 to 2002. Based in McCormack et al. (2004). As the complete formal grammar is not provided for each era, some 
of the elements have been derived from different parts of the text and images of correspondent Buick models.
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Fig. 5. Process to obtain the 2002 Buick Regal design using 14 transformation rules from the Buick grammar.

Fig. 6. A sample of 10 generations of Buick pictures over 12 eras produced using Stable Diffusion.
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pictures. Instead of being processed in terms of grammar rules, this in-
formation is applied through generative AI semantic tools.

Even more, it is worth noting that a very powerful difference with 
Shape Grammars is that a generative AI model can directly utilise the 
grammar elements of a specific design from one single starting picture 
representing the desired aesthetic or brand image, using it to produce 
direct adaptations for the new concept. As an example, in Fig. 9a picture 
of a 1959 Buick Electra is used as conditioning image, combined with 
the prompt “front view of a modern SEGMENT car” for sport, SUV and 
executive segments.

The generation of these modern adapted Buick designs is immediate. 
This way, it is possible to consistently generate any variation from a 
starting point of any era. This procedure will be utilised in the next 
section.

4.3. Generation of new Buick concepts

The application of a shape grammar requires using the inferred 
grammar rules to produce new concepts, by means of an iterative pro-
cess. Starting from an initial feature, grammar rules are applied itera-
tively to build the final object. In each step, choosing between different 
rules produce different alternatives.

As aforementioned, it is impossible to define such a procedure using 
Text-to-Image AI models. Alternatively, designers have some tools 
available in Stable Diffusion to generate new concepts using the infor-
mation related to Buick brand. In this section we study these tools as 
compared to the mentioned Shape Grammar process. In (McCormack 
et al., 2004), after validating the grammar by generating existing Buick 
concepts, the authors first produce four new concepts demonstrating the 
capabilities of the approach to instil the brand identity into new original 
designs (Fig. 10). We will use Stable Diffusion to try to replicate these 
designs, which here we will call “target grammars”, to compare the AI 

Fig. 7. Grade of similarity of Stable Diffusion grammar representations for each era and feature. Presence of each feature ranges from 0 to 1. The overall fidelity 
ranges from 0 to 5.

Fig. 8. Overall presence of each grammar element in generated pictures.
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model workflow with the Shape Grammar approach.
We must keep in mind that this process is fictitious, in the sense that 

we are looking for a predefined target design instead of exploring pos-
sibilities using grammar elements. The comparison must be understood 
in terms of generation capabilities and design freedom. This issue will be 

considered in the discussion.
The first target grammar is depicted in the corresponding Figure 28 

in (McCormack et al., 2004). From now on, we will refer to figures of 
that paper as F(Nº), to avoid confusion with the figures of the present 
one. So Figure 28 in (McCormack et al., 2004) will be referred as F28. 

Fig. 9. Using an actual Buick image to instil its grammar into new concepts.

Fig. 10. First new concepts produced using the Buick grammar in (McCormack et al., 2004).

Fig. 11. First steps generating a Buick SUV. 4 concepts were produced in each iteration.
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This concept represents a small SUV design derived from the grammar of 
a 2002 Buick LeSabre. Firstly, we generated a set of 4 concepts using a 
general prompt: “a front view of a modern Buick SUV”. The same condi-
tioning image used in the previous section was used here to ensure a 
similar point of view. Results are shown in the left part of Fig. 11 (first 
iteration).

All four alternatives made a good starting point as Buick SUVs. The 
fourth concept, which showed a more elegant grill, was chosen. It is 
worth noting that the words “modern Buick” have rendered front grills 
similar to those of the 1993–2002 era, and also close to the one used in 
F28 grammar.

The selected concept was used for inpainting. Four more concepts 
were then produced, using the prompt “Buick hood and fenders” and 
masking the respective areas. The goal was achieving rounded and 
slightly prominent fenders (Fig. 11, second iteration). The third of those 
concepts displayed a bit wider fender, due to the headlights design, and 
was chosen for the next iteration.

This time the inpaint is applied over the hood, trying to get a bulgier 
middle hood (Fig. 12, third iteration). The results were noticeable only 
in two of the concepts. The fourth concept was chosen for inpainting the 
grill. To attain the modern looking of the grill, the prompt “2002 Buick 
grill, chrome border” was used. The right side of Fig. 13 shows the 
concepts produced.

Variations in the grill were harder to attain, due mostly to limitations 
of the AI model to produce slight modifications on particular elements. 
Therefore, most of the times we did not expect Stable Diffusion to 
represent the exact geometry depicted in the grammar target, and a 
reasonable approximation and identification with a Buick grill was 
considered valid, being aware of the limitations in this sense. The second 
concept from the fourth iteration is chosen as the final one. The lines of 
the middle and outer hood section, the fender and the emblem closely 
resemble those of F28, whereas the grill and partially the hood flow line 
are less similar.

Interestingly, many different versions of Buick adaptations emerged 
along the exploration process in Stable Diffusion. That is not the case for 
the Buick grammar, as shown in F24 and F26 in the original paper. 
Shape Grammar processes are iterative, so the solution is built by 
increasing recursive applications of rules from the grill out (Fig. 13). 
Therefore, only one solution is in progress all the time, although of 
course many options can be explored by selecting different rules in each 
step.

The procedure followed using Stable Diffusion could instead be 
comparable to that of using Shape Grammars to find a new Buick model 
starting not from scratch, but from the grammar of an existing one. The 

application of rules over a whole defined Buick design would generate 
successive different versions of Buick concepts.

Concepts F29, F30 and F31 were obtained by using different condi-
tioning images. F29 features a very prominent outer hood and fender 
lines that exaggerate the width of the vehicle, like the 1939–1946 de-
signs. F30 uses a variation of the fender from 60’s Buicks, while F31 
presents a strong modification of hood flow lines that loosely resembles 
a sport version of 59–60 Buicks. In this case, the hood rule is applied 
producing an exaggerated sharp effect in the silhouette.

All these concepts depict varied and different silhouettes which are 
difficult to achieve using just prompting and inpainting. Here we find a 
current limitation of the AI model. Using Shape Grammars, it is easy to 
explore even “extreme” solutions within the grammar space, but in the 
case of the Text-to-Image AI model, some additional information is 
needed to direct it towards this kind of solutions, as probably they will 
not be produced spontaneously. Therefore, the designer must define in 
advance some features, thus partially losing unexpectedness.

There are several ways to address this issue within Stable Diffusion. 
As described in the previous section, in this case study we used mainly 
conditioning images through ControlNet, following these steps:

1) Search for a suitable picture of a Buick, closely resembling the main 
silhouette to achieve or susceptible of producing a close one.

2) Use this picture to condition the generation, by means of ControlNet 
algorithm.

3) Use a prompt related to Buick or to the required type of car.
4) Refine the results as in the previous examples.

In the case of F29 target grammar we selected as conditioning image 
a picture of a 1945 Buick Super, suitable for generating the initial 
silhouette. We used two different prompts: “a front view of a 2000 Buick 
SUV”, and “a front view of a 2000 Buick executive”, to explore possible 
alternatives that could fit the target grammar. Some of the results are 
shown in Fig. 14.

Many of these concepts already present some features close to that of 
the target grammar: fenders and outer hoods (produced by the condi-
tioning image), but also the hood flow lines, some similar grills and the 
placement of headlights. We have selected the C option for executive 
concepts to show an example of the rest of the process. It consisted of 
generating a bulgier hood using prompts related to 1949 Buicks, 
something that proved to work well most of the time, and trying to get a 
closer grill (Fig. 15). The exact central feature of the hood was not easy 
to produce, by the same reason that specific grills are not either. But the 
overall appearance of the concept perfectly represents a modern Buick 

Fig. 12. Producing variations in the hood and grill.
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Fig. 13. Sequence for the generation of F28 Buick concept versus generation of F24 (2002 Buick Regal) shown in McCormack et al., (2004). In each step of the F28 
generation, a Buick concept is produced, while in F24 the concept is built step by step.

Fig. 14. Several SUV and executive concepts for the F29 target grammar, using a picture of a 1945 Buick Super as conditioning image.

Fig. 15. F29 generation process. Above we include the F29 target grammar, highlighting those elements that are increasingly achieved in each step.
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Fig. 16. F30 generation process. Some concepts obtained using “a front view of a modern sport car” prompt and below, adjustments on one of them to achieve the 
target grammar.

Fig. 17. F31 generation process. As in previous picture, some concepts obtained using “a front view of a modern sport car” prompt and below, adjustments on one of 
them to achieve the target grammar.

Fig. 18. In the upper row, concepts F28 to F31 generated in McCormack et al. using the Buick grammar. Below, equivalent concepts generated using Stable Diffusion.
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design following the proposed lines in F29 grammar.
Finally, Fig. 16 and Fig. 17 shows the corresponding process for F30 

and F31 according to this approach. To incorporate the special outer 
hoods and fenders of these solutions, we used a picture of a 1959 Buick 
LeSabre for F30, and one of a 1959 Buick Electra for F31. We used these 
two pictures both as starting picture and as conditioning picture. Then 
we asked for “a front view of a modern sport car” in the prompt.

Grills are still away from the target grammars, but the overall results 
are very reasonable. However, the main silhouette has always been 
predefined by us, to force the desired appearance. This may represent a 
disadvantage with respect to Shape Grammars, as we will discuss in the 
next section. On the other side, pictures generated this way always 
resulted very close to the idea of an updated Buick, just as in the first 
example we showed in Fig. 9, even though several iterations had to be 
performed to make all the features of the target grammar emerge or get 
close to that of the target one. Fig. 18 summarizes the four concepts 
obtained by Stable Diffusion for concepts F28-F31.

Besides these four concepts, another sample of eight designs is af-
terwards presented in (McCormack et al., 2004). As in the previous 
examples, we used different conditioning images to generate these de-
signs The results are shown in Fig. 19.

Again, letting apart the case of the grills, Stable Diffusion produced 
interesting concepts whose grammars were close enough to the target 
ones.

4.4. Exploring Stable Diffusion possibilities

In the previous section, Stable Diffusion has been used to reproduce 
predefined target designs. The goal was comparing both the capabilities 
and the workflows of the AI model against those of Shape Grammar to 
get the same results. In this section we describe some other tests without 
that restriction, to evaluate the performance of the AI model when freely 
exploring shapes.

4.4.1. Generating full views of the concepts
A considerable advantage of using AI Text2Img versus Shape 

Grammars is that, once trained, the AI model can capture the whole 
product visual identity. Understandably, in (McCormack et al., 2004), 
the analysis is limited to the iconic front view to simplify the grammar 
extraction and usage. Therefore, designers can only explore front view 
designs. This is a valid approach and yields fruitful results. However, 
Stable Diffusion can reproduce not only front views, but any view of 
Buick concepts. In fact, we have had to force the front view 

representation, as Stable Diffusion tried by defect to generate perspec-
tive views. This way, if a full view of any car is used to guide the Stable 
Diffusion generation, a more complete depiction of the solution is 
obtained.

Moreover, as described before in the example of Fig. 6, a designer 
could directly use pictures of particular Buick designs to generate new 
updated concepts partially carrying the Buick aesthetic, even without 
asking for a Buick vehicle (although it will help, particularly to attain 
Buick grills). This would be an immediate way to use Buick grammar 
elements in new designs. Two of these examples are depicted in Fig. 20
and Fig. 21, in which three concepts for sport cars, SUVs and executive 
ones are generated from pictures of actual Buick designs by using 
prompts related to each segment.

4.4.2. Blending styles from different eras or segments
Mixing Buick grammars from different eras is also straightforward, 

by using one of them as the starting image and the other one as the 
conditioning one (Fig. 22). A Buick related prompt (Buick sport car, for 
instance) helps guiding the process towards the desired aesthetic.

Following this strategy, the designer could play with different Buick 
designs to produce concepts with mixed grammar elements and then use 
them as starting or conditioning pictures to obtain new updated con-
cepts as in Fig. 20 and Fig. 21. This combination of features from 
different source products can be related to morphing techniques (Chen 
et al., 2003; Hsiao and Liu, 2002), as well as to the product genetics 
approach (Hsiao et al., 2010), also typically related to Shape Grammars.

In this sense, the same procedure may be applied to mix Buick cars 
with whatever other kind of vehicle, aesthetics or style. Using different 
pictures as starting and conditioning images allows for a product ge-
netics way of shape exploration that is very interesting and highly 
productive. In Fig. 23, several images of Buick designs are combined 
with pictures of cars from different segments (sports car, SUV, micro car 
and MPV) to produce updated versions. Pictures of the target vehicles 
were used as conditioning images to generate Buicks with the silhouette 
of each segment, and prompts related to the era of each Buick aided to 
instil relevant features into the final concept. Different effects were 
attained depending on However, controlling which features were 
inherited form each parent was not intuitive and overall results were 
often unpredictable, something that could indeed favour emergence.

Similar (and sometimes faster) results can be achieved simply by 
using a starting image and a Buick related prompt, the inverse process of 
the one used in Fig. 20 and Fig. 21. In Fig. 24, several new Buick con-
cepts displaying some cues from past Buick designs have been obtained 

Fig. 19. Buick concepts produced by Stable Diffusion for solutions depicted in F34.
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Fig. 20. Updated concepts for sport, SUV and executive Buicks from Buick 1940 Roadmaster grammar.

Fig. 21. Updated versions for sport, SUV and executive Buicks from Buick 1956 Special Coupé grammar.

Fig. 22. Some examples of grammar mixing. The upper pairs of Buick images produce the lower ones. Starting (S) and conditioning (C) images are shown along with 
the Denoising Strength and Control Weight. Prompts used in each case are included below.
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from pictures of other vehicles. Using a picture of a Hyundai i10 and a 
BMW X5, a Buick city car and a robust Buick SUV respectively are 
generated with aesthetics from different eras. Designs corresponding to 
updated 1949 cars portrait the characteristic bulging hood and promi-
nent fenders, as well as typical curved roofs of those Buicks. The 1957 
versions are streamlined, displaying the distinctive outer hood lines, 
rear fins and a box shaped roof. The city car version even features the 
classic side line of these Buicks, although going downwards instead of 
upwards due to the structure of the starting picture. Concepts for 1998 
style present the dynamic inclined hood and softer lines of that era, such 
as the smooth headlights and moderated grills.

4.4.3. Using affective terms in prompts
Stable Diffusion allows for many other ways of exploring concepts 

that could complement the use of Shape Grammars. As a final example, 
we explored the feasibility of implementing affective terms to be used in 
the prompt. In (McCormack et al., 2004, p. 12), the authors suggest the 

possibility of including descriptive terms to specify a desired emotional 
message: “Rules can be accompanied by a descriptive term, which would 
express the emotional impact of applying the rule”. Although the paper does 
not provide examples of this application to Buick designs, we conducted 
several generation tests to check the effect of some affective terms in the 
design outcomes (Fig. 25 and Fig. 26). Words used for the generations 
were extracted from a study about affective terms in car design con-
ducted in (Helander et al., 2013).

The analysis of the AI model response to affective terms falls out of 
the scope of this study and will be a subject for another work. However, 
it is possible to appreciate some coherence in the resulting images, as the 
dynamic style for “sporty” and “sexy”, the elongated and stable design 
for “elegant” or the voluminous concepts for “aggressive”. Interestingly, 
the term “rugged” generally produced shabby old vehicles.

Fig. 23. Combination of Buick car designs with vehicles from different segments.

Fig. 24. Buick concepts produced by using Hyundai i10 and BMW X5 as starting image and “YEAR Buick car” as prompt. Concepts for years 1949, 1957 and 1998 
were generated.

J. Alcaide-Marzal and J.A. Diego-Mas                                                                                                                                                                                                     Computers in Industry 164 (2025) 104168 

15 



5. Discussion

The results of this exploratory study show a high potential of Text-to- 
image AI models as ready-to-use conceptual support tools offering a 
wide variety of resources more than the immediate “inspirational 
image” one. The study offers an example of new ways to address the 
human-computer co-creative activity in tasks related to conceptual 
design and shape exploration.

5.1. Exploration capabilities

Stable Diffusion has performed all the test tasks efficiently and with 
no need for additional training. Both the extraction/assimilation of the 
Buick grammar and its use in design tasks have been successfully tested. 
Some limitations have been found when dealing with detail or specific 
elements, whose variations are not easy to achieve and control, as well 
as when trying to explore very extreme variants within the Buick brand 
space.

As compared to the current development state of Stable Diffusion, 
Shape Grammar provides a more controllable exploratory mechanism if 

a brand image is to be maintained. The Buick grammar include both 
feature creation and feature modification rules. Creation actions are 
easily reproduced by Stable Diffusion. However, Shape Grammar allows 
for a continuous exploration of the space of solutions, once the con-
stituent elements of a given aesthetic have been obtained. The designer 
may use the modification rules to generate variations of a particular 
solution, adjusting the features to obtain for example a stronger look 
through wider fenders or a more dynamic one lowering or sharpening 
them. This kind of shape exploration, specially at a particular feature 
level, is not easy to achieve in the case of Stable Diffusion. On one hand, 
some features not so prevalent in the Buick grammar contained in Stable 
Diffusion are not likely to emerge by mere prompting. This was the case 
of specific outer hoods or some grills in the new concepts. On the other 
hand, it is not immediate to get variations at feature level with mere 
descriptions. Generic AI models are trained using very large sets of im-
ages of existing objects paired with their descriptions. Presumably, most 
of these descriptions are not so deeply detailed, and specific training will 
be necessary to handle this kind of exploration. Currently, generating 
coherent variations of particular features is possible, but it needs elab-
oration, and the results not always lay within the grammar space.

Fig. 25. Buick concepts generated by using simple prompts consisting of affective terms.

Fig. 26. Buick concepts generated by using simple prompts consisting of affective terms.
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Indeed, one of the strengths of the Buick shape grammar is that it 
plays a control role for design solutions, as the main goal of its use is here 
to ensure that Buick brand image is present in every generation. This is 
not the case of Stable Diffusion. It can represent all the relevant features 
of a Buick vehicle and convincing past and updated designs. However, 
pushing the exploration further may result in solutions too far away 
from the Buick brand, because it lacks this mechanism that Shape 
Grammar provides. An alternative to it could be a purposeful use of 
conditioning images.

In any case, this may also be an advantage. While Stable Diffusion 
present these limitations within the Buick grammar, it also permits a 
wider field of experimentation. As pointed out in Section 1, the gener-
ation of images depicting definitive designs may not be the ideal use of 
this technology. Probably, designers could find another kind of inspi-
ration being exposed to stimuli that needed further work. In fact, the 
concepts produced by Shape Grammars are incomplete as well, and the 
designer must finish them by developing a solution based on their 
schematic lines. Ethnographic or other kind of in-depth studies with 
practical design cases should be conducted to address these questions.

An interesting research exercise to verify the performance of Stable 
Diffusion (or any other model) capturing the brand grammar in extreme 
situations would be contrasting the ability of the generated images to 
convey the Buick brand by users’ evaluation. This external validation is 
not performed in (McCormack et al., 2004) either, and falls out of the 
scope of this work, but will be addressed in future studies. That study 
could be extended to other products and brands.

5.2. Limitations of the study

The previous considerations must be framed in the context of a study 
purposedly restricted in several ways, which will be discussed in the 
following paragraphs.

Firstly, just one Text-to-Image AI model (Stable Diffusion) has been 
used to produce the images. There are many other models and diverse 
checkpoints which might yield different results. As referred in the first 
section, there are already some comparative studies between models, 
and probably several more will be necessary to determine the best way 
to adapt this approach to product conceptualization.

The study has been conducted with no training of the AI model for 
specific goals. Although, as an out-of-the-box tool, Stable Diffusion has 
produced a satisfactory representation of most of the features of 
different Buick eras, some limitations have been detected. Problems 
such as generating a variety of grills could probably have been overcome 
by using a more focused checkpoint trained with Buick images, as per-
formance of a Text-to-Image AI model representing a particular object 
depends on how it has been trained with respect to that object. A series 
of studies testing the response of AI models to products other than cars 
could provide insight on the need for further training in specific cases. 
Likewise, a more thorough study using specifically trained checkpoints 
for conceptual design situations (styles, trends, affective terms) could 
help to further determine the AI models capabilities as design assistants.

On the other hand, the use of Stable Diffusion has been limited to the 
actions described in Section 2. We have not used any other available 
workflow, as our purpose was to test the use of the technology alone. 
However, Stable Diffusion and other AI models can be used in combi-
nation with 2D and 3D third party applications, something which hugely 
multiplies the exploratory power of this technology and provides much 
more control to the designer. It is possible start drawing a rough sketch 
or build some preliminary 3D volumes and let Stable Diffusion create 
images based on them. Many of the grammar features that were hard to 
achieve during the experimental exercise could had been more precisely 
controlled if complementary software had been utilised.

Moreover, another restriction was imposed on the use of prompts. 
Prompts are (by definition) the core interaction with a Text-to-Image AI 
model, so the resulting images are greatly affected by their composition 
on the resulting images is essential. However, we considered the analysis 

of the use of prompts as a different research question, limiting their use 
to very simple statements.

Finally, the study is based on a comparison with Shape Grammars 
conducted by our research group as a first approach to the application of 
AI models in conceptual design. This has provided us with a framework 
to conduct specific tests to assess the performance of the AI model. 
However, the exercise conducted here may be replicated for other CACD 
approaches, thus creating a map of relationships with existing digital 
tools that could incorporate these AI models in different ways. Multi-
modal agents are already being tested, and new progress will enable 
diverse uses by combining existing and emerging procedures.

5.3. Future research

An example of these combinations would be using generative 
modelling software and Text-to-Image AI models to overcome the 
problem of the AI model with specific design details, something we are 
working on. The production of generative controlled silhouettes (or even 
3D models) within the desired grammar, combined with the further use 
of Stable Diffusion to complete them and generate pictures of design 
variants is a promising approach to the incorporation of AI models to 
current techniques.

With regards to the nature of the potential human-computer inter-
action in terms of cognitive processes, an important issue that re-
searchers and designers will have to analyse is how this new approach 
will affect creative performance. As the introduction of AI models in the 
conceptual workflow will surely modify these processes, a proper 
knowledge about how this could occur and how to address the inter-
action to make it as efficient as possible is needed.

For instance, during the process of extraction and application of 
shape grammars, designers need to find relevant shapes for the design 
purpose of the analysed object. This task allows for emergence. In the 
case of AI models, there is not such room for emergence. Once the model 
has been trained, shapes are already identified by that model, not for the 
human designer, and therefore this part of the process is fully auto-
mated. So is the generation of new concepts, and because of that, the 
role of designers in this process needs to adapt to take full advantage of 
the tool. Although this automation presents many advantages, it is to be 
analysed how this workflow influences the creative performance of the 
designer. Intuitively, new ways for emergence may arise, as the images 
generated by the AI model may facilitate reinterpretation or other 
cognitive processes. For example, Stable Diffusion has proved very 
effective exploring combination mechanisms. However, more in-depth 
studies could help to understand the implications of the use of AI tools 
and its impact on creative processes, both at an individual level and on 
the discipline itself. These experiments will require the participation of 
different stakeholders such as practitioners, scholars, educators and 
students, in order to gain the knowledge to properly implement this 
technology in design teaching and practice.

Finally, as generative models become more efficient interpreting and 
processing training data, an interesting line of research will be to explore 
their capabilities handling additional requirements other than formal 
ones. Multimodal models are already able to discuss some functional 
aspects of a given design just from a representing image. In the case of 
automotive design, for instance, functional aspects interpretable from 
images, such as aerodynamic considerations, safety, structural issues or 
comfort and ergonomics may be incorporated into interactive processes 
to generate solutions within a wider design scope. Generative models 
producing 3D objects from text are already available, and although their 
results are very preliminary, they allow for conceptual tests regarding 
functional aspects. An integration of all these approaches would enable 
designers to handle different design requirements with computational 
generative support.
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6. Conclusion

The use of Text-to-Image AI models as tools supporting product 
shape exploration is very recent. This preliminary study, focused on a 
very basic use of one of these models, aimed at testing their potential 
through a comparison with a very solid approach to generative design 
such as Shape Grammars.

The results suggest that this technology presents an enormous po-
tential in the field of product design. The implementation of AI models 
for product shape exploration can be very productive, especially for fast 
idea visualisation. The performance of Stable Diffusion replicating a 
Shape Grammar practical application has been very notable, and some 
related creativity procedures, such as combination and product genetics, 
have been successfully tested.

Several limitations have also been found, mainly related to lack of 
variety when exploring specific product features or otherwise the need 
for a substantial human intervention to direct the exploration process, 
thus partially losing creative support. Compared to Shape Grammars, it 
has also been difficult to reproduce the definition of a grammar space 
enclosing the Buick brand.

Even though some of these limitations will presumably diminish as 
algorithms performance improves, they can also be overcome by 
combining several generative approaches. Further research in this field 
may shed light on the most efficient ways to incorporate Text-to-Image 
and other kind of AI models to the conceptual design workflow.
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