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A B S T R A C T

Limitations associated with linear-array probes in photoacoustic tomography are partially compensated by
using advanced beamformers that exploit the temporal and spatial coherence of the recorded signals, such as
Delay Multiply and Sum (DMAS), Minimum Variance (MV) or coherence factor (CF), among others. However,
their associated signal processing leads to an overestimation of the spatial resolution, as well as alterations in
the reconstructed object size. Numerical and experimental results reported here support this hypothesis. First,
we show that the Rayleigh criterion (RC) is the most suitable choice to characterize the spatial resolution
instead of the Point Spread Function (PSF) when considering advanced beamformers. Then, we observe that
several advanced beamformers fail to properly reconstruct target sizes slightly above the spatial resolution,
underestimating their size. This work sheds light on the suitability of this type of beamformers combined with
linear probes for determining sizes and morphology in photoacoustic images.
. Introduction

Photoacoustic (PA) imaging can be used to study size, shape and
olecular components of different biological structures [1]. It is widely
sed to characterize the morphology of surface vasculature [2], as to
iagnose tumour diseases when the virulence or size of tumours is
elated to the vascularization generated around the tumour [3,4]. In
ddition, it is used to analyse cell size and structure, as the generated
A signal varies according to the cell internal structure. It has also
een used to detect morphological changes resulting from photothermal
reatments [5]. Therefore, a good resolution and accuracy of size and
hape in the reconstructed images is key for applications where mor-
hological analysis is of interest. An optimal reconstruction is achieved
f sensors completely surround the sample to be imaged, as wavefronts
ith broadband angular spectrum can be fully captured [6–8]. How-
ver, if some angular components are lost, resolution is worsened and
he stable reconstruction area is reduced [9].

Linear array ultrasound probes are widely used in photoacoustic to-
ography (PAT) due to its wide availability, low cost and versatility as

ompared to more complex sensor geometries [10–14]. However, their
imited angular spectrum reduces the quality of the reconstructed im-
ges, creating unstable reconstruction regions [9] resulting in different
esolutions for the lateral and axial directions [15]. To mitigate these
imitations, advanced algorithms have been proposed, such as time-
ased [16–18], frequency-based [19,20] or pixel-based algorithms as

∗ Corresponding author.
E-mail address: alcebrui@upv.es (A. Cebrecos).

Delay Multiply and Sum (DMAS) [21], Minimum Variance (MV) [22],
MV-DMAS [23] or CF [24,25], among others. These algorithms use
the spatial and temporal coherence properties of the PA signals to
improve image properties such as the signal-to-noise-ratio (SNR) or
the spatial resolution. However, their associated signal processing may
lead to alterations on the size or morphology of the reconstructed
PA absorbers, which is particularly relevant in applications where the
morphology of the imaged targets is of interest.

The most common approach to characterize the spatial resolution
of PAT systems is to reconstruct an image of a point target, mapping
the combined effect of the physical process, excitation and acquisition
systems, and the reconstruction method [26]. This map is the Point
Spread Function (PSF) and its Full-Width-at-Half Maximum (FWHM) is
the spatial resolution. However, for the classical definition of resolu-
tion following the Rayleigh criterion (RC), i.e., the minimum distance
between two distinct objects that can be distinguished as separate
entities, two objects separated at different distances should be analysed.
This might be particularly relevant for advanced beamformers, which
are very effective in exploiting the temporal and spatial coherence of
the recorded signals coming from multiple scatterers, but they may
introduce artefacts [27] and alterations on the spatial resolution of the
reconstructed images [28].

Some of the existing methods to characterize the spatial resolution
have been adapted to ultrasound and photoacoustic imaging from
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Fig. 1. Analytical comparison of lateral resolution from an Airy disc pattern using the FWHM of the PSF and RC. Non-coherent and coherent radiation are considered.
ptical systems such as telescopes or microscopes, where waves exhibit
n Airy diffraction pattern in the far-field due to Fraunhofer diffraction,
nd the considered radiation is non-coherent [29]. However, ultra-
ound waves from two separate sources interact coherently, which
rompts differences when estimating the resolution using a single
ource (PSF) or two closely-spaced ones (RC). To illustrate this, as
hown in Fig. 1, an Airy pattern has been considered, with amplitude
= 2𝐽1(

√

2𝜋𝑥)∕(
√

2𝜋𝑥), where 𝐽1 is a Bessel function of the first kind
nd the factor

√

2 accounts for the FWHM in acoustic amplitude [15].
he −6 dB FWHM of the PSF in Fig. 1(a, d) and the −3 dB dip in the

interference pattern of two closely-spaced sources (RC) in Fig. 1(b, e),
coincide for non-coherent radiation. However, if coherent radiation is
considered, as shown in Fig. 1(c, f), the obtained source separation
to fulfil the RC is increased by a factor 1.235. Hence, this factor
should be accounted for when reporting the resolution in ultrasound
or photoacoustic imaging systems.

In this work, we numerically and experimentally study how resolu-
tion and object size is affected in a linear array-based PA imaging sys-
tem if advanced beamformers are applied. First, the spatial resolution
is determined through the PSF of a single source. Then, the resolution
is evaluated using the RC. Results using both methods are compared,
obtaining an overestimated resolution when applying the PSF method
to images reconstructed using advanced algorithms. Furthermore, ad-
vanced beamformers are used to compare the PA reconstructed size of
different targets with respect to their actual sizes, showing how some of
these beamformers underestimate the size of targets which are similar
and slightly larger than the system resolution.

This paper is structured as follows, Section 2 describes the tools
used, and the procedures followed for the two types of evaluation tests,
first, to determine the system resolution and, afterwards, to study the
size reconstruction accuracy. Section 3 shows and discusses the main
results of the two proposed evaluation tests. And, finally, Section 4
presents the concluding remarks.

2. Materials and methods

Target sources of increasing size has been used to evaluate the spa-
tial resolution and accuracy of their reconstructed images with several
beamformers. In both cases, numerical simulations and experiments
have been carried out and results have been compared.

2.1. Lateral and axial resolution

Theoretical expressions of the lateral and axial resolutions in an
2

acoustically-resolved PA system, which are respectively labelled as 𝑅𝐿
and 𝑅𝐴, are defined by [30]

𝑅𝐿 = 0.71 ⋅
𝑐0

NA ⋅ 𝑓0
, (1)

𝑅𝐴 = 0.88 ⋅
𝑐0
𝛥𝑓

, (2)

where 𝑐0 is the sound speed in the medium, NA is the acoustic numer-
ical aperture, 𝑓0 is the PA central frequency and 𝛥𝑓 is the PA signal
bandwidth. The bandwidth is presumed to be proportional to 𝑓0, and
it is normally determined by factors as the laser pulse width, the depth
of the object, the attenuation of the medium and the bandwidth of
the transducer itself [30]. However, since the PA signal bandwidth is
usually much broader than that of the sensor, especially when using
piezoelectric transducers, both 𝑓0 and 𝛥𝑓 are ultimately given by the
detector frequency response. Note that these expressions are closely
related to the PSF method, since they are defined as the corresponding
FWHM of the system response to a point target, i.e., a target much
smaller than the resolution of the imaging system.

Empirically, the resolution has been determined using two methods,
as shown in Fig. 2. First, we obtain the PSF of an individual point
source, i.e., the PA image of an object much smaller than the acoustic
wavelength. In this method, the system resolution is measured as the
FWHM of the reconstructed profile (Figs. 2(a-b)). Second, two close
objects are imaged, and the resolution is thus determined according to
the RC method, (Fig. 2(c-d)), by reconstructing the PA images of two
point sources with the algorithms under test. As shown in Fig. 2(d),
the profile present two peaks corresponding to each source, and a
valley between them as the local minimum of the profile. The system
resolution for the RC method is then defined as the smallest distance
between peaks at which the peak-to-valley difference (PV) is greater
than 3 dB, so that the two PA sources are resolved as independent.

2.2. Size evaluation

In a second experiment, PA sources of growing size have been
measured in order to find out how accurate each of the algorithms are
when reconstructing target object sizes, and also whether this accuracy
varies with their size. In this way, target sources with a square cross-
section and different sizes have been chosen to ensure that their top
and bottom sides are reconstructed in a stable way [9], and also to
properly measure their actual size in the PA image. Fig. 3(a) shows
a representation of the experimental configuration for this study. In
the reconstruction, a threshold of 70% of the signal-to-background
level has been defined on the stable (top and bottom) faces profiles in
order to measure the size of the piece, as illustrated in Fig. 3(b). This
threshold value was set using the largest pieces, where both classical
and advanced algorithms were applied to obtain the target size in the
PA image.
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Fig. 2. Experimental configuration to measure the spatial resolution using (a–b) the point-spread-function (PSF) method and (c–d) the Rayleigh criterion (RC). (a) Schematic and
example of a PA reconstructed image using a single object for the PSF method. (b) Transverse profile of the PSF and FWHM estimation. (c) Corresponding schematic for the RC
method using a pair of closely-located objects. (d) Transverse profile and peak-to-valley (PV) distance estimation. (e) Photograph of the experimental setup.
Fig. 3. Experimental configuration to evaluate the reconstructed size. (a) Schematic of
the experimental setup. (b) PA image showing the top and bottom edges of the target.
(c) Description of the post-processing used for size estimation. Continuous black line
corresponds to the horizontal profile of the bottom edge of the PA source, black dashed
lines indicate the signal and background levels, as well as the threshold.

2.3. Experimental setup

The PAT system used in this work consist of an EKSPLA Optical
Parametric Oscillator (OPO) laser tuned at 532 nm optical wavelength,
and a Verasonics Vantage 256TM ultrasound acquisition platform con-
nected to a 128-elements L11-5v Verasonics linear probe with a NA =
0.606, central frequency 𝑓0 = 7.6 MHz and 77% bandwidth. The OPO
delivered a collimated laser beam to excite the samples with a cross-
section diameter of 15 mm (after expanding the beam by a factor
of 3), 10 Hz pulse repetition rate, 6 ns pulse duration and a pulse
energy of 30 mJ, having a fluence below the safety limit [31]. The
synchronization between the laser pulse excitation and the ultrasound
acquisition system was controlled by the Verasonics Vantage 256TM

triggering system.
The PA targets used for the resolution study were 0.1 mm diameter

black nylon threads placed at 25 mm distance from the probe, as shown
in Fig. 2(b). On the other hand, for the size accuracy evaluation study,
hollow square pieces were 3D-printed, using side sizes ranging from
1 mm to 15 mm. Tough 2000 Formlabs photosensitive resin was used,
and squares were arranged with their sides parallel to the probe, as
shown in Fig. 3(a). In both setups, samples were immersed in deionized
water and positioned to ensure direct illumination of two perpendicular
faces.
3

2.4. Numerical simulations

Numerical 3D simulations have been carried out for both studies
using a pseudo-spectral time-domain method using the k-Wave tool-
box [32]. A volume of 50.7 × 50.7 × 50.97 mm has been simulated with
a voxel size of 25 μm. The geometry of the Verasonics L11-5v (width,
length, kerf) has been considered to define the US probe, as well as its
frequency response and directivity.

The full 3D shape and size of the objects used experimentally have
been simulated. PA emitters have been considered ideal in terms of
emission and directivity. In addition, for the size evaluation study,
the numerical analysis has been extended to smaller sizes than in
experiments, considering solid sources from 0.1 mm to 1 mm cross-
section.

2.5. Beamforming algorithms

Multiple pixel-based PAT image reconstruction algorithms have
been implemented and compared in this work, considering linear and
non-linear as well as non-adaptive and adaptive types, namely: Delay
and Sum (DAS) [33], Coherence Factor (CF) [25], Delay Multiply
And Sum (DMAS) [21,34,35], Minimum Variance (MV) [22] and MV-
DMAS [23]. The DAS algorithm is the classic beamformer for ultra-
sound imaging, which is linear and non-adaptive and has been modified
for PAT by taking into account the arrival times only. CF uses phase
information rather than amplitude to weight the PA received signals,
having the effect of decreasing the secondary lobes. DMAS is a non-
linear algorithm that multiplies the received signals from each channel
in a combinatorial way, before performing the delay and sum, improv-
ing the SNR of the reconstructed images [21]. MV-based algorithms
belong to the adaptive type and can be linear or non-linear, depending
on the base beamformer from which they are built, typically DAS or
DMAS. They estimate the covariance matrix using the recorded signals
to calculate the optimal weight applied for each pixel and channel,
which results in a greatly improved SNR and spatial resolution of the
reconstructed images [22]. Particularly, MV has been implemented
using spatial windows of 𝐿 = 𝑀∕2 and 𝐿 = 𝑀∕4 and the combined
algorithm MV-DMAS with a window of 𝐿 = 𝑀∕4, where 𝐿 is the size
of the elements window considered for the calculation of the covariance
matrices, and 𝑀 is the total number of elements of the probe. It is worth
noting that larger windows improve the resolution albeit at the cost of
loss of robustness, and also that they should not exceed 𝑀∕2 [36].
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Fig. 4. Evolution of PV with the distance between sources on the lateral axis. Results obtained using the different algorithms implemented are represented from (a) to (f). The
3-dB threshold of the PV difference defining the RC lateral resolution is plotted with a grey dashed line.
For all the implemented algorithms, and for both numerical simula-
tions and experiments, the influence of the so-called sensitivity cut-off
parameter, 𝑆𝑐𝑜, has been considered. Its value, ranging from 0 to 1,
corresponds to the amplitude of the normalized angular response of
the detector at a certain angle. This parameter restricts the reception
angle of each channel of the detector, reducing off-axis contributions.
In this regard, if a given pixel-channel angle is larger than the one
corresponding to 𝑆𝑐𝑜, the signal of that channel will be discarded during
the beamforming process. The following sensitivity cut-off values, 𝑆𝑐𝑜 =
0.1, 0.3, 0.5, 0.7, have been considered.

3. Results and discussion

3.1. Lateral and axial resolution

The theoretical lateral and axial resolutions have been calculated us-
ing Eqs. (1), (2), yielding 𝑅𝐿 = 231 μm and 𝑅𝐴 = 226 μm, respectively.
It should be noted that these expressions are not taking into account
the kerf of the probe, i.e., the spacing between piezoelectric elements.

To obtain the resolution using the RC method, the PV difference
(in dB) for each source separation distance is evaluated. The lateral
and axial PV difference are shown in Figs. 4 and 5, respectively. A
3-dB threshold is set to the PV difference to obtain the resolution
given by the RC method for each algorithm. A piecewise cubic her-
mite interpolating polynomial was used for interpolation of numerical
and experimental data to determine the 3-dB threshold line. The PV
difference gradually increases with source separation along the range
measured experimentally, i.e., from 0.06 to 0.45 mm, showing a good
agreement between simulated and experimental data. As the sepa-
ration distance between targets increases further, oscillations in the
PV difference arise, caused by the interaction between sources and
especially due to the presence of side-lobes. For all algorithms, the
first maximum takes place when the minimum of both PSFs between
the main-lobe and the first side-lobe coincide. The first local minimum
appears at a separation where the side-lobes interact constructively
at their maximum. The amplitude of the oscillations depend on the
main-lobe amplitude as well as its difference to the side-lobes, while
the oscillation period is determined by the width of the side-lobes. For
instance, MV-based algorithms tend to widen the side-lobes, resulting in
a larger period of the PV oscillation than DMAS or CF, which originate
thinner side-lobes, resulting in a smaller period.

The influence of the sensitivity cut-off (𝑆𝑐𝑜) on the resolution is also
shown in Figs. 4 and 5. As the value of the sensitivity cut-off increases
fewer received angles are considered, effectively reducing the NA and
hence, worsening the lateral resolution, as expected from Eq. (1). On
4

the other hand, this phenomenon is not observed when calculating
the axial resolution, since both sources are centred on the axis of the
probe and the axial resolution does not depend on the NA, according
to Eq. (2).

The lateral and axial resolutions obtained for each algorithm and
method are shown in Figs. 6 and 7, respectively, using 𝑆𝑐𝑜 = 0.1 for
both methods. The theoretical lateral (𝑅𝐿) and axial (𝑅𝐴) resolutions
are also included using black dashed lines. A good agreement is found
between simulations and experiments. First, for the linear and non-
adaptive beamformer (DAS), RC estimates a lateral resolution 25%
larger than the PSF, a result matching the theoretical prediction for
the RC coherent case, as highlighted in Fig. 1. Moreover, experimental
and simulated resolution values of the PSF are slightly larger than the
theoretical predictions from Eq. (1), due to the size of the photoacoustic
source (0.1 mm diameter) failing to behave as an ideal point source.

If advanced beamformers are employed, dramatic differences are
found between the two methods. While advanced beamformers al-
low to strongly improve the identification of single sources, showing
a PSF-lateral resolution much smaller than the standard DAS and
even the theoretical value, the obtained resolution using the RC is
clearly worsened with respect to the PSF method for each of the
algorithms, with differences ranging from 50%–70% (MV-M/4, DMAS,
CF) to 110%–130% (MV-M/2, MV-DMAS). The reason behind such
an overestimation of the PSF method is attributed to the way these
complex algorithms exploit the spatial and temporal coherence of the
received signals. Mathematically, coherence is translated into weight-
ing coefficients directly, as in MV or CF, or indirectly, through a
combinatorial multiplication (DMAS). To illustrate this, lets consider
the PSF of an image with a single point source. The maximum coher-
ence will be found at its centre, being reduced as the reconstruction
process shifts along pixels away from the centre within the main lobe
of the PSF, resulting in an overall reduction of the signal amplitude
at these pixels and, consequently, a reduction of the width of the
PSF. Interestingly, when two point sources are considered using the
RC method, their interaction is more complex, specially due to the
presence of side-lobes, and advanced beamformers fail to resolve close
targets, even at separation distances far above the lateral resolution
determined by the single-source PSF method. The impact of the side-
lobe interaction in the reconstruction using advanced beamformers is
also observed in the axial resolution results of Fig. 7, where the side-
lobe interaction is not present and the differences between the two
methods are much reduced.

To illustrate the overestimation of the lateral resolution using ad-
vanced beamformers and the PSF criterion, reconstructed images and
their corresponding horizontal profiles of two closely-spaced targets
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Fig. 5. Evolution of PV with the distance between sources on the axial axis. Results using the different algorithms implemented are represented from (a) to (f). The 3-dB threshold
of the PV difference defining the RC axial resolution is plotted with a grey dashed line.
Fig. 6. Lateral resolution for each beamformer, calculated using the PSF method
(grey) and RC (white), for simulation (bars) and experiments (markers). The theoretical
resolution is indicated with a black dashed line.

Fig. 7. Axial resolution for each beamformer, calculated using the PSF method (grey)
and the RC (white), for simulations (bars) and experiments (markers). The theoretical
resolution is indicated with a black dashed line.

using the standard DAS beamformer and several advanced beamformers
are shown in Fig. 8. Critical sources separation distances have been
chosen, at slightly above the resolution values given by each method, so
that all targets should be properly resolved. First, for the reference case,
the linear and non-adaptive DAS (Fig. 8(a)), although there is not much
difference between the lateral resolutions given by the two methods,
5

Fig. 8. PA images and horizontal profiles of two point targets separated at critical
distances where the PSF and Rayleigh criterion indicate that they are resolved. (a)
Reference linear and non-adaptive DAS. (b) linear and adaptive MV-M/4. (c) non-linear
and non-adaptive DMAS. (c) non-linear and adaptive MV-DMAS. Horizontal profiles of
the target central cross-section are shown: in green for resolved and in red for not
resolved targets. White dashed lines indicate the 3-dB threshold. (For interpretation of
the references to colour in this figure legend, the reader is referred to the web version
of this article.)

for a separation distance of 333 μm, which is above the PSF resolution,
the two sources are not resolved (red curve in Fig. 8(a)). However, at
400 μm sources separation, slightly above the RC resolution, they are
fully distinguishable. If advanced beamformers MV, DMAS, MV-DMAS
are considered, this gap is greatly magnified. As shown in Figs. 8(b),
(c), (d), sources separated respectively by 267, 267 and 200 μm, should
be resolved according to the PSF criterion. However, targets are not
distinguished in the PA images, as indicated with the horizontal profiles
shown in red, while the RC method correctly indicates that the sources
are not resolved since their separation is below its resolution value.
Also, in the case of clearly distinguishable sources, the RC method
correctly indicates they are resolved, as shown from the green profiles
in Fig. 8. Note that MV - M/2 and CF, not shown here, manifest a similar
behaviour.
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Fig. 9. Results of the source size accuracy study are represented from (a) to (f) for all the implemented beamformers. Black dashed lines represent the actual size of the sources.
The insets on the left and right of the figure show in detail the 0 to 1 mm source sizes plot, where only the numerical study has been carried out.
3.2. Size evaluation

Fig. 9 shows the reconstructed sizes of square-shaped pieces of in-
creasing size. As a reference, the actual size of the sources is represented
by black dashed lines. Continuous lines indicate the reconstructed sizes
using numerical simulations, according to the post-processing described
in Section 2.2 and Fig. 3(b). The experimentally reconstructed sizes of
3D printed pieces are plotted using markers, and decreasing values of
the sensitivity cut-off parameter are represented. A good agreement is
obtained between simulations and experiments. Simulated sizes have
been extended to smaller sources from 0.1 mm to 1 mm to consider
sizes of the order of the PA system resolution, as shown in the insets
on the left and right sides of Fig. 9.

As illustrated in Fig. 9 (a–d, f), reconstructed sizes have a good
accuracy for PA sources larger than 1 mm, well above the system
resolution (see Fig. 6). Nevertheless, the MV algorithm with 𝐿 =
𝑀∕2 reconstructs much smaller sources sizes than the actual ones
well above the system resolution, both numerically and experimentally
(see Fig. 9(e)). Although this beamformer accurately computes target
positions, even for very small sources, it fails to properly evaluate their
sizes, mainly due to the use of the maximum spatial window size,
improving resolution at the expense of robustness.

The inset of Fig. 9(a) shows the numerical results for small sources
using DAS. As expected, accuracy for under-resolution PA sources is
poor, since reconstructed sizes are limited to the system resolution,
while above the system resolution sizes are successfully represented
following the reference line. MV beamformers using a DAS framework
(insets in Fig. 9(c), (e)) also converge to the reference line at the
system resolution, although the window size plays a relevant role. For a
conservative window size (M/4), the trend for under-resolution targets
is similar to DAS. On the contrary, for under-resolution targets using
the largest window (M/2), results are not following a clear trend, the
robustness of the method seems compromised and the obtained profiles
are strongly affected by slight differences on the size of the pieces.

The remaining beamformers DMAS, MV-DMAS and CF, shown re-
spectively in the insets of Fig. 9(b), (d) and (f), follow the same trend
for under-resolution targets, converging to the system resolution, as
6

expected. However, above the system resolution, these beamformers
underestimate the reconstructed sizes remarkably, with errors ranging
from 10% to 40% when evaluating pieces from 0.3 to 1 mm side. The
reason behind this is a direct consequence of exploiting the spatial and
temporal coherence of the received signals. When the source size is of
the order of the resolution of the system, coherence varies gradually
along the PSF of the target. Along the object, coherence is maximum,
but at its edges the coherence is gradually reduced, resulting in a
reduction of the overall signal amplitude and a subsequent reduction
of the object size. Moreover, comparing these beamformers with MV
based on DAS, the influence of the non-linearity coming from DMAS
and the CF have a bigger impact on the size estimation than the one
coming from the weights obtained by the covariance matrix estimation
of MV. Note that the error on the size evaluation is reduced when
decreasing the sensitivity cut-off parameter, although it exists along the
whole range of analysed values.

4. Conclusions

In this work, an evaluation and analysis of two fundamental imaging
characteristics of photoacoustic tomography systems using linear-array
ultrasound probes has been carried out, incorporating advanced beam-
formers (including linear and non-linear, adaptive and non-adaptive).
Attention has been brought to evaluate two main characteristics: (1) the
suitability of using the PSF method to evaluate the spatial resolution of
PAT systems using advanced beamforming algorithms; (2) an accuracy
analysis of the reconstructed sizes of both under- and above-resolution
targets.

To determine whether the PSF method is an appropriate tool to
evaluate the spatial resolution, we have compared the lateral and axial
resolutions obtained with this method to a methodology based on the
Rayleigh criterion, where two point targets separated at increasing dis-
tances are considered, for which a numerical and experimental analysis
has been carried out. As demonstrated throughout this work, the PSF
method overestimates the lateral resolution when applying adaptive
and/or non-linear beamformers, such as MV, DMAS, MV-DMAS and CF.
While the obtained resolution values using the PSF method suggests
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that two targets separated at a certain distance should be distinguished
or resolved, PA images (and their corresponding profiles) of two point
targets separated at larger distances than the PSF-resolution demon-
strate that it is not the case. This aspect is particularly relevant as
typical imaging scenarios in real tissues are generally complex, in-
cluding multiple scatterers producing strong wave interactions, which
makes the RC a more suitable resolution criterion than the PSF. It is
also demonstrated that both methods differ on their spatial resolution
by a 25%, following the analytical prediction shown in Fig. 1 when
applying the DAS beamformer, which is only based on purely physical
wave properties and not on advanced post-processing techniques that
leverage the temporal and spatial coherence of the received signals.

To further analyse the implications of using advanced beamformers
in the morphology fidelity of PA images, we imaged targets of multiple
and previously known sizes, comparing them to their reconstructed
sizes, using both classical and advanced beamformers. Results indicate
that targets well above the resolution of the PAT system are recon-
structed accurately, with the only exception of the MV beamformer
for its maximum window size. However, when target sizes are close
and slightly above the PAT system resolution, non-linear beamformers
(DMAS, MV-DMAS) and the adaptive CF beamformer underestimate the
actual target sizes, with errors ranging from 10% to 40% for PAT system
used in this work.

These complex beamformers have recently become very popular in
linear array-based systems due to their ability to mitigate the unwanted
consequences of their narrow angular spectrum and limited aperture,
which eventually leads to a poor spatial resolution and small areas of
stable reconstruction. The results shown in this work shed light on the
proper characterization of spatial resolution and target size determi-
nation of PAT systems encompassing advanced algorithms. This would
be helpful, for instance, in the selection of advanced beamformers for
medical practice where PA images of tumours and its surrounding vas-
cularization are acquired to study their size and morphology evolution,
especially if the PAT system resolution is near the physiological sizes
of interest.
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