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Introduction
General-purpose processors are continuously evolving to adapt their microarchitec-
ture to software advances. Currently, simultaneous multithreading (SMT) processors 
are prevalent among the server platforms installed at data centers worldwide. SMT 
processors improve the utilization of the costly functional units present at the core by 
allowing instructions of multiple threads to share the issue ports. Moreover, SMT is the 
only multithreading paradigm [1] capable of issuing instructions from multiple threads 
simultaneously.

Because of their throughput nature and performance over single-threaded proces-
sors, commercial vendors dominating the microprocessor market, like Intel, IBM, 
ARM, or AMD, have opted to include SMT processors among their commercial 
products. As multiple threads are supported in each core, these processors intro-
duce inter-thread interference within the core. Consequently, the performance of an 
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individual thread can be severely affected when co-running with another thread in 
the core with respect to its individual execution. The extent to which the individual 
thread performance is affected depends on the co-runner and the microarchitecture.

From a certain point of view, SMT processors can be seen as heterogeneous proces-
sors as the performance of a given thread (or single-threaded application) is enhanced 
when running the thread alone in the core in single-threaded (ST) mode. In contrast, 
the threads can be run in SMT mode, allowing them to compete for core resources 
with other co-running threads. Recent work [2, 3] has been done in this direction, 
focusing on identifying symbiotic pairs of single-threaded applications to be run on 
the same core.

One of the current trends regarding the evolution of SMT processors is the type 
and amount of functional units deployed to adapt to the workload evolution. Among 
emerging workloads, machine learning (ML) workloads have increased in popular-
ity in recent years in the scientific community [4, 5]. ML workloads have become 
key workloads in current data centers that deal with large and heterogeneous work-
loads [6]. These workloads allow performing an exhaustive list of tasks: image and 
speech recognition, data clustering, pattern identification, classification, prediction, 
etc. Thus, ML plays an important role in the context of data analysis in many areas, 
including biomedical engineering, economics, and social sciences.

The high number of threads these applications spawn make accelerators or GPUs 
[7–12] excellent computing devices to run them. Therefore, many ML frameworks [13–
17] provide support to be executed on GPUs. However, due to the throughput nature 
of SMT cores and advances in their execution units, which add more functionalities to 
accelerate the execution of ML workloads in each processor generation, it makes sense 
to study the way SMT processors perform when running ML workloads and identify 
potential performance bottlenecks that should be faced to improve performance.

This paper studies the efficiency of SMT processors when executing machine learn-
ing (ML) benchmarks. The study uses an Intel Skylake Server (Skylake-X) processor 
implementing Hyper-Threading, where each core can support the execution of up to 
two threads. To focus the research, we evaluate four standard ML-supervised classifi-
cation methods with ten publicly available datasets. We compare the efficiency of the 
core when running in SMT mode over running in ST with twice the number of cores. 
Experimental results show that SMT efficiency is over 90% in two learning methods 
and around 80% on average in the other two studied learning methods.

This paper makes two main contributions:

•	 We show that last-generation simultaneous multithreading processors are fit to 
execute supervised ML classification methods. This claim is supported by the fact 
that SMT efficiency is especially significant in ML workloads, which makes these 
processors excellent candidates for such tasks.

•	 We found that two main reasons prevent ML workloads from achieving a high 
SMT efficiency: the performance of the floating-point (FP) scalar double operator 
and the storage capacity of the core’s caches (L1 and L2), which are shared among 
the threads running on the same core. These findings are aimed at providing 
insights to guide future processors’ design to boost ML workloads’ performance.
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Following the taxonomy proposed in [18] to classify innovation ideas, the work pro-
posed in this paper mainly falls under the class Implantation.

Background
This section presents some background on simultaneous multithreading and ML bench-
marking concepts to ease the reading and make this paper self-contained. Authors with 
solid expertise on these topics can skip this section.

Simultaneous multithreading

Understanding the essence of SMT processors and to what extent they can improve 
workload performance is challenging due to the high complexity of the microarchi-
tecture. Obtaining a sound knowledge of SMT processors is only achievable through 
guided learning of commercial processors, as many implementation issues need to be 
considered. Moreover, it is not easy to foresee i) to what extent this paradigm is capable 
of improving the processor throughput and ii) how it can affect (damage) the perfor-
mance of individual workloads. The reason is that the answers to these questions require 
a strong grounding of many architectural concepts and depend both on the specific 
microarchitecture implementation and on the particular characteristics of the workload 
to be executed.

In an SMT processor’s core, most of the core resources, like the register file, the 
arithmetic operators, or the ROB, are shared among the co-running threads. Resource 
sharing requires both extra logic and additional structures (e.g., auxiliary queues) to 
implement the policy that controls which share of the resource each thread has avail-
able. Because important resources are shared among the threads, the performance of a 
given thread strongly depends on the co-runner, making the execution time unpredict-
able. In [19], it is shown that, in the context of compute-intensive workloads, the execu-
tion time can more than double. In other words, if we want to boost the performance 
of a single-threaded application, then we should execute it alone in a single core in ST 
mode. This kind of policy can be applied by an OS that is aware of the threads running 
and schedules a specific thread to be executed alone in a given core. In this way, all the 
core resources are made available to the running thread.

To help understand the way in which inter-thread interference affects the perfor-
mance, we first introduce some basic notions of these processors focusing on the issue 
ports since, as results will show, they define the performance. Let us illustrate these con-
cepts through an example. Assume a hypothetical SMT processor implementing four 
issue ports as depicted in Fig. 1. There are two ports devoted to arithmetic operations 

Fig. 1  Example of the distribution of issue ports in a hypothetical SMT processor
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and two ports devoted to read/write access data in the (cache) memory. The arithmetic 
ports (1 and 2) carry out the most common basic arithmetic/logic integer operations 
(INT ALU). While port 1 is attached to the integer multiplier/divisor, port 2 is linked to 
the branch unit. Regarding the data access ports (3 and 4), they both include an address 
generation unit (AGU), but port 3 handles load operations and port 4 manages store 
operations. Notice that this design example is balanced in the sense that half of the ports 
are devoted to arithmetic operations and the other half to data accesses.

Figure 1 also shows the reservation station, which is unified and shared among all the 
threads. This is implemented as an out-of-order queue, and instructions from any thread 
are scheduled to an issue port provided that the corresponding operator is available and 
the source operands are ready. Thus, all the ports are available to a single thread if the 
core runs in ST mode and to all the threads if it runs in SMT mode. In the latter case, a 
thread may wait for a given port while other threads are using it. That is, the execution of 
the thread can be delayed with respect to executing alone in the core.

Machine learning workloads

Machine learning provides systems the ability to learn without human intervention. 
Among the types of learning algorithms, supervised learning is one of the most com-
monly used since it allows to make future predictions based on a series of known input–
output pairs and a learning model. For instance, traffic prediction, face detection, and 
image classification.

ML workloads comprise two main components: the ML method and the dataset. The 
ML method refers to the ML algorithm being studied, which is implemented as a multi-
threaded application. Thus, with the term workload, we refer to a given learning method 
with a specific dataset. Unlike traditional HPC workloads [20–23], ML workloads’ per-
formance highly depends on the dataset. A wide set of datasets focusing on specific 
problems are publicly available and can be used to assess ML methods’ performance.

Benchmarking can be applied to machine learning (ML) [4] from different perspec-
tives. For instance, it can be applied to assess the ability of the studied method to learn 
patterns from ‘standard’ datasets [24, 25] or identify strengths and weaknesses of exist-
ing learning methods [26, 27]. Many problems and the corresponding datasets have 
been published in the open literature, and the conclusion was that there is no global ML 
method that performs the best across all the datasets, but performance is highly depend-
ent on the problem being addressed.

Problem definition
This section introduces the problem addressed in this paper. Understanding the wide 
variety of SMT concepts and their impact on performance is challenging for academic 
instructors as it is not easy to map theoretical concepts to implementation aspects. In 
this paper, we address this problem from a new and more practical perspective: explor-
ing the suitability of general-purpose processors to run ML workloads.

To do so, we focus on the SMT efficiency of high-performance processors typically 
installed in data centers. We define the SMT Efficiency metric as the ratio of the execu-
tion time an ML workload takes running in single-threaded (ST) mode to the time taken 
by the same application to execute in SMT mode (see Eq. 1). The execution time of a 
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given workload is defined as the time used to complete the evaluation of an ML method 
on an individual dataset.

In ST mode, each core runs a single thread from the workload, and in SMT mode, as 
many as the number of supported threads (e.g., two threads per core with Intel Hyper-
Threading). Thus, in SMT mode, much fewer cores are needed. For instance, with Intel 
Hyper-Threading, just half the number of cores is required. Nevertheless, overall Proces-
sor Throughput improves as expressed in Eq. 2.

For example, as stated in Eq. 1, if the SMT efficiency is 0.8, it means that the performance 
is 1

0.8 = 1.25 higher in ST mode than in SMT mode. However, the processor throughput 
(i.e., the performance per core) is 0.8× 2 threads/core = 1.6 times higher in SMT mode.

Existing solutions
There are few works [28–33] that analyze the impact of CPU microarchitecture on the 
performance of machine learning workloads.

One of the first works [28] analyzes the performance of a machine learning workload 
parallelized with OpenMP running on an Intel Pentium 4 processor supporting Hyper-
Threading. This paper focuses on understanding the performance of genetic-related 
machine learning workloads (SNP or single-nucleotide polymorphisms) and the under-
lying reasons behind that performance. However, the architecture of the processor used 
in this work is outdated, and many improvements have been included in new processor 
generations.

In [29], the authors present a comprehensive performance analysis of machine learn-
ing algorithms on the Apache Spark platform. Some of the algorithms used, Logistic 
Regression and Decision Tree, have also been used in this work. They identify bottle-
necks at the microarchitectural level following Intel’s Top-Down performance analysis 
[34] and propose solutions to address the discovered performance issues. Unlike this 
work, the focus is software-oriented, as the authors identify the functions and high-level 
functions responsible for producing such bottlenecks. In addition, they study the effec-
tiveness of Hyper-Threading (Intel’s SMT implementation), concluding that it should be 
enabled when running ML workloads.

Prieto et al. [30] perform an architectural analysis of how effective a set of DNN mod-
els use the underlying hardware. The analysis is performed following Intel’s Top-Down 
performance analysis. The authors conclude that bottlenecks are found both in the core 
and the memory, highlighting that adding more FP units is essential to improve the per-
formance of some DNN applications. Unlike our work, they do not study the effect of 
Hyper-Threading.

Focusing on parallelism, in [31], authors analyze the performance impact of key set-
tings of a popular machine learning framework, Tensorflow, and quantify the role 
of parallelism. They observe that SMT or Hyper-Threading does not improve per-
formance significantly, especially on those workloads bottlenecked by the fused 

(1)SMT Efficiency =
Execution Time in ST mode

Execution Time in SMT mode

(2)Processor Throughput = SMT Efficiency× #Threads per Core
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multiply-accumulate (FMA) units, which are shared between threads running in the 
same core. They propose a set of guidelines to achieve higher training and inference 
speedups, outperforming the performance improvements obtained with the settings 
recommendations from Intel and TensorFlow for the studied framework. Among these, 
they propose placing threads from the ML applications and from the framework oper-
ator to share the same core. However, as experimental results will prove in this work, 
some ML worker threads can share the core without barely experiencing performance 
degradation.

In [32], a survey of techniques for optimizing deep learning applications on CPUs is 
presented. The survey identifies CPUs’ strengths and weaknesses in the field of deep 
learning. Regarding Hyper-Threading, it performs a small analysis, identifying that 
it increases the latency in some of the layers of the evaluated neural networks, espe-
cially when SIMD hardware needs to be time-multiplexed between the running threads. 
It summarizes several optimization techniques proposed for inference and training in 
mobile, desktop/server, and distributed systems.

Finally, some studies have considered energy consumption when running machine 
learning workloads. In [33], a comprehensive study is conducted on the power behav-
ior and energy efficiency of CNNs and training frameworks on CPUs and GPUs. The 
authors provide a detailed workload characterization to facilitate the design of energy-
efficient deep learning solutions. Among the studies features, they study the effect of 
Hyper-Threading, concluding that it does not significantly affect power consumption. 
However, in some applications, it increases the execution time and, thus, the energy 
consumption.

Proposed solution
This paper provides sound knowledge that helps understand why SMT efficiency is 
almost perfect in some ML workloads and why it drops in others. This is done by follow-
ing a refinement approach that covers a wide range of key architectural concepts.

The analysis starts from a high-level perspective to go step-by-step into the core 
microarchitecture. This is done in a simple way that helps the reader to slowly introduce 
to complex architectural mechanisms.

Firstly, classical metrics such as the IPC in SMT mode (quantified both per core and 
per thread) and in ST mode are studied. Comparing both IPCs offers an overall overview 
of SMT efficiency. These throughput metrics are strongly connected to low-level archi-
tectural metrics, such as the issue port utilization. For instance, an IPC of 3 instructions 
per cycle means that, on average, at least,1 three issue ports are used per cycle. However, 
by looking at the issue ports, one can know which type of functional units require the 
workload and if some of them are being overused or underused by these workloads.

This way of proceeding helps the reader to get introduced step by step into the micro-
architecture. However, the study does not solve the problem yet. After that, the approach 
goes deeper into the hardware to identify the major backend core components that 
prevent twice the number of instructions in SMT mode from progressing in order to 

1  Since some instructions are mispeculated.
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achieve a high SMT efficiency. In this regard, the approach classifies instructions accord-
ing to the functional units they use (e.g., integer ALU, FP scalar double, etc.). After that, 
it is investigated if there is a relationship between the type of instructions each workload 
executes and a drop in the SMT efficiency. We found that there is a strong relationship 
with the FP scalar double instructions. This observation led us to an important finding: 
the number of issue ports having attached FP scalar double functional units should be 
increased to boost both the SMT efficiency and the performance of some ML workloads.

Nevertheless, this finding does not explain all the workloads presenting low SMT 
efficiency. We then looked at the core’s caches (L1 and L2) as they are shared by the 
two threads running in the same core. We found that, indeed, the cache perfor-
mance dropped in some workloads when running two threads due to the inter-thread 
interference.

To the best of our knowledge, this is the first time that ML workloads are studied in a 
commercial processor through a rigorous measurement methodology that only makes 
use of the performance events available in the machine, providing insights on the design 
of future processors to boost the performance of these workloads.

Elaboration
This section evaluates the SMT efficiency of machine learning workloads running two 
threads per core with respect to ST execution using twice as many cores. To understand 
the efficiency obtained by different workloads, we perform two main studies:

•	 A throughput-oriented analysis from two perspectives: committed instructions per 
cycle (IPC) and issue ports utilization.

•	 An interference analysis to identify potential performance bottlenecks in SMT mode, 
both in the functional units and processor caches.

Before presenting the results, a detailed description of the ML workloads used in this 
work, as well as the experimental setup, is provided.

ML Workloads

There exists a wide set of ML algorithms that are typically evaluated using different data-
sets. The algorithm used depends on many factors, like the function to be performed 
(e.g., classification or regression) or the size of the dataset. On the other hand, there are 
many publicly available benchmark datasets [35–38], but their widely different organiza-
tions and formats imply that significant pre-processing efforts are required before they 
can be used with ML algorithms [39]. Furthermore, many of the published benchmarks 
present similar features, which can make it difficult to represent a sufficiently diverse 
range of data science problems. In addition, some repositories like Kaggle [36], and 
OpenML [37] are not designed specifically for comprehensive ML benchmarking but 
rather focus on collaboration to solve data science problems.

In this work, we evaluate a subset of popular machine learning algorithms following 
the methodology to evaluate the PMLB benchmarks described in [40]. To carry out the 
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experiments, we have used the code2 from scikit-learn benchmarks [41] which provides 
the implementation of ML supervised methods to evaluate their performance using 
Python Scikit-learn library [42]. The original code has been adapted to suit the men-
tioned methodology (further details can be found in Appendix A.2).

Below, a detailed description of the algorithms and datasets used is provided.

Classification algorithms

We evaluate the performance of four standard statistical ML supervised classification 
methods [43, 44], which present different characteristics and are used in the real world 
for different purposes:

Decision Tree Classifier The decision tree classification algorithm classifies the values 
of a target variable based on a set of input features. It creates a model in the form of a 
tree structure, with internal nodes representing features, branches representing decision 
rules, and leaf nodes representing outputs (classes). The algorithm works by recursively 
partitioning the data into smaller subsets based on the values of the attributes.

K-Nearest Neighbors (K-Neighbors) Classifier The k-nearest neighbors classification 
algorithm works by storing all available cases and classifying new cases based on a simi-
larity metric (usually distance functions). A case is assigned to the most common class 
among its K-nearest neighbors. K-Neighbors is particularly useful for cases where the 
decision boundary is not clearly defined. One limitation of this learning method is that 
it can be computationally expensive since it requires storing all the data and calculating 
distances between the new case and all stored cases.

Linear Support Vector Classifier (SVC) The linear support vector classification algo-
rithm finds the hyperplane in N-dimensional space (N is the number of features) that 
differentiates the data points of one class from the other. SVC is computationally inten-
sive and does not scale well with large datasets.

Logistic Regression The logistic regression algorithm provides a linear model that pre-
dicts the likelihood of a given classification with a set of input features. A prediction is 
made using a function that maps the output of the linear model to a value between 0 and 
1. This value is used to classify the input value into one of the predefined classes. The 
goal is to find the best coefficients for the input features that minimize the difference 
between the predicted classification class and the real one. Compared to the previous 
classification algorithms, it is relatively simple and fast to train.

Datasets

In this work, we use several datasets from the Penn Machine Learning Benchmark 
(PMLB) suite [40] to evaluate the machine learning algorithms. PMLB is a publicly avail-
able dataset suite hosted on GitHub that pursues to overcome the aforementioned short-
comings. PMLB includes classification and regression datasets from several well-known 
ML benchmark suites, comprising over 200 datasets, and it seeks to help identify the 
strengths and weaknesses of different ML algorithms.

2  Available at https://​github.​com/​rhiev​er/​sklea​rn-​bench​marks

https://github.com/rhiever/sklearn-benchmarks
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Table  1 shows the details of the ten datasets used in this work, sorted by descend-
ing order of instances or values to classify. The computational time of the evaluated 
ML algorithms is directly related to the number of instances, which represents the 
values of the dataset. Features and classes denote the data attributes and the possible 
values, respectively. The number of features and classes depends on the problem being 
addressed. For instance, for the krkopt dataset, the features represent possible posi-
tions (White King file, White King rank, White Rook file, White Rook rank, Black King 
file, and Black King rank) and the classes represent the game-theoretical values (draw, 
zero, and one to sixteen).

To compare the performance of the ML methods, we have computed the accuracy [45] 
(obtained from the score() method from Python Scikit-learn library) when running 
with each dataset. Figure 2 shows the results. In general, all the applications achieve high 
accuracy, with Decision Tree and K-Neighbors being the methods that have higher accu-
racy. The outlier points in Linear SVC and Logistic Regression correspond to krkopt 
dataset, as these linear models are better suited for binary classification (two classes) 
rather than multiclass datasets (see column Classes in Table 1).

Experimental setup

The machine used to evaluate the ML algorithms is equipped with an Intel Xeon Silver 
4116 processor (Skylake-X microarchitecture), which features 12 Hyper-Threading cores 

Table 1  Characteristics and description of the datasets from PMLB used in this work to assess the 
ML algorithms

Dataset Instances Features Classes Description

krkopt 28056 6 18 Chess Endgame Database for White King and Rook against 
Black King

Letter 20000 16 26 Identification of images as capital letters

Magic 19020 10 2 Particle shower measurements used to classify types of 
radiation

Nursery 12958 8 4 Applications ranking for nursery schools

pendi-gits 10992 16 10 Pen-based recognition of handwritten digits

coil2000 9822 85 2 Insurance company benchmark (COIL 2000) information 
about customers

Agaricus lepiota 8145 22 2 Features of mushrooms in agaricus-lepiota family

Mush-room 8124 22 2 Mushroom records drawn from The Audubon Society Field 
Guide to North American Mushrooms

Ring 7400 20 2 Piston ring diameter data

ann thyroid 7400 21 3 Patient information concerning Hyperthyroidism

Fig. 2  Accuracy distribution for the studied ML methods and datasets
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(i.e., two execution threads per physical core). Regarding the memory hierarchy, each 
core has private 64-KB L1 (32-KB instruction and 32-KB data) caches, a private 1-MB 
L2 cache, and all cores share a 16.5-MB L3 cache. The main memory consists of 4 chan-
nels, each one equipped with 1 DIMM DDR4 2400 MT/s with a total storage capacity of 
64GB. The OS installed is Ubuntu 18.04 LTS with kernel version 5.4.

SMT efficiency results

We first evaluate the SMT efficiency of the studied ML workloads to quantify the perfor-
mance of executing ML workloads in SMT cores compared to ST execution, which uses 
twice as many cores. Figure 3 presents the results for the four studied learning methods. 
It can be appreciated that Decision Tree and K-Neighbors achieve an SMT efficiency 
above 90% on average and almost 100% in some datasets like krkopt and letter. 
This is surprising since the SMT executions achieve these values with half the number 
of cores than the ST execution. A lower SMT efficiency is achieved in Linear SVC and 
Logistic Regression, but the average is still around 80%. The SMT efficiency in Linear 
SVC presents minor changes regardless of the studied datasets. In contrast, the SMT 
efficiency achieved by Logistic Regression presents significant deviations, ranging from 
75% to 86%, depending on the studied dataset.

Next, we delve into providing insights regarding the distinct workload behaviors from 
a microarchitectural point of view. Multiple options have been explored. We first study 
basic throughput metrics that corroborate that an individual core is not able to sustain 
the per-thread performance when running two threads.

Fig. 3  SMT efficiency results for the studied ML methods and datasets
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Throughput analysis

SMT processors are throughput-oriented processors, meaning that they allow increasing 
the number of executed instructions per cycle over single-threaded processors. In this 
section, throughput is analyzed from two main perspectives: committed instructions per 
cycle and issue port utilization.

IPC evaluation

The processor throughput is commonly quantified in terms of committed instructions 
per cycle or IPC. SMT processors increase throughput over ST processors since they 
execute instructions from multiple threads in the same cycle.

From a performance perspective, an SMT processor can be seen to behave as ideal for 
a given workload when its SMT efficiency is 1 or close to 1 for such a workload. For this 
situation to happen, the core throughput in SMT mode should double the throughput of 
a core when running in ST mode. In other words, the core should double the IPC as it is 
able to execute twice as many instructions when running in SMT mode than in ST mode 
for the same amount of time.

Figure 4 shows the IPC calculated as the quotient of the following performance events:

The graphs plot the IPC obtained by each workload in ST mode (IPC-ST) and SMT 
mode. Two IPCs, per thread (IPC-thread-SMT) and per core (IPC-core-SMT), are pre-
sented for SMT mode. For a single core, the IPC per thread corresponds to the average 

Fig. 4  Average IPC results for the studied ML methods and datasets. Results in SMT are provided both per 
logical core (thread) and physical core (core)
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IPC for both threads running on the core, and the IPC per core to the sum of the IPC 
of both threads. Comparing Figs.  3 and 4, it can be observed that in those workloads 
where IPC-thread-SMT matches IPC-ST, the SMT efficiency is close to ideal (1). This 
was expected as it means that the SMT architecture behaves ideally with respect to ST 
mode since it is able to double the IPC over ST mode. This happens, for instance, in 
Decision Tree with krkopt dataset.

In contrast, it can be appreciated that in the aforementioned workloads where the 
SMT efficiency is around 80%, the IPC-thread-SMT drops around 20% over IPC-ST. 
For instance, K-Neighbors with the dataset magic or nearly all the datasets of Logistic 
Regression present this behavior.

Architectural analysis at port level

The previous discussion can be seen as a high-level analysis; however, a lower-level anal-
ysis is required to understand why SMT efficiency is over 95% across most of the stud-
ied datasets in Decision Tree and K-Neighbors. This section analyzes the utilization of 
the issue ports to identify if any ports are preventing the processor from achieving a 
high SMT efficiency. Before presenting the analysis, the architectural issue ports of our 
experimental platform are described.

Architectural Ports Description
Figure 5 presents a block diagram with the eight issue ports and the attached func-

tional units of our experimental Intel Skylake-X processor: four ports are devoted to 
arithmetic-logic operations (ports 0, 1, 5, and 6), and the other four to the load/store 
unit. Arithmetic ports have attached multiple functional units, especially ports 0 and 
1. Regarding the load/store unit, two ports are used for load operations (including the 
address generation unit (AGU) and load data), and the other two are used for store 
operations (AGU and store data). In this way, the design balances arithmetic operations 
with memory accesses, replicating the most critical functional units (e.g., integer and 
load) used by typical workloads to avoid these ports becoming potential performance 
bottlenecks.

Effective Issue Width Utilization
In order to double the IPC per core in those workloads exhibiting high SMT efficiency, 

the issue ports need to be used twice as long. On the contrary, port utilization would be 

Fig. 5  Issue ports of the Intel Skylake-X microarchitecture



Page 13 of 29Pons et al. Journal of Big Data  (2024) 11:152	

less for low-efficiency workloads. This fact can be studied from two main perspectives: 
the distribution of the effectively used issue ports and the port utilization. The focus of 
this section is on the first perspective.

The studied processor can issue up to four instructions (issue width) per cycle. So, 
the distribution function quantifies the fraction of time 0, 1, 2, 3, and 4 instructions are 
issued. To this end, we looked into the available performance counters and found a set of 
interesting performance events in this regard. Below, we list the hardware events and the 
publicly available description, where i is a value ranging from 1 to 4:

Figure  6 presents the results3 for ST and SMT modes normalized with respect to 
the cycles in ST. For each workload, two columns are shown; the first corresponds 
to the results obtained in ST mode, and the second to those obtained in SMT mode. 

Fig. 6  Average fraction of cycles (normalized to the cycles obtained in ST mode) per logical core where 0, 1, 
2, 3, and 4 µops are executed in all ports for ST (left sidebar) and SMT (right sidebar) modes

3  Results only refer to the time the issue queue is not empty.
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Results for SMT are averaged and presented on a per-thread level so they must be 
multiplied by two to obtain the equivalent value per core. For instance, if 20% of the 
time, four instructions are issued per thread (upper slice of the bar), then 40% of the 
time, the core issues four instructions as it hosts two threads. As results are normal-
ized over ST cycles, the higher the SMT bar, the lower the SMT efficiency. In the case 
of an ideal SMT efficiency, the height of the SMT bar is equal to 1. It can be observed 
that in high SMT efficient workloads, not only are the bar heights similar, but also the 
heights of the slices, especially for a high number of instructions (e.g., 4). Notice that 
this means that the processor in SMT mode is able to work at its maximum issue rate 
for twice as long as in ST mode, which is averaged per thread. In contrast, in low SMT 
efficient workloads, slices 1 and 2 grow while slice 4 significantly decreases.
Individual ports utilization  This section explores whether there is any issue port 
limiting the processor from achieving a high SMT efficiency in those workloads with 
lower SMT efficiency. For this purpose, we analyzed the utilization of the eight issue 
ports of each core. Figure 7 presents the results for both ST and SMT modes for the 
studied workloads in a stacked manner. In other words, each bar plots the sum of the 
eight issue ports’ utilization; thus, eight is the maximum value. For a given port, the 
utilization has been computed as the fraction of cycles the port has been used with 
the performance counters listed below, where X is the port number that ranges from 
0 to 7.

Fig. 7  Cumulative average port utilization per physical core for ST and SMT modes (one bar for each one)
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In the case of SMT mode, the utilization is the sum of the utilization for both threads. 
Notice that to reach an ideal SMT efficiency, the execution time (i.e., cpu_clk_
unhalted.thread performance counter) should be similar to that obtained in ST 
mode. Since two threads are executed in the same SMT core, the port utilization in SMT 
mode should be twice as large as in ST mode, and so the height of the bar. Three main 
observations can be drawn:

1.	 The port utilization grows according to the SMT efficiency. For instance, in those 
workloads having an SMT efficiency of 0.8, the port utilization rises in a 1.25 ( 10.8 ) 
factor in SMT over ST mode.

2.	  A relatively high value of the port utilization in ST mode (e.g., over 0.4) does not 
necessarily incur a low SMT efficiency. In fact, all datasets executed with the Deci-
sion Tree method and some workloads of K-Neighbors present relatively high val-
ues in some ports while achieving a high SMT efficiency. This claim can be better 
observed in Fig.  8, which plots, for illustrative purposes, the utilization of port #6 
(INT ALU Branch) as it is one of the most used in both ST and SMT modes. As 
it can be seen, the workloads with the highest SMT efficiency (the plots in the top 
row) are close to doubling the utilization of this port (e.g., Decision Tree with dataset 
krkopt), whereas the ones with poorer efficiencies obtain a more modest port-6 
increase with respect to ST execution.

Fig. 8  Port with the highest utilization for ST and SMT, which corresponds in all cases to port 6
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3.	  There are some workloads, like K-Neighbors, where the six rightmost datasets 
achieve high efficiency with a very low port utilization (none of them exceed 0.25) 
in SMT mode, which means there is still room in the processor for improving per-
formance in the core. In other words, if the processor had supported four threads, a 
good SMT efficiency would likely have been achieved.

Takeaway i) the utilization of the different ports grows at the same rate when execut-
ing in SMT mode, ii) a relatively high port utilization (e.g., over 0.35) in ST execution 
does not prevent the system from achieving a high SMT efficiency, and iii) there is still 
room for the core to boost the performance if it supported more threads as the utiliza-
tion of the most-used issue port is below 2/3 in most workloads.

Interference analysis

As concluded in the throughput analysis, a high utilization of the issue ports does not 
necessarily imply a low SMT efficiency. In fact, in some cases, a utilization over 0.9 led to 
an SMT efficiency of over 0.95. This makes sense, as a port is used in only one cycle for 
each executed instruction. Thus, performance losses do not appear because of port con-
tention. This observation led us to move behind the issue ports and focus the research 
on identifying the major components of the processor backend that are preventing the 
core from reaching a high SMT efficiency: functional units contention and core caches 
(i.e., L1 and L2).

Functional units

This section looks into the available functional units to identify contention due to pos-
sible structural hazards. To this end, we first classified the retired instructions into four 
main categories according to the functional unit they use (floating point, load and store, 
branches, and integer). After that, we refined each group as much as possible, consider-
ing the available performance counters. Below, we list these groups and the performance 
counters that are used.

•	 Floating-Point Operations Floating-point (FP) operations are used to define the 
performance of computers (e.g., FLOPS) since they are computationally expensive. 
FP numbers are represented in 32-bit single-precision and 64-bit double-precision 
IEEE-754 formats. FP operations instructions are also executed using vector process-
ing, and the vector size ranges from a 32-bit single scalar operand to 512 bits (e.g., 16 
32-bit single precision operands). In this regard, Intel provides the following perfor-
mance counters:
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•	 Load and Store Operations. These operations quantify the read and write accesses 
performed to the cache memory, which can be computed with the following perfor-
mance events:

•	 Branch Operations. Branches, depending on the branch predictor accuracy, can 
impact the processor throughput due to speculative execution. The number of 
branch instructions retired can be measured with the following performance event:

•	 Integer Operations. These instructions perform mathematical operations with inte-
ger values. Unlike FP operations, Intel does not provide specific performance events 
to quantify these instructions. However, having quantified all the other types of 
instructions, we assume that the integer operations constitute the remaining instruc-
tions that do not fall under one of the previous categories.

Figure 9 shows the fraction of instructions corresponding to each of the above cate-
gories for the studied workload. To have further insights, the FP operations have been 
further divided into scalar (vector size equal to one) or vector (vector size greater 
than one), and in turn, into single and double precision. For each workload, two bars 
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are shown: the first corresponds to the execution in ST mode, and the second to SMT 
mode. To ease the analysis, the SMT efficiency is plotted on the Y-right axis.

Several observations can be made. Firstly, none of the studied workloads presented 
single-precision FP instructions (i.e., FP_scalar_single and FP_vector_single events 
count zero); thus, they are not shown in any of the graphs.

Some workloads present a significant fraction of double-precision FP instructions, 
either scalar or vector. In particular, those workloads experiencing low SMT efficiency 
(below 0.8) present a significant fraction of FP_scalar_double instructions. This hap-
pens in all the datasets in Linear SVC, magic and ring in Decision Tree, magic 
and nursery in K-Neighbors, and krkopt and letter in Logistic Regression. This 
means that structural hazards happen in these functional units, probably because 
these FP operations (especially multiplication and division operations) are time-con-
suming and are unlikely to be fully pipelined. Regarding the remaining instruction 
types (Integer, Branch, Load, and Store), all the studied workloads present a similar 
magnitude. On average, 35% of the instructions retired perform integer operations, 
25% perform branch operations, 25% perform load operations, and 10–15% perform 
store operations.

Finally, notice that FP_scalar_double instructions do not explain the low SMT effi-
ciency in all the workloads. For instance, in Logistic Regression, most data sets with 
just a few exceptions (e.g., krkopt and letter) barely present any FP_scalar_dou-
ble instructions. Despite this fact, they achieve a low SMT efficiency, which means 

Fig. 9  Breakdown of retired instructions into categories according to the functional unit they use, for ST (left 
bar) and SMT modes (right bar)
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that there is another functional unit, other than the FP unit, that is hindering the per-
formance of these datasets.

Memory resources

From the core resources (functional units) analysis, we have concluded that structural 
hazards due to FP operations can significantly lower SMT efficiency. However, some 
workloads executed with Decision Tree or Logistic Regression experience a drop in 
SMT efficiency despite barely having FP instructions. Therefore, we looked into the 
memory resources to see if they bottleneck the performance. More precisely, as both 
threads share the L1 cache within the core, it is likely that the relatively small size of 
this cache affects the miss ratio of the co-running threads and, therefore, their perfor-
mance. In addition, the L2 cache was also investigated, as this cache is also shared by 
the threads running in the same core.

Figure  10 shows the average misses per kilo instruction (MPKI) for these caches 
computed with the performance counters listed below.

Fig. 10  Average Misses per kilo instruction (MPKI) of the L1 data cache and L2 cache per logical core for ST 
and SMT modes (one bar for each one)
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For each workload, results are shown for ST mode (left bar) and SMT mode (right 
bar). The SMT efficiency is also plotted (Y-right axis) to ease the analysis. It can be 
appreciated that those workloads that achieve very high SMT efficiency (over 0.9) pre-
sent low MPKI at both cache levels (sum less than 10) and barely increase the number 
of misses when running in SMT mode compared to ST mode. In some workloads, like 
in nursery with Decision Tree or krkopt with K-Neighbors, the MPKI per thread 
barely decreases in SMT mode, possibly because both threads in the same core share 
the part of the dataset and the lack of cache space is not an issue as very few misses are 
observed.

Those workloads that experience a negligible number of FP instructions but a rela-
tively low SMT efficiency show a high difference in the height of the bars between ST 
and SMT. Examples are coil2000 with Decision Tree and most datasets executed with 
Logistic Regression. In the former case, the MPKI of L1 and L2 caches increases over 
5% and 70%, respectively. In Logistic Regression, the average increase is 40% for the L1 
cache and over 25% for the L2 cache.

Finally, workloads like Linear SVC with most of the datasets experience both a sig-
nificant fraction of FP instructions and a noticeable MPKI difference (in percentage) 
between the ST and SMT bars.

Takeaway High pressure on the core’s caches (L1 and L2), the FP units’ structural haz-
ards, or both can significantly impact the SMT efficiency.

Performance of 4th generation intel xeon processors

So far a 1 st generation of the Intel Xeon Scalable processor has been used to obtain the 
results. However, processors evolve in each microprocessor generation, including new or 
enhanced microarchitectural features. For comparison purposes, this section evaluates 
the ML applications in an Intel Xeon Gold 6438Y+, that is, a 4th generation (launched in 
Q1, 2023) Intel Xeon Scalable processor. This processor presents important microarchi-
tectural advances like increased ROB size, more issue ports, and larger cache sizes.

To illustrate how last-generation processors perform on ML workloads, the results for 
Linear SVC with the same datasets are shown. This ML method has been chosen as it 
presents, on average, the lowest SMT efficiency. Thus, the objective is to analyze if this 
new processor allows for the achievement of higher SMT efficiency results.

To analyze the impact of the microarchitectural evolution, the applications have been 
executed under the same conditions regarding the number of processor cores (12) and 
CPU frequency (2.10 GHz). We would like to mention that this is the base frequency of 
the 1st generation platform, which ranges from 800 MHz to 3.0 GHz, while the fourth-
generation platform ranges from 800 MHz to 4.0 GHz. Figure 11a shows the speedup 
results in terms of the execution time obtained in the 4th generation processor (4th gen) 
compared to that obtained in the 1st generation processor (1st gen). Counterintuitively, 
only six out of the ten tested datasets improve their performance when executed in 
the 4th-gen processor. In general, higher improvements are obtained in these applica-
tions when running in ST mode (12 cores). Per contra, SMT manages to obtain a higher 
speedup in applications with worse performance.

To analyze how the SMT performs in the 4th-gen processor, Fig.  11b shows the 
comparison of the SMT efficiency obtained for Linear SVC in 1st-gen and 4th-gen 
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processors. Those applications that obtained the highest speedup (krkopt, letter, 
and pendigits) obtain worse SMT efficiency. However, the applications that did not 
improve their performance in the 4th-gen processor (agaricus, mushroom, ring 
and ann_thyroid) significantly improve their SMT efficiency.

To provide further insights into why some applications improve while others do not, 
we have analyzed the utilization of the different functional units. The 4th-gen processor 
includes new performance events that help with this task. For instance, the number of 
FP µops executed in each of the issue ports that are attached to FP units:

Figure 12 shows the values obtained for the three above performance events. Those 
applications that dispatch a higher number of FP operations (krkopt, letter, pen-
digits and coil2000) correspond to those that 1) obtained better performance 

Fig. 11  Comparison of the performance obtained when running Linear SVC in 1st and 4th Generation 
Intel Xeon Scalable processors with 12 cores. Notice that only the microarchitecture is being compared as 
the frequency has been fixed to the base of the 1st generation. The 4th Generation always outperforms if 
technological aspects (frequency) are also considered

Fig. 12  FP µOPs executed when running Linear SVC in the 4th gen. processor
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(speedup) and 2) showed a lower SMT efficiency in the 4th-gen processor. Notice that 
this newer processor has a total of 32 cores, and the results show the values correspond-
ing to experiments where only 12 cores (and 6 in SMT mode) were used, the same num-
ber of cores as the 1st-gen processor.

Therefore, to obtain better performance, more cores should be assigned to those appli-
cations that make use of the FP units. To test this claim, we run the applications with 32 
cores (ST mode) and 16 cores (SMT mode). Figure 13 shows the results of the SMT effi-
ciency obtained, which is almost perfect in all the cases, proving the high computational 
power of this new processor.

Takeaway New-generation processors provide architectural enhancements (higher 
core count, more FP units) that are able to provide an almost perfect SMT efficiency of 
ML applications.

Conclusions
This paper has evaluated multi-threaded machine learning workloads in a recent Intel 
server processor with Hyper-Threading technology. Keeping the number of threads con-
stant, we have analyzed the SMT efficiency achieved with only half of the number of 
processor cores. Two main findings have been found, elaborated next.

First, last-generation SMT processors are excellent candidates for executing ML work-
loads as they achieve high SMT efficiency. Effectively, the designed experiments reveal 
that the performance per core (IPC and port utilization) significantly grows over 80% 
in some workloads (e.g., Linear SVC and Logistic regression) or almost double in others 
(e.g., Decision Tree). This is achieved because, counter-intuitively, the issue port utiliza-
tion is not a problem in most workloads. None of the ports presents a utilization above 
0.35 when executing in SMT mode.

Second, looking into the functional unit utilization, we found that two major processor 
resources can potentially act as the major performance bottleneck in some ML work-
loads in last-generation processors when running in SMT execution mode: i) the FP sca-
lar double functional unit, and ii) the L1 and L2 processor caches.

Finally, we claim that because the issue port utilization is low in high SMT-efficient 
workloads, there is still room to increase the multithreading level to support more 
threads in current processors. As comparative experimental results illustrate, this 

Fig. 13  SMT efficiency when running Linear SVC with 32 cores (all the available cores) in the 4th gen. 
processor
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finding has been correctly addressed in the recent Q1–2023 Intel Xeon Golden Cove 
processor, which deploys three FP double-issue ports.

To the best of our knowledge, this is the first work identifying the critical issue ports 
when running ML workloads that should be improved (e.g., replicated) for performance 
boosting from an SMT-efficiency perspective and validating the claim through experi-
mental results. The proposed analysis can be replicated in a different processor if the 
corresponding performance events are available. For instance, all Intel Xeon processors 
have similar performance events. Regarding processors from other architectures, AMD 
EPYC processors provide similar performance events (e.g., number of µops dispatched 
to the different execution units) that could be used analogously.

In summary, the elaborated findings are aimed at helping processor designers boost 
the performance of ML workloads in next-generation processors. In this regard, the 
processor caches (especially the L1 DCache) should be made larger, and the FP double-
functional unit’s performance should be boosted by adding more powerful and/or more 
FP double-functional units.

Experimental methodology: detailed steps
This appendix details the steps followed to set up and run the ML methods and datasets 
used in this work to ease experimental replicability. In addition, a shell script is provided 
to run the experiments and obtain the results shown in Sect. 6.

PMLB Installation

One major strength of PMLB is its easy installation and its user-friendly interface for 
datasets. Additionally, unlike other benchmark suites [46, 47], it does not rely on the 
usage of any external framework, which eases the experimental setup.

To install and use PMLB,4. the user first needs to download the PMLB Python wrapper 
using the pip package installer:

Once installed, to access the datasets, the user must use the fetch_data function 
from pmlb. Below, we show an example of a small Python program that reads all the 
available classification datasets and prints the description of each one of them:

Obtaining datasets in this way avoids downloading and storing the datasets locally, 
which occupy tens of GBs.

4  Full instructions available at https://​github.​com/​Epist​asisL​ab/​pmlb.

https://github.com/EpistasisLab/pmlb.
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ML workloads evaluation

In this work, we have followed the methodology to evaluate the PMLB benchmarks 
described in [40]. To carry out the experiments, we have used the code5 from scikit-learn 
benchmarks [41] which provides the implementation of ML supervised methods to eval-
uate their performance using Python Scikit-learn library [42]. The original code has been 
adapted to suit the mentioned methodology.

Firstly, data is preprocessed as datasets provided in PMLB are not scaled nor normal-
ized, and some ML methods like K-Neighbors require data to be scaled. To this end, the 
features are scaled by subtracting the mean and then scaling them to the unit variance:

Once datasets are scaled, each ML method is evaluated by performing a 10-fold cross-
validation [48]. Since in this work, we aim to study multithreading efficiency, we have 
modified the original code so that the cross-validation is performed by launching as 
many processes as available cores by adding n_jobs=-1 parameter:

After the single-threaded preprocessing is complete, a file named STARTED is created 
to signal the start of the parallel computation. Similarly, a file named FINISHED is cre-
ated to indicate that the ML method evaluation has ended:

Running the experiments

Given the large number of experiments to perform, it is of paramount importance to 
automate the execution, monitoring, and data collection of experimental results.

5  Available at https://​github.​com/​rhiev​er/​sklea​rn-​bench​marks.

https://github.com/rhiever/sklearn-benchmarks.
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For this purpose, we have created a shell script that allows running a given ML method 
with a list of datasets and monitoring the performance. Figure 14 presents this script’s 
code for the specific Logistic Regression case. Note that this script can be used for any 
other algorithm by changing the name of the file to be executed6 (in this case Logis-
ticRegression.py) in line 25. The different parts of the script are described in the 
following subsections.

Variables and Functions Declaration The top part of the script in Fig. 14 defines the 
variables to be used:

•	 DATASETS. List of datasets to be processed by the ML method. Notice that the 
DATASETS variable is defined by the first command-line argument passed to the 

Fig. 14  Example of the shell script used to launch the experiments for the Logistic Regression algorithm

6  PATH should be replaced by real the file path.
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script. We use the YAML7 language to detail the list of datasets. Figure  15 shows 
an example of the YAML file format with the list of the ten datasets analyzed in this 
work.

•	 INI_REP and MAX_REP. Number of repetitions of the experiments to be per-
formed. Experiments have been repeated a minimum of 3 times until the results pre-
sent minor variations (less than 5%) among three consecutive repetitions.

•	 EVENTS. List of performance events to be monitored. For illustrative purposes, 
Fig.  14 includes the names of the events corresponding to the number of instruc-
tions retired (inst_retired.any) and the number of execution cycles when the 
thread is not halted (cpu_clk_unhalted. thread). The names of all the avail-
able performance events can be obtained by executing the perf list command 
or in the manuals of the processor’s microarchitecture. Section 6 details the perfor-
mance events that need to be monitored to calculate the analyzed metrics.

•	 QUANTUM. Length of quantum in milliseconds.
•	 CORES. List of logical cores where the workload will be executed. For ST experi-

ments, all 12 cores in our experimental platform (from 0 to 11) have been utilized. 
For SMT, half of the physical cores have been used so that the same amount of logi-
cal cores (i.e., threads) are available to the workload. The file /proc/cpuinfo pro-
vides logical to physical core mapping information.

Finally, the top section of the script also defines the function join_by, which extracts 
the names of the datasets from the lines of the YAML file by removing special characters 
and spaces.

Environment Preparation The next step performed by the script is preparing the execu-
tion environment. To this end, it creates two folders named data and run to store the 
data collected from the performance counters and the output from each experiment, 
respectively.

Then, it sets the processor frequency to its base frequency (lines 11 and 12), which is 
2.10GHz in our experimental platform. Although the system allows running in higher fre-
quencies, the base frequency has been selected to ensure the machine does not overheat. 
Otherwise, if a higher frequency is set and the processor overheats, the OS automatically 
throttles the clock frequency until the temperature drops and is within the allowed thresh-
old, after which the frequency will be raised again to reach the configured value. These 

Fig. 15  Example of the YAML file with the list of datasets

7  http://​yaml.​org/.

http://yaml.org/.
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fluctuations in the working frequency cause significant variations in the results; thus, we 
avoid them by setting the frequency to the base value.

Execution Main Loop Once the environment has been prepared, the experiments are exe-
cuted. Two nested loops are used to iterate over all the datasets in the YAML file (line 15) 
for the number of repetitions defined (line 14). In each iteration, the first step is to run the 
ML algorithm (i.e., Logistic Regression in the figure) with the dataset ${DS}. The com-
mand taskset is used to set the workload affinity to the specified cores (${CORES}).

As we want to evaluate the parallel computation of ML workloads, we do not start moni-
toring the workload from the start of its execution but after the STARTED file has been cre-
ated (line 27) because the creation of this file signals the start of the parallel computation. 
To monitor the hardware performance counters, we use perf stat command (line 31). 
Since an ML algorithm spawns many processes during its execution to perform the paral-
lel computation, and the creation of these processes cannot be easily monitored, we opt to 
perform monitoring at a logical core level (-C ${CORES}). Note that the monitoring is 
performed every quantum period (-I ${QUANTUM}).

Performance counters are sampled until the shell script detects a file named FINISHED 
has been created (line 34). When this occurs, the execution time is recorded in a file inside 
the data folder (lines 36–38), and the Perf process is killed to stop monitoring the perfor-
mance counters (line 41).

It is important to note that root privileges are needed to execute this script since actions 
like reading the performance counters or fixing the processor frequency cannot be per-
formed with user-level privileges.
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