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A B S T R A C T

In ecological studies, it is not uncommon to encounter scenarios where the same phenomenon (e.g., species
occurrence, species abundance) is observed using two different types of samplers. For example, species data
can be collected from scientific sampling with a completely random sample pattern, but also from opportunistic
sampling (e.g., whale watching from commercial fishing vessels or bird watching from citizen science), where
observers tend to look for particular species in areas where they expect to find them.

Species Distribution Models (SDMs) are widely used tools for analysing this type of ecological data. In
particular, two models are available for the aforementioned data: a geostatistical model (GM) for data collected
where the sampling design is not directly related to the observations, and a preferential model (PM) for data
obtained from opportunistic sampling.

The integration of information from disparate sources can be addressed through the use of expert
elicitation and integrated models. This paper focuses on a sequential Bayesian procedure for linking two
models by updating prior distributions. The Bayesian paradigm is implemented together with the integrated
nested Laplace approximation (INLA) methodology, which is an effective approach for making inference and
predictions in spatial models with high performance and low computational cost. This sequential approach
has been evaluated through the simulation of various scenarios and the subsequent comparison of the results
from sharing information between models using a variety of criteria. The procedure has also been exemplified
on a real dataset.

The primary findings indicate that, in general, it is preferable to transfer information from the independent
(with a completely random sampling) model to the preferential model rather than in the alternative direction.
However, this depends on several factors, including the spatial range and the spatial arrangement of the
sampling locations.
1. Introduction

Species distribution models (SDMs) have been widely used in eco-
logical analysis for a multitude of purposes, such as making inference of
ecological niches (Guisan and Zimmermann, 2000), the assessment of
climate change impacts on habitats (Karp et al., 2023), the prediction
of future invader and invasive species (Fournier et al., 2019; Landis
et al., 2000), the suggestion of areas for protection (Paradinas et al.,
2022), and the refinement of biodiversity inventories (Staniczenko
et al., 2017).

In this framework, it is not uncommon to have multiple sources
of information for the same ecological phenomenon. For instance, in
fisheries ecology, data may originate from scientific surveys and/or
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commercial vessels (Braun et al., 2023). This raises the question of
how to integrate information from disparate sources. Two distinct
approaches exist for achieving this integration: integrated models and
expert elicitation.

Integrated species distribution models (iSDMs) represent a suite
of novel approaches that combines different sources of information to
construct a unified model. In this approach, it is possible to jointly
handle different data, which may originate from citizen science, scien-
tific surveys, commercial fishing surveys, and so forth. This implies not
only integrating disparate data sets, but also integrating various sam-
pling structures to reduce the inherent biases associated with sampling
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Ecological Informatics 84 (2024) 102858 
designs, thereby leveraging joint information to enhance inferential
capacity (Koshkina et al., 2017; Fletcher, Jr. et al., 2019). In par-
icular, Ahmad Suhaimi et al. (2021) propose various approaches for
onstructing a joint model that incorporates both presence-only and
resence-absence data. Rufener et al. (2021), Alglave et al. (2022)
nd Paradinas et al. (2023) also present methods for integrating in-
ependent data and opportunistic or dependent data into a single

model analysis overcoming the bias and the scarcity of information
derived from isolated surveys or sample sets. In addition, Jung (2023)
escribes ibis.iSDM, a modelling framework for iSDMs, that allows

the integration of different data sources into a single model, supporting
parameter transformations, tuning and spatio-temporal projections.

In the Bayesian framework, expert elicitation involves gathering
expert opinions and insights to incorporate additional information into
he analysis. This is primarily achieved by defining prior distributions
or certain parameters or by setting specific constraints on the val-

ues these parameters can take. This process involves multiple steps,
including defining the format and model of the elicitation process
and recruiting appropiate experts (O’Hagan, 2006; Dias et al., 2018).
Expert elicitation has been shown to be particularly effective in the con-
text of SDMs (Burgman et al., 2011; Vanhatalo et al., 2014; Nevalainen
t al., 2018; LaMere et al., 2020; Kaurila et al., 2022), enabling the

acquisition of information in unsampled areas, correcting biases and
underreported values, and identifying the most reliable experts. In
particular, Crawford et al. (2020) employed expert opinion to shape
habitat suitability models for conservation planning in the US; Di
Febbraro et al. (2018) evaluated the feasibility of monitoring habitat
uality for bird communities in central Italy using a blend of survey
ata and expert-driven models; and Pearman-Gillman et al. (2020)
everaged expert elicitation to characterise the distribution of various
pecies in New England, using a web questionnaire to extract species
resence probabilities and insights into covariate effects on species
ccurrence.

A specific form of expert elicitation involves leveraging information
from previous experiments or studies by defining prior distributions
that incorporate insights from earlier results. If a new experiment
shares a similar mathematical structure with a previous one, the pa-
rameter estimates from the earlier study can be used to enhance the
accuracy of the new one. This method enables shared parameters be-
tween the models to use the knowledge gained from past experiments,
effectively refining the conditions for analysis of the current experiment
based on prior data.

The objective of this study is to propose a protocol for implementing
 Bayesian feedback approach that considers two distinct types of
ampling (independent and preferential), each of which is analyses
ith a specific model. In particular, independent sampling models

IMs) focus on geostatistical processes (Diggle et al., 1998), which can
incorporate biotic (Barber et al., 2021), spatial and spatio-temporal
ffects (Paradinas et al., 2015; Martínez-Minaya et al., 2018). Prefer-

ential sampling models (PMs) are analyses using marked point pattern
odels, which consider that the sampled quantities of the ecological
henomenon of interest (i.e., species occurrence or abundance) are
nfluenced by the sampling process (Diggle et al., 2010; Pennino et al.,

2016, 2019). Both models can use Bayesian hierarchical modelling, and
rior information can be integrated through informative prior distri-
utions. The prior elicitation that occurs through Bayesian feedback
etween these two models can be performed in either direction, from
he IM to the PM or vice versa.

This paper presents two methodologies for performing feedback
between spatial Bayesian hierarchical models fitted with the inte-
grated nested Laplace approximation (INLA, Rue et al. 2009, 2017)
pproach. The first methodology involves the full Bayesian updating
f the marginal distributions, whereby the prior distributions of one

model are replaced by the posterior distributions of the other. The sec-
ond methodology updates the characteristic moments (mean, variance,
2 
mode, quantiles, etc.) of the prior distributions on one model based on
the moments of the posterior distributions of the other model.

In order to validate the two procedures, we present here a set of
simulated scenarios through which we compare the different directions
f the two feedback procedures. The evaluation and assessment of

the behaviour of both procedures is conducted through the analy-
sis of residuals from predictive maps, encompassing metrics such as
root mean square error (RMSE), bias, histograms of residuals, and
residual plots against predicted values. These simulated environments
also permit the identification of potential biases in parameter and
hyperparameter estimation. Finally, we present an application of the
proposed method in the context of a real fishery scenario. Specifically,
the distribution of the European hake (Merluccius merluccius) off the
southern French coast of the Bay of Biscay is studied. In the analysis, we
combine information gathered from two distinct data sources: fishery
independent samples collected through the French EVHOE fishery trawl
survey (FI samples), and fishery dependent samples collected through
onboard sampling of Basque pair trawlers.

2. Species distribution models

SDMs are statistical models that link biological data related to
organism populations to some explanatory variables. The response
variable of the model, biological population data, can be classified
nto these categories: presence-only data, presence/absence data, pro-
ortional data, discrete abundance data and continuous biomass data.
ata may originate based on random or stratified field sampling.
bservations may also originate opportunistically. Guisan and Zim-
ermann (2000), Guisan and Thuiller (2005), Elith and Leathwick

(2009). The type of data related to explanatory variables can be either
biotic (e.g. depredatory species distribution, tree cover density, etc.)
or abiotic (environmental data such as soil data, temperature, salinity,
etc.). These are selected to reflect the three main types of effects
on the species population data: (i) limiting factors (or regulators), (ii)
disturbances and (iii) resources (Guisan and Thuiller, 2005).

In this study, two statistical models will be employed: geostatistical
(GM) and preferential (PM), in accordance with the notation proposed
y Martínez-Minaya et al. (2018). The geostatistical model comprises

a predictor with three elements: (i) an intercept, (ii) a linear effect for
a spatial covariate, and (iii) a structured random spatial effect. Con-
versely, the preferential model will include the same three elements,
but they will be structured in two submodels. The first submodel will
be geostatistical, similar to the independent one, and the second will
be a point process submodel for the sample structure. This submodel
will include an additional spatial effect that modifies the preferential
sampling process.

2.1. Geostatistical model

In general, a geostatistical model assumes that data are gener-
ated from a continuous spatial process and are constituted by the
measurements of the phenomenon under study.

For the sake of simplicity, our geostatistical model will be formed
by an intercept 𝛽0, a linear effect 𝛽1 for a spatial covariate 𝑋𝑖 and a
tructured spatial random effect 𝐮. The distribution for the response
ariable could be any distribution, but we exemplified the geostatistical
odel using a Gamma distribution because it is consistent with biomass

r abundance distribution scenarios. Therefore, the response variable 𝑌𝑖
ill follow a Gamma distribution with mean 𝜇𝑖 and variance 𝜙, and the
verall structure can be described as follows:

𝑌𝑖 ∼ Gamma(𝜇𝑖, 𝜙),
log(𝜇𝑖) = 𝛽0 + 𝛽1 ⋅𝑋𝑖 + 𝑢𝑖,

𝐮 ∼ 𝑁(𝟎,𝐐(𝜌, 𝜎)),
𝛽0 ∼ 𝑁(0, 𝜏0), 𝛽1 ∼ 𝑁(0, 𝜏1),

(1)
𝜌 ∼ 𝑓𝜌(𝜌 ∣ 𝜶𝜌), 𝜎 ∼ 𝑓𝜎 (𝜎 ∣ 𝜶𝜎 ),
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Ecological Informatics 84 (2024) 102858 
where 𝜏0 and 𝜏1 are the precision for prior distributions of the intercept
and the linear effect of the covariate, respectively, and 𝑓𝜌 and 𝑓𝜎
are the prior distributions for the spatial range 𝜌 and the marginal
standard deviation 𝜎 of the spatial effect. The characteristic parameters
of these prior distributions are 𝜶𝜌 and 𝜶𝜎 , which are known. A specific
subsection will be devoted to priors, establishing the different options
that can be used for spatial effects. From this point forward, 𝜽 will be
used to denote the complete set of fixed and random effects comprising
the latent field, e.g. 𝜽 = {𝛽0, 𝛽1,𝐮}, while 𝝍 will be used to denote the
complete set of the hyperparameters related to the latent field and the
likelihood, e.g. 𝝍 = {𝜏0, 𝜏1, 𝜌, 𝜎}.

The simplicity of this structure will allow us to discern more clearly
he variations in the fixed parameter estimates and to assess these
ifferences according to the feedback mechanism.

2.2. Preferential sampling

The second model employed in this analysis is a preferential model.
s with the geostatistical model, we have a series of locations, de-

noted by 𝐬 = {𝑠1,… , 𝑠𝑛}. However, in contrast to the geostatistical
model, which assumes that the locations are random and do not share
nformation with the marks of the sampling points, the locations in

the preferential model are generated by a non-homogeneous Poisson
process with intensity 𝜆, which is a log-Gaussian Cox process (LGCP)
elative to the geostatistical marking process. Therefore, preferential
ampling is a specific case of the broader point process class referred
o as a marked point pattern (Diggle, 2013).

The preferential model can be regarded as a two-stage model that
shares information through some common components (Krainski et al.,
2018). In particular, if 𝑌𝑖 represents the response variable of the quan-
tity of interest and it is Gamma distributed with mean 𝜇𝑖 and variance
𝜙, then the structure of the preferential model can be expressed as
follows:

𝑌𝑖|𝑠𝑖 ∼ Gamma(𝜇𝑖, 𝜙),
𝑠𝑖 ∼ LGCP(𝜆𝑖),

log(𝜇𝑖) = 𝛽0 + 𝛽1 ⋅𝑋𝑖 + 𝑢𝑖,
log(𝜆𝑖) = 𝛾 ⋅ (𝛽0 + 𝛽1 ⋅𝑋𝑖 + 𝑢𝑖) + 𝑢∗𝑖 .

(2)

In this equation, most of the parameters have already been discussed
in the geostatistical model, except for 𝑢∗𝑖 and 𝛾. The 𝑢∗𝑖 represents a
pecific spatial effect associated with the generating location process.
t enables the consideration of other spatially structured elements
hat may influence the point process but are not directly linked to
he response variable of the geostatistical process. Meanwhile, the 𝛾
arameter enables the establishment of a linear scaling in the shared
omponents (Gómez-Rubio, 2020). In our case, this scale refers to the

transformation of the intensity of the coefficients of the covariates
and the spatial effect with respect to the geostatistical process, while
maintaining the same spatial range of the spatial effect.

3. Inference

In this work, the analyses are performed using Bayesian hierarchical
models and the Integrated Nested Laplace Approximation (INLA, Rue
et al. 2009, 2017) approach. This approach, implemented in the R-
INLA software (Martins et al., 2013), has become a well-established
tool for Bayesian inference in numerous research fields (Blangiardo
and Cameletti, 2015; Lindgren and Rue, 2015), including ecology
(Cosandey-Godin et al., 2015; Pennino et al., 2019; Paradinas et al.,
2017), epidemiology (Blangiardo et al., 2013; Moraga, 2019) and
conometrics (Gómez-Rubio et al., 2021), due to its versatility and high
erformance. This will allow us to carry out protocols for the sharing
f information between models. In particular, the Stochastic Partial
ifferential Equation (SPDE) approach is applied in conjunction with
inite element methods (FEMs) in order to evaluate the spatial structure,
3 
thereby allowing for a fast and cost-effective computational resolution
of spatial latent effects.

In INLA, two principal methods are employed for the formulation
of the prior distributions of the spatial effect. One approach uses
xponential transformations of Normal distributions (EN-priors), while
he other utilises penalised complexity distributions (PC-priors).

The initial step in the first type of prior distributions is to define
an initial value for the range and variance, as well as the preci-
ion of a null-mean Normal distribution that is exponentially trans-

formed (Lindgren and Rue, 2015):
𝜌 = 𝜌0 ⋅ exp(𝜃1), 𝜃1 ∼ 𝑁(0, 1),
𝜎 = 𝜎0 ⋅ exp(𝜃2), 𝜃2 ∼ 𝑁(0, 1).

(3)

Consequently, as the mean is fixed to zero (which implies that the
mode of 𝑝(𝜌) and 𝑝(𝜎) are 𝜌0 and 𝜎0, respectively) and the Normal
distribution is transformed by an exponential function, we have a
positive definite distribution for the hyperparameters of the spatial
effect. Moreover, this allows us to define an uninformative prior by
setting a low precision while preserving the positive definite condition.
However, the posterior distributions of these hyperparameters would
lack interpretability, as they would be provided with respect to the
characteristic parameters of the Normals. As a result, direct interpre-
tation of the hyperparameters (𝜌 and 𝜎) of the spatial effect is not
feasible unless the exponential transformation illustrated in Eq. (3) is
performed.

The second type of prior distributions was designed with inter-
pretability in mind. The penalised complexity prior distributions, pro-
posed in Simpson et al. (2017) and extended in Sørbye et al. (2018)
and Fuglstad et al. (2019), are defined by two elements: (i) a fixed
value 𝜌0 or 𝜎0, and (ii) a probability value 𝑝0, which indicates the
probability above or below the initial value (𝜌0, 𝜎0). Consequently, the
prior distributions for 𝜌 and 𝜎 are defined as follows
𝜌 ∼ PC-prior(𝜌0, 𝑝0),
𝜎 ∼ PC-prior(𝜎0, 𝑝0),

(4)

where this PC-prior differs in the definition of tail probability depend-
ng on whether it refers to the spatial range (𝜌) or to the marginal

standard deviation (𝜎). In particular,
PC-prior(𝜌0, 𝑝𝜌0) ≡ 𝑃 (𝜌 < 𝜌0) = 𝑝0,
PC-prior(𝜎0, 𝑝𝜎0) ≡ 𝑃 (𝜎 > 𝜎0) = 𝑝0.

(5)

For instance, defining 𝑝0 = 0.5 means that the probability of 𝜌 being
less than 𝜌0 and 𝜎 being greater than 𝜎0 are equal to 0.5, setting the
median of the prior distribution.

4. Bayesian feedback

This section presents a proposal for implementing a Bayesian feed-
ack procedure within the context of species distribution models. The
asic scheme starts with the fitting of model 𝑀1 (either a geostatistical

or a preferential model) with data 𝐲1, resulting in posterior distributions
of parameters and hyperparameters 𝜋(𝜽,𝝍|𝑀 , 𝐲1). These distributions
are then used to feed back the inferential process of fitting another

odel 𝑀2 (the corresponding contrary model considered in 𝑀1) for
a new data set 𝐲2. For instance, when analysing the distribution of
European hake (Merluccius merluccius) off the southern French coast
of the Bay of Biscay, as described later, we could first analyse the
information gathered from fishery independent samples collected by a
trawl survey, and then use the posterior distribution of the parameters
of the geostatistical model to feed back the fishery dependent samples
collected by onboard sampling of Basque pair trawlers. Or vice versa.

The remainder of this section will first introduce two different up-
dating protocols, and then examine the two possible feedback situations
that can arise when having two different models: the feeding-back of
a geostatistical model with information from a preferential model, and

vice versa.
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Fig. 1. Illustration of the two proposals for incorporating information gathered from a previous fitting in a new analysis. The full updating procedure can be applied to
yperparameters, as the latent field is defined as a multivariate Gaussian distribution. Meanwhile, the updating by moments procedure can be applied to both fixed parameters
nd hyperparameters.
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4.1. Updating structures for feed-back

In Fig. 1 two proposals for Bayesian feedback are represented: (i)
full updating and (ii) updating by moments. In both procedures, we
start with a data set 𝐲 that is analysed by a model determined by the
likelihood 𝑓 (𝐲 ∣ 𝜼,𝝍), the model for the mean 𝐸(𝐘) linked to the linear
predictor 𝜂(𝜽,𝝍 ∣ 𝐗) by the link function 𝑔(⋅), where 𝐗 is the design
matrix of the model related to the covariates, and the prior distribution
of the latent field 𝜽 and hyperparameters 𝝍 . The prior distribution
of the latent field 𝜋(𝜽𝑖 ∣ 𝜶𝑖) and the hyperparameters 𝜋(𝝍 𝑗 ∣ 𝜶𝑗 ) are
etermined by some characteristic parameters 𝜶𝑖 and 𝜶𝑗 . Once the
osterior distributions of the latent field and the hyperparameters are
btained, we can apply two procedures for Bayesian feedback to fit a
ew data set, taking advantage of the available information from the
osterior distributions.

The two procedures to perform Bayesian feedback are as follows:

(i) Full updating: this protocol simply involves replacing the prior
distributions with the posterior distributions. It is conceptu-
ally and naturally the simplest feedback procedure in Bayesian
statistics. This procedure can be implemented by providing the
distribution in tabular form (x, y) with enough points covering a
sufficiently wide interval for the exploration of the distribution.
However, this must be provided in the internal parameterisation
used by INLA.

(ii) Updating by moments: this approach assumes that prior distri-
butions can be analytically defined by updating the characteris-
tic parameters of the kernel in the prior distributions with their
estimates from the posteriors. For example, if a distribution is
characterised by its mean and variance, both parameters could
be updated with the corresponding values from the posterior
distribution.

The first procedure can be implemented in INLA for the hyperpa-
rameters, but not for the elements of the latent field, as the latent
field is defined as Gaussian. Therefore, for the fixed parameters, the
second procedure must be implemented, where the mean and precision
of the Gaussian distribution associated with each fixed parameter will
be updated. Evidently, the second procedure can also be applied to the
hyperparameters. This means that if we want to implement Bayesian
feedback on a complex model, the fixed parameters are restricted to
being updated through moment updating, while for the hyperparame-
ters, we can implement either of the two procedures; even applying one
procedure to a subset of hyperparameters and the other to the rest.
4 
Fig. 2. Scheme for Bayesian feedback between geostatistical and preferential models.
In this case, the feedback process is asymmetric, because thegeostatistical model and
preferential model have different parameters and hyperparameters.

It is important to note that regardless of the approach used, it is
ot possible to simultaneously report the random effects of the latent
ield and the hyperparameters associated with the prior distributions
f these random effects. Therefore, throughout this study, we do not
onsider including information about the random effects of the latent
ield. Only information about the fixed effects and the hyperparameters
f the latent field are included.

Our focus is on describing the two possible feedback situations
entioned above (feeding-back a geostatistical model with information

rom a preferential model and vice versa). Fig. 2 describes scheme for
the Bayesian feedback for the two datasets 𝐲𝐆 and 𝐲𝐏, given two model
tructures 𝑀𝐺 and 𝑀𝑃 , and the posterior distributions 𝜋(𝜽,𝝍|𝑀𝐺 , 𝐲𝐆)

and 𝜋(𝜽,𝝍|𝑀𝑃 , 𝐲𝐏).
The main difference between the two schemes is that the feedback

ccurs between two distinct models. There are parameters common to
both models that can be updated using the posterior distributions from
the other model. This results in an asymmetrical process because, given
the posterior distributions of the preferential model, all parameters and
hyperparameters of the geostatistical model can be updated, but not
vice versa.

4.2. Geostatistical model feedback

Firstly, we will study the feedback of the geostatistical models
y assuming the fit of the preferential model. As previously stated
ith respect to feedback schemes, the feedback will be conducted by

replacing the prior distributions with the posterior ones or by updating
the characteristic parameters of the prior distributions in accordance
with the estimation of the same from the posteriors of the common

parameters and hyperparameters.



M. Figueira et al.

e
i
a
p
v
h

p

b
f

t
c

m
n
m
p
h
C
e
f
o
m
t
a

p
f
m
m
e

(
s
c
f
G
s
e
h
p
m

Ecological Informatics 84 (2024) 102858 
Therefore, upon consideration of the parameters and hyperparam-
ters of the geostatistical model and those of the preferential model,
t becomes evident that the feedback relationship between the two is
symmetric. This is due to the fact that, starting from the PM, all the
arameters and hyperparameters of the IM can be updated, but not
ice versa. In Eq. (6), we can compare the whole set of parameters and
yperparameters.

GM ≡

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

𝜽
𝛽0 ∼ 𝑁(0, 𝜏(𝛽0)),
𝛽1 ∼ 𝑁(0, 𝜏(𝛽1)).

𝝍
𝜌 ∼ PC-prior(𝜌0, 𝑝𝜌),
𝜎 ∼ PC-prior(𝜎0, 𝑝𝜎 ),

log(𝜙) ∼ log −Gamma(𝜇(𝜙), 𝜙(𝜙)).

⎫

⎪

⎪

⎪

⎪

⎬

⎪

⎪

⎪

⎪

⎭

,

PM ≡

⎧

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎩

𝜽
𝛽0 ∼ N(0, 𝜏(𝛽0)),
𝛽1 ∼ N(0, 𝜏(𝛽1)),

𝝍
𝜌 ∼ PC-prior(𝜌0, 𝑝𝜌),
𝜎 ∼ PC-prior(𝜎0, 𝑝𝜎),

𝛼 ∼ N(0, 𝜏(𝛼)),
log(𝜙) ∼ log −Gamma(𝜇(𝜙), 𝜙(𝜙)).

⎫

⎪

⎪

⎪

⎪

⎪

⎬

⎪

⎪

⎪

⎪

⎪

⎭

.

(6)

In short, the feedback process involves updating the set of fixed
arameters {𝜇(𝛽0), 𝜏(𝛽0), 𝜇(𝛽1), 𝜏(𝛽1), 𝜌0, 𝑝𝜌, 𝜎0, 𝑝𝜎 , 𝜇(𝜙), 𝜙(𝜙)} with their esti-

mated analogues from the posterior distributions of the latent effects
and PM hyperparameters, common in GMs. Regarding the prior distri-
utions of the spatial effect hyperparameters, we will employ PC-priors
or the base models (the model without any feedback), as they allow

easy definition of vague prior distributions. However, for the feedback,
we will define Normal distributions for the logarithmic transforma-
tion of these hyperparameters, as they are more flexible for defining
informative prior distributions:
log(𝜌) ∼ log(𝜌0) + N(0, 𝜏𝜌),
log(𝜎) ∼ log(𝜎0) + N(0, 𝜏𝜎 ).

(7)

When applying this feedback approach, it is important to consider
potential identification issues. These challenges would typically stem
from those encountered when analysing each model separately, rather
han being new problems introduced by the approach itself. In prin-
iple, as long as both individual models are free from identification

problems, no additional issues should arise. However, another concern
is the potential for bias in the models for specific datasets, which
could be transferred to subsequent models through updated priors. Still,
if identification problems are expected in certain parameters of one
model, providing informative priors from the other model can help
alleviate these issues.

4.3. Preferential model feedback

We now explain how to implement the feedback of the preferential
odels by assuming the fit of the geostatistical model. As previously
oted, this feedback mechanism differs from that of the geostatistical
odel. In particular, it is not feasible to directly incorporate all the
arameters associated with the likelihood of the point process or the
yperparameter 𝛾 solely from the results of the geostatistical model.
onsequently, to integrate the full set of parameters and hyperparam-
ters into the feedback loop, it is necessary to perform a point process
itting, which would yield the latent effects and the hyperparameters
f range and marginal standard deviation. For 𝛾, an estimate could be
ade assuming normality and using uncertainty propagation, typically

hrough the Laplace approximation (see Appendix). However, since this
pproach does not appear to significantly improve the fitting result, we
5 
Table 1
Values for the parameters and hyperparameters to simulate the
different scenarios.
𝛽0 𝛽1 𝜌 𝜎 𝜙

−1 2 (0.2, 0.5, 0.8) (0.5, 1) 10

have chosen to automate the process of integrating feedback from the
referential process, thereby circumventing the need for an additional
itting procedure. In essence, the feedback process of the preferential
odel involves incorporating all the parameters of the geostatistical
odel, except for the random effects of the latent field, as mentioned

arlier.

5. A simulation study of the Bayesian feedback

This section presents a set of simulated scenarios through which
we compare the behaviour of the different directions of the proposed
Bayesian feedback procedure. In particular, we first present a scheme
for performing the biomass/abundance simulation, and then how to
mimic the real sampling processes by sampling from the simulated
scenarios. A more detailed explanation of the simulation can be found
in the Appendix.

5.1. Spatial abundance/biomass simulation

In order to simulate a spatial abundance/biomass simulation with a
latent spatial process, the first step is to simulate a continuous covariate
𝑋𝑖), multiply it by its linear coefficient 𝛽1, and then add the latent
patial effect (𝑢𝑖) in a study region defined as a 10 × 10 square. These
omponents are then combined with the global mean effect (𝛽0) to
orm the linear predictor. Next, the data are simulated following a
amma distribution, consistent with biomass or abundance distribution

cenarios, where the mean is the exponential of the sum of these
ffects. In addition, the precision of the Gamma (𝜙) is set sufficiently
igh to mitigate significant variability from the data distribution and
revent from overshadowing the structure of the linear predictor. The
athematical structure of the model for simulation is then as follows:
𝑌𝑖 ∼ Gamma(𝑦𝑖 ∣ 𝜇𝑖, 𝜙),

log(𝜇𝑖) = 𝛽0 + 𝛽1 ⋅𝑋𝑖 + 𝑢𝑖.
(8)

In Table 1, we provide the values of the parameters and hyperpa-
rameters used to define the different scenarios. These scenarios were
generated by considering all possible combinations of these values,
together with those related to the sampling schemes. In addition, for
each resulting scenario, we conducted 10 simulation replicates.

5.2. Sampling from the spatial abundance/biomass field

Once we have the simulated scenarios, we need to mimic the usual
sampling procedures (independent and preferential):

1. Independent sampling. Within the region of study, we conducted
a uniform random generation for both the 𝑋 and 𝑌 dimensions.

2. Preferential sampling. The simulation of preferential samples was
performed by defining the intensity of an LGCP along the study
region. To replicate the structure of the preferential model out-
lined in Eq. (2), we scaled the geostatistical linear predictor and
introduced a spatial effect (𝑢∗) specific to sample generation:
𝜆 = exp [𝛾 ⋅ (𝛽0 + 𝛽1 ⋅ 𝑥 + 𝑢) + 𝑢∗

]

, where we set 𝛾 to 0.5 across
the different scenarios. However, since we needed to control the
number of generated samples —a random quantity in the LGCP
— we optimised the total expected number of points 𝛬 through
the following objective function, in which we integrate the new
element 𝑎 to control the expected number of points within the

study region (𝛺):
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Table 2
Number of observations for the different bal-
anced and unbalanced scenarios.
Symmetric 50, 100, 250, 1000

Small Huge

Asymmetric 50, 75, 150 1000

𝛬 = ∫𝑠∈𝛺
𝜆 ⋅ 𝑑 𝑠 = ∫𝑠∈𝛺

exp
[

𝛾 ⋅ (𝛽0 + 𝛽1 ⋅ 𝑥 + 𝑢) + 𝑢∗ + 𝑎
]

𝑑 𝑠

≈
∑

exp
[

𝛾 ⋅ (𝛽0 + 𝛽1 ⋅ 𝑥𝑖 + 𝑢𝑖) + 𝑢∗𝑖 + 𝑎
]

𝛥,

where 𝛥 is the area related to a minimum size for each data
location generated along the study region 𝛺. This last step
is carried out because of the need to discretise the space for
computationally generating the samples from the LGCP.

5.3. Set of scenarios

To assess the efficacy of the feedback processes, it is necessary to
etermine the various scenarios that will be used. Specifically, two
istinct sampling designs have been employed: a balanced design (with
qual quantities for independent and preferential sampling) and an
nbalanced or asymmetric design (where one sampling method has
 large amount of data, while the other has one of the smaller sizes
ndicated). Table 2 presents the different sample sizes chosen for each
esign.

In the balanced design, the basic idea is to explore the effects
f feedback when an equal number of observations are available in
oth sampling designs. This approach simulates real-world scenarios
here similar amounts of information are available for both sampling

processes. In this context, it is of paramount importance to ensure
that the samples are balanced. Therefore, these quantities represent the
expected values for the LGCP process and not the definitive values. In
other words, the number of samples for the preferential process defined
as an LGCP is a random quantity whose expectation can be controlled.
Once the number of samples has been simulated in accordance with
the previously explained procedure, the same number of samples for
the independent sampling is then simulated. To sum up, for balanced
samples, the final number of scenarios is the combination of the param-
eters that characterise the response variable along with the size of the
samples and the ten replicas for each of these combinations, assuming
240 scenarios.

In the unbalanced design, the primary focus is on comparing sce-
arios with significantly different sample sizes, one with limited in-
ormation and the other with a substantial amount of data. These
cenarios are intended to assess situations where information avail-
bility is highly asymmetric and to evaluate the impact of feedback,
imilar to real cases where preferential designs have a large amount
f data. Accordingly, the procedure entailed combining the parameters

that configure the response variable with the different possible values
or the small samples for one of the two types of sampling, while fixing
he larger sample for the other. The same procedure was followed for
he alternative sampling design, with the additional step of drawing ten
eplicas for each of these combinations. This procedure yielded in 360
istinct scenarios.

The different scenarios result from all possible combinations of the
parameters that define each situation. These parameters are presented
in Tables 2 and 3. The aim is to evaluate scenarios where the spatial
ffect has a smoother structure as the range increases and where more

extreme values are observed as the standard deviation increases. Addi-
tionally, the sample size reflects the amount of information available,
with more data being gathered as the study region is more extensively
explored.
 A

6 
Table 3
Different values for the range and stde. of the
spatial effect.
Range 0.2 0.5 0.8

Sigma 0.5 1 2

6. Results

This section presents the results of the four fitting structures across
the different scenarios for both geostatistical and sampling processes.
In other words, the aforementioned protocols are considered as pre-
viously described using the updating by moments approach for all the
arameters and hyperparameters, with the exception of the precision of
he Gamma distribution, which were updated through the full updating

protocol. In order to obtain these results, the PC priors were used in
the base models for the spatial hyperparameters. Subsequently, these
distributions were updated in the feedback models using the Normal
distribution for the re-parameterisation of the spatial hyperparameters.

The following sections will first illustrate the quality of the ap-
proximation in the updating by moments protocol and the change in
the posterior distribution between the base model and its feedback
counterpart. The distributions of the updated parameters and hyper-
parameters will also be analyses. Subsequently, we demonstrate how
three quantiles are distributed in conjunction with the replicas for the
parameters and hyperparameters. Finally, the quantitative results of
the out-of-sample validation analysis will be presented. This includes
the mean global root mean square error (RMSE) and bias for the four
models (the two base models and their feedback counterparts).

6.1. Updating by moments vs reference posteriors

In this section, we show the difference between the posterior dis-
ribution and the prior distribution constructed through moment up-

dating, given that the full updating protocol will logically replicate
he complete information of the marginal posterior distribution. Fig. 3

illustrates several plots comparing the posterior distribution and the
rior distribution constructed by moment updating, extracted from
he simulated scenarios. This figure presents the posterior and prior
istributions for the internal parameters of the spatial effect, 𝜃1 and
2, along with the two fixed parameters, intercept 𝛽0 and the linear
oefficient associated with the covariate 𝛽1. The prior distributions
efined by moment updating replicate relatively well the information
rom the posterior distribution.

6.2. Comparison of posteriors between base and feedback models

The impact of feedback on posterior distributions varies when as-
sessing either fixed parameters or hyperparameters. In general, the
analysis of the posteriors reveals an improvement in parameter identifi-
cation, resulting in reduced variances and enhanced accuracy compared
to the values used in the simulation. This improvement is particularly
notable when prior information is provided about the fixed parameters.
With regard to hyperparameters, the distinction between models with
and without feedback is not readily apparent. However, variations are
observed based on the type of prior employed and which of its moments
will be updated subsequently. Notably, when the log transformation
of the spatial hyperparameters is performed using the Normal distri-
bution, more precise values are obtained. In contrast, the PC-prior
exhibits greater variance, resulting in a less accurate alignment with
the simulated value.

Fig. 4 illustrates the change on the posterior distributions impact
f feedback on two elements of the PM. A more comprehensive com-
arison of posterior distributions for this instance can be found in the
ppendix.
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Fig. 3. Prior distributions constructed by moment updating (blue) compared with the posterior distributions (black) from which the moments are updated. The prior distributions
replicate the posterior distribution relatively well, in particular for the spatial hyperparameters in the internal parameterisation used by INLA. (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this article.)
6.3. Analysis and comparison of posterior distributions

In our analysis of the posterior distributions, we assess the following
three quantiles: 𝑞1 = 0.025, 𝑞2 = 0.5 (the median), and 𝑞3 = 0.975.
While the value of 𝑞2 provides insight into the central tendency of
the distribution, the values of 𝑞1 and 𝑞3 offer an understanding of the
variability at the extremes, in conjunction with the replicates of the
posterior distributions, which are associated with the fixed parameters
and hyperparameters of the model. This will allow us to compare the
distribution of the values obtained for these three quantiles across all
simulated scenarios and evaluate changes in the central tendency (𝑞2)
and the extremes (𝑞1 and 𝑞3) of the distributions for the different fixed
parameters and hyperparameters.

Figs. 5 and 6 illustrate the distribution of the three quantiles,
comparing the base and feedback geostatistical models and the base
and feedback preferential models for symmetric data sizes. Figs. 7 and
8 present analogous results for asymmetric data sizes. The distributions
of these quantiles for the fixed parameters, when considering the entire
set of symmetric simulations, show a consistent pattern for the 𝑞2
quantile, with no discernible difference between feedback and non-
feedback models. However, the 𝑞1 and 𝑞3 quantiles tend to align more
closely with the median values for the feedback model. This suggests
that the feedback protocol enhances accuracy by reducing uncertainty
in the estimates. This improvement is particularly evident in the case
of unbalanced samples, where a low-data model is updated with the
posteriors of a big-data model. Regarding the hyperparameters, the dis-
tribution of the quantiles does not consistently outperform or improve
the estimation provided by the feedback models, whether in balanced
or unbalanced cases.
7 
6.4. Out-of-sample analysis

The assessment of the out-of-sample analysis is conducted through
the use of two statistical measures: the Root Mean Square Error (RMSE)
and the bias. The RMSE is defined as

𝑅𝑀 𝑆 𝐸 =

√

√

√

√

1
𝑛

𝑛
∑

𝑖=1
(𝑦𝑖 − 𝑦̂𝑖)2, (9)

while the bias is defined for the global predictive results as

𝑏𝑖𝑎𝑠 = 1
𝑛

𝑛
∑

𝑖=1
|𝑦𝑖 − 𝑦̂𝑖| , (10)

In both formulae, 𝑛 represents the number of simulated values, 𝑦𝑖
denotes the simulated values, and 𝑦̂𝑖 refers to the predicted values
generated by the model based on a sample set that differs from the one
used to calculate the RMSE. Specifically, RMSE and bias are computed
using predicted values and simulated values on a grid that covers the
study area, avoiding the coincide with the sampling locations.

Fig. 9 illustrates the proportion of models that exhibit a lower
global RMSE compared to the alternative set of models. From the
figure, it can be seen that 72% of the preferential models under feed-
back outperform the geostatistical base models, and 71% outperform
the base preferential models in terms of RMSE. The global results
show that the preferential model under feedback tends to perform
better than the alternative models. However, based on the results, it
would be prudent to perform the feedback process for the geostatistical
model as well, given that the geostatistical feedback model outper-
forms the RMSE of the geostatistical base model by 68%. Furthermore,
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Fig. 4. Comparison of the posterior distributions in the preferential model (PM) for the parameter 𝛽1 and the spatial range hyperparameter 𝜌 using EN-priors (black) or PC-priors
(blue) for the spatial effect, considering the fixed value for the simulations (red). (For interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)
Fig. 11 and Table 4 present the density of the distribution of pro-
portions relative to the global estimates shown in Fig. 9, comparing
the following pairs of models: (A) geostatistical feedback/geostatistical
base, (B) preferential base/geostatistical base, (C) preferential feed-
back/geostatistical base, (D) preferential base/geostatistical feedback,
(E) preferential feedback/geostatistical feedback and (F) preferential
feedback/preferential base. In particular, Table 4 provides key statistics
for the assessment of centrality and deviation. In addition, it includes
the values of five quantiles, which serve to illustrate the variability of
these proportions and, consequently, the distribution in which a model
exhibits greater or lesser RMSE compared to the one being evaluated.

Fig. 10 illustrates the proportion of models that exhibit lower global
bias compared to the alternative set of models. The results indicate that
the feedback process generally results in lower biases in the models.
This effect is particularly evident in the case of the geostatistical
feedback model. In particular, we observe that the bias in the predicted
values for the geostatistical feedback model is lower in 90% of cases
compared to the geostatistical base model, in 95% of cases compared
to the preferential base model, and in 80% of cases compared to the
preferential feedback model.

7. Real data example

This section presents an example based on empirical data from the
field of fishery sciences. The aim is to illustrate the impact of the
different feedback procedures presented in this paper on the predictive
results. In particular, two sources of information on hake abundance
are available. The first source comes from a random sampling from the
EVHOE scientific survey, which was conducted from 2003 to 2021. The
8 
Table 4
Evaluation of the variability in the proportion of the global RMSE between different
models. Each row contains the name of the index associated with the pair of models
compared.

Mean Q. 0.025 Q. 0.25 Q. 0.5 Q. 0.75 Q. 0.975

A 16.74 0.03 0.21 0.56 1.23 14.56
B 1.23 0.08 0.74 0.99 1.31 4.54
C 1.62 0.01 0.17 0.42 1.14 12.92
D 20.09 0.07 0.71 1.63 4.22 42.01
E 1.55 0.07 0.59 0.84 1.01 9.74
F 1.79 0.01 0.18 0.46 1.13 13.21

second source of information is derived from commercial data collected
by observers on board fishing vessels during the same time interval. The
region where all the locations of the sampling were performed is the
southern French coast of the Atlantic Ocean, as shown in Fig. 12.

The scientific survey was analysed via a hurdle model (Martin et al.,
2005; Paradinas et al., 2017) in order to address the issue of locations
with zero catches. In other words, two likelihoods are employed in
conjunction to model the data. One is a Bernoulli distribution, which
is used to model the data with respect to the presence/absence of
abundance, and the other is a Gamma distribution, which is utilised
for the data with positive non-zero abundance. The model is expressed
as follows:

𝑍𝑖 ∼ Bernoulli(𝜋𝑖),
logit(𝜋𝑖) = 𝛽′0 + 𝛽′1 ⋅ depth + 𝛾𝑡 ⋅ 𝑓𝑡(𝑡𝑖) + 𝛾𝑢 ⋅ 𝑢𝑖,

𝑌𝑖 ∣ 𝑍𝑖 = 1 ∼ Gamma(𝜇𝑖, 𝜙),
(11)
log(𝜇𝑖) = 𝛽0 + 𝛽1 ⋅ deph + 𝑓𝑡(𝑡𝑖) + 𝑢𝑖,
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Fig. 5. Distribution of the values of the three quantiles for the base geostatistical model (solid line) and the feedback geostatistical model (dashed lines) when sample sizes are
balanced or symmetric. The distribution of the values for the quantile 𝑞1 is depicted in black, that for the second quantile 𝑞2 in red, that for the third quantile 𝑞3 in blue, and the
real values for the parameters and hyperparameters are indicated in green. (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)

Fig. 6. Distribution of the values of the three quantiles for the base preferential model (solid line) and the feedback preferential model (dashed lines) when we have balanced or
symmetric sample sizes. The distribution of the values for the quantile 𝑞1 is depicted in black, that for the second quantile 𝑞2 in red, that for the third quantile 𝑞3 in blue, and
the real values for the parameters and hyperparameters are indicated in green. (For interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)
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Fig. 7. Distribution of the values of the three quantiles for the base geostatistical model (solid line) and the feedback geostatistical model (dashed lines) when we have asymmetric
sample sizes. The distribution of the values for the quantile 𝑞1 is depicted in black, that for the second quantile 𝑞2 in red, that for the third quantile 𝑞3 in blue, and the real values
for the parameters and hyperparameters are indicated in green. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of
this article.)

Fig. 8. Distribution of the values of the three quantiles for the base preferential model (solid line) and the feedback preferential model (dashed lines) when we have asymmetric
sample sizes. The distribution of the values for the quantile 𝑞1 is depicted in black, that for the second quantile 𝑞2 in red, that for the third quantile 𝑞3 in blue, and the real values
for the parameters and hyperparameters are indicated in green. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of
this article.)
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Fig. 9. The proportion of models with a lower RMSE (in rows) compared to those for the same scenarios (in columns) for the balanced sample size analysis. In the figure, it can
be observed that models with feedback show a higher proportion of scenarios with lower RMSE.
Fig. 10. The proportion of models with a lower bias (in rows) compared to those for the same scenarios (in columns) for the balanced sample size analysis. In this case, models
with Bayesian feedback tend to exhibit less bias, particularly the geostatistical feedback model, including when compared proportionally to the preferential model with feedback.
where 𝛽0 and 𝛽1 are coefficients associated with the intercept and the
explanatory variable depth. The term 𝑓𝑡(𝑡𝑖) is associated with each year
𝑡𝑖, such that its prior is that of a first-order random walk (RW1), with
𝜏𝑡 hyperparameter, and is shared between the predictor of the Gamma
distribution and the Bernoulli distribution scaled by 𝛾𝑡. Finally, 𝑢𝑖 is
the spatial effect term, with 𝜌𝑠 and 𝜎𝑠 hyperparameters, which is also
shared between both linear predictors and scaled by 𝛾𝑢.

With respect to the commercial survey, we have used a preferential
model (Pennino et al., 2019) that incorporates identical components
for the two linear predictors, with the distinction that here we use a
likelihood for the log-Gaussian Cox process and a Gamma likelihood
for the abundance data. The model is expressed as follows:

𝑌𝑖 ∣ 𝑠𝑖 ∼ Gamma(𝜇𝑖, 𝜙),
log(𝜇𝑖) = 𝛽0 + 𝛽1 ⋅ deph + 𝑓𝑡(𝑡𝑖) + 𝑢𝑖,

𝑠𝑖 ∼ LGCP(𝜆𝑖),
log(𝜆𝑖) = 𝛽′0 + 𝛽′1 ⋅ deph + 𝛾𝑡 ⋅ 𝑓𝑡(𝑡𝑖) + 𝛾𝑢 ⋅ 𝑢𝑖,

(12)

where we have the same components with the same meaning as those
in the model related to the scientific survey.
11 
Feedback between the models involves setting prior distributions for
the fixed parameters (intercept and depth) and the prior distributions
for the hyperparameters related to the random effect of years, modelled
as a first-order random walk (RW1), and the spatial effect (range and
standard deviation). In this way, information is shared between the
fixed parameters 𝛽0 and 𝛽1, and the hyperparameters 𝜏𝑡, 𝜌𝑠, and 𝜎𝑠.

After fitting both models, Fig. 13 shows the predictive results pro-
vided by the base and feedback models. This figure illustrates that the
spatial predictions made by the base and feedback models are similar.
Nevertheless, discernible differences emerge in the spatial patterns,
particularly within the preferential model. Fig. 14 shows the results
for the distributions of the fixed parameters and the hyperparameters.
The results for the models with feedback indicate that the posterior
distributions are indistinguishable and have lower uncertainty. With
the exception of the posterior distributions for the hyperparameter
of the precision of the Gaussian distribution of the data, which has
not shared information throughout the models; being identical to the
original models without feedback.
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Fig. 11. The distribution of the RMSE proportions for the different pairs of models considered throughout the study. The red vertical line indicates the value of 1. Plots where
the density presents higher values to the left of this line show a higher proportion of scenarios with a lower RMSE for the numerator relative to the denominator of the models
considered. Conversely, plots where the density is to the right of the line indicate a higher proportion of scenarios with a lower RMSE for the denominator relative to the numerator
of the models considered. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 12. The western French coast area together with sampling locations from the scientific survey (green) and samples from the commercial surveys (red). (For interpretation
of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 13. Predictive maps (temporally aggregated) obtained by the Hurdle model without feedback and with feedback (top-left and bottom-left respectively), and by the preferential
model without feedback and with feedback (top-right and bottom-right respectively).

Fig. 14. Posterior distributions for fixed parameters and hyperparameters. In blue the distributions for the models with independent data are plotted, while in black the distributions
for the preferred data are plotted. Dotted line represents the posterior distributions associated with models with feedback and solid line represents models without feedback. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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8. Conclusions

SDMs are a widely used tool for analysing spatially distributed data.
s previously stated, there are scenarios in which several sources of

nformation are available for the same phenomenon. In this study,
e have analysed a particular case in which we managed to share

nformation between geostatistical and preferential models in both
directions. However, we have also provided a generalisation of the
Bayesian feedback protocol, which allows for the feedback of any

odels that fall within the designed framework. It is important to
ote that if all available information is updated (i.e., fixed parameters,
andom effects, and hyperparameters), the resulting outcome should
ot be influenced by the direction in which the procedure is carried

out. However, in the present case, the random effects have not been
updated, and the procedure has been carried out exclusively with the
fixed effects and hyperparameters.

In this paper, two methods for performing the feedback between the
posterior and prior distributions of two given models are presented: full
update and updating by moments. The applicability of these methods
s contingent upon the feasibility of implementing either approach.
n additional, these two distinct approaches to providing feedback
etween two models were contrasted: one geostatistical model and a
referential model. The four resulting situations were then evaluated
hrough residual analysis, with commentary provided on the proportion
f RMSE and bias. Moreover, all the procedures presented here can
e easily implemented and used by non-experts via the BAYSPINS
pp (Figueira et al., 2024).

The principal findings can be summarised as follows. The feedback
process is generally effective in improving the accuracy of the latent
ield parameters, while this is not always the case for the hyperparam-
ter field. The feedback procedure appears to enhance the prediction
f preferential and geostatistical models, with the preferential feedback
odel showing the best performance in terms of RMSE. Furthermore,

he incorporation of feedback increases the robustness of the preferen-
ial model, which may encounter computational challenges in specific
cenarios (Conn et al., 2017). This study addressed the issue of robust-
ess in preferential modelling by adjusting certain internal parameters

of INLA, while models employing feedback required no adjustments.
In light of these findings, it can be concluded that providing feed-

ack to the preferential model generally leads to improvements in
result accuracy, computational efficiency, and robustness. This last
oint is particularly important in preferential models (Conn et al., 2017;

Diggle et al., 2010). While the improvement in accuracy tends to be
more pronounced compared to its alternative, the difference becomes
negligible when highly precise results are not achieved. However, the
other two improvements consistently occur, reducing the time required
for modelling and streamlining computational processes. Therefore,
it is recommended to use a simpler model to provide feedback to
a more complex one, with the goal of enhancing computational sta-
bility, reducing computational costs, and potentially yielding more
ccurate outcomes. Regarding the real data example, it has been shown
hat models with feedback produced nearly indistinguishable posterior
istributions for elements where information was shared, and these pos-
erior distributions were more accurate (lower uncertainty). Together
ith the simulated scenarios, this indicates an improvement in the

dentification of parameters and hyperparameters among models where
eedback was shared.

To the best of the authors’ knowledge, this is the first study to
mploy elicitation on a preferential model. The current proliferation of

opportunistic data sources available in the field of ecological sciences
akes this study particularly pertinent, as it offers a straightforward

approach to improving their use in terms of robustness and accu-
racy. Other studies have demonstrated that elicitation helps reduce
ncertainty in species habitat predictions when implementing Bayesian
odels. However, combining expert information to improve geosta-

Pearce et al., 2001;
istical models is the most common approach (

14 
Di Febbraro et al., 2018). Despite the differences in the modelling
approach, our findings align well with these earlier studies. The com-
bination of multiple data sources helps to increase the robustness and
reliability of the results. This is of particular importance in contexts
such as fisheries, as there is often a need for alternative methods to
increase confidence in fisheries-dependent data in order to achieve the
efficient management of marine resources (Vanhatalo et al., 2014). In
conclusion, the results of this study support the wider use of these

ethods and could be adapted to larger-scale applications, such as
nvironmental management. In fact, the majority of climate change
rojections are currently conducted on a global scale, making it a

challenge to translate them to a regional scale. Elicitation could assist
n achieving the priority objectives of the Ocean Decade.
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