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Abstract: This paper presents the overview of the IberAuTexTification shared task
as part of the IberLEF 2024 Workshop in Iberian Languages Evaluation Forum,
within the framework of the SEPLN 2024 conference. IberAuTexTification extends
our previous AuTexTification shared task in three dimensions: (i) more domains, (ii)
more languages from the Iberian Peninsula, and (iii) more prominent LLMs. This
shared task frames a multilingual, multi-domain, and multi-model setting consisting
of two subtasks. For Subtask 1, participants have to determine whether a text’s
author is a human or machine. For Subtask 2, participants have to attribute a
machine-generated text to a large language model. Our IberAuTexTification dataset
contains about 168,000 texts across six languages (English, Spanish, Portuguese,
Catalan, Basque, and Galician) and seven domains (chat, news, literary, reviews,
tweets, wikipedia, and how-to articles). A total of 21 teams participated in the task
with 68 runs, 54 for Subtask 1 and 14 for Subtask 2. In this overview, we present
the IberAuTexTification task, the submitted participating systems, and the results.
Keywords: IberAuTexTification, Languages of the Iberian Peninsula, Machine-
Generated Text, Large Language Models.

Resumen: Este artículo presenta un resumen de la tarea IberAuTexTification como
parte del workshop IberLEF 2023 en el Iberian Languages Evaluation Forum, den-
tro del marco de la conferencia SEPLN 2024. IberAuTexTification extiende nuestra
tarea previa, AuTexTification, en tres dimensiones: (i) más dominios, (ii) más id-
iomas de la Península Ibérica y (iii) LLMs más destacados. Esta tarea propone un
escenario multilingüe, multi-dominio y multi-modelo consistente en dos subtareas.
En la Subtarea 1, los participantes deben determinar si el autor de un texto es un
humano o una máquina. En la Subtarea 2, los participantes deben atribuir un texto
generado al modelo de lenguaje que lo generó. Nuestro dataset de IberAuTexTifica-
tion contiene alrededor de 168.000 textos en seis idiomas (Inglés, Español, Portugués,
Catalán, Vasco y Gallego) y siete dominios (chat, noticias, literatura, reseñas, tweets,
wikipedia y artículos instructivos). Un total de 21 equipos participaron en la tarea,
enviando 68 resultados, 54 para la Subtarea 1 y 14 para la Subtarea 2. En este
artículo, presentamos la tarea IberAuTexTification, los sistemas enviados por los
participantes y sus resultados.
Palabras clave: IberAuTexTification, Idiomas de la Península Ibérica, Texto Gen-
erado por Máquina, Modelos de Lenguaje Masivos.

1 Introduction

There is a growing trend in the use of
Machine-Generated Text (MGT) for all kinds

of tasks. Easy access to Large Language
Models (LLMs) such as GPT (Ouyang et al.,
2022; Achiam et al., 2023), LLaMA (Touvron
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et al., 2023), Gemini (Team et al., 2023),
and Mixtral (Jiang et al., 2024) is enabling
non-technical people to generate human-like,
high-quality, multi-style, and multi-domain
content and solutions (Eloundou et al., 2024;
Liu et al., 2023). However, this content could
also threaten our society via intellectual prop-
erty rights violations (Henderson et al., 2023),
data leakage (Nasr et al., 2023), and mali-
cious uses such as generating fake-news, po-
larised opinions, or smear campaigns (Kas-
neci et al., 2023). Therefore, there is a need
for solutions to 1) detect MGT (Is this text
machine generated? ) and 2) attribute it to
specific text generation models (Which model
generated this text? ).

The MGT detection has successfully been
applied in isolation to specific domains, data
sources, languages, or models (Bakhtin et al.,
2019). However, there is room for improve-
ment in real-world applications, where these
variables are combined in large-scale scenar-
ios (Eloundou et al., 2024). Recent studies
include zero-shot approaches (Mitchell et al.,
2023; Zellers et al., 2019) and supervised sys-
tems (Ippolito et al., 2020; Uchendu et al.,
2020) for document-level detection and attri-
bution. Other works have studied general-
ization across model families and scales (Sar-
vazyan et al., 2023b; Antoun, Sagot, and Sed-
dah, 2024), and mixcase detection, with inter-
leaved machine-generated and human texts
(Zhang et al., 2024).

Encouraged by the popularity of LLMs
and the need to foster research and knowl-
edge sharing to detect their generations,
several initiatives and evaluation campaigns
have been organized. Some focused on the
detection task and addressed the different
languages separately, i.e., in multi-domain
English texts (Molla et al., 2023), in En-
glish essays,Other tasks included additional
tasks such as multi-domain model attribu-
tion in separate English and Spanish (Sar-
vazyan et al., 2023a), as well as multi-
domain and multilingual model attribution
and boundary detection tracks (Wang et al.,
2024b). Additionally, recent shared tasks
include efforts to understand and explain
the behaviour of these detectors (Fivez et
al., 2024). Finally, novel frameworks such
as TextMachina (Sarvazyan, González, and
Franco-Salvador, 2024b)1 focus on the cre-

1https://github.com/Genaios/TextMachina

ation of high-quality MGT datasets, for any
language and LLM, supporting all the men-
tioned tasks: detection, attribution, bound-
ary detection, and mixcase.

In this paper, we present the Iber-
AuTexTification (Automated Text
idenTification on languages of the Iberian
Peninsula) Shared Task2 at IberLEF 2024
(Chiruzzo, Jiménez-Zafra, and Rangel, 2024).
We extend our previous AuTexTification at
IberLEF 2023 task (Sarvazyan et al., 2023a)
in three dimensions: more text generation
models, more domains, and more languages
from the Iberian Peninsula. In addition, our
detection and attribution tracks follow a
multi-domain and multilingual setting, with
special focus on cross-domain generalization
to build robust detectors and attributors in
real-world scenarios. This is, to the best of
our knowledge, the first attempt to conduct
the MGT detection and attribution tasks in
languages from the Iberian Peninsula.

2 Task Description
The IberAuTexTification Shared Task in-
cludes two subtasks involving six languages
from the Iberian Peninsula: Spanish ,
Catalan , Basque , Galician , Por-
tuguese , and English . It also encom-
passes seven different domains to cover a wide
variety of writing styles: Chat , How-to ,
News , Literary , Reviews , Tweets

, and Wikipedia .
As opposed to the previous edition, here

we consider a multilingual setting, where all
six languages are mixed into a single dataset
for each subtask. Moreover, to resemble real
scenarios where domain generalization is cru-
cial, in both subtasks we split the datasets
by domain, i.e., the training sets include five
domains, while the test sets comprise two un-
seen domains.

Subtask 1: MGT Detection. Consists in
identifying whether a text’s author is a hu-
man or LLM. Framed as a binary classifica-
tion task with human 👩🏻 and LLM 🤖 labels.

Subtask 2: MGT Attribution. Partici-
pants must attribute MGT to the LLM that
generated it. Framed as a multi-class classifi-
cation task with six labels, one for each LLM
that generated MGT in our dataset.

2https://sites.google.com/view/
iberautextification/
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3 Dataset
The IberAuTexTification dataset includes
texts written by humans and generated by
LLMs in six languages and seven domains.
To build such dataset, we gather human texts
and use TextMachina (Sarvazyan, González,
and Franco-Salvador, 2024b), a Python pack-
age to easily create datasets for MGT-related
tasks. By employing TextMachina, we ensure
that the final dataset includes high-quality
text while alleviating common artifact pat-
terns introduced by LLMs. Taking advantage
of features such as the exploratory user inter-
face, LLM integrations, and prompt templat-
ing, was instrumental to speed up the data
generation process. The following sections
describe the building process in more detail.

3.1 Human Sources
We gather human texts from existing
datasets, shown in Table 1. Specifically,
we employ the following datasets: OASST-
2 (Köpf et al., 2024), Okapi-HS (Lai et al.,
2023), WikiLingua (Ladhak et al., 2020), Ca-
Sum (de Gibert et al., 2022), XLSum (Hasan
et al., 2021), OSCAR (Ortiz Suárez, Sagot,
and Romary, 2019), WikiSource,3 BookSum
(Kryscinski et al., 2022), Spanish Books
(Ortiz-Fuentes, 2022), ELD,4 KPT,5 CaSSA
(Gonzalez-Agirre et al., 2024), Amazon Po-
larity (Zhang, Zhao, and LeCun, 2015),
PCSR,6 B2W-Reviews,7, TweetLID (Zubiaga
et al., 2014), and Wikipedia.8 Some of these
datasets include small quantities of very long
texts, in which case we split them into smaller
chunks to augment the data.

While for many languages and domains
there are existing datasets of human texts,
this was not the case for some specific
domain-language pairs. For these, we scrap
or filter data from other sources. In
the literary domain for Catalan and Gali-
cian, we scrap literary works from Wik-
iSource. For Galician and Basque news
and reviews, first we selected texts in these

3https://ca.wikisource.org/
https://gl.wikisource.org/

4https://huggingface.co/datasets/Lam-ia/
Euskal-liburu-dataseta

5https://www.kaggle.com/datasets/rtatman/
brazilian-portuguese-literature-corpus

6https://huggingface.co/datasets/
beltrewilton/punta-cana-spanish-reviews

7https://github.com/americanas-tech/
b2w-reviews01

8https://www.wikipedia.org/

languages from open-domain corpora such
as OSCAR and MC4 (Xue et al., 2021).
Then, we classify these texts into news,
reviews, and other by using a bi-encoder
with multilingual-e5-large (Wang et al.,
2024a) as backbone. This model is fine-tuned
with 10k samples for each label, using XSUM
(Narayan, Cohen, and Lapata, 2018) as la-
beled news, Amazon Polarity as reviews and
Wikipedia and Reddit9 as other. All these
English datasets are translated to the target
language using gpt-3.5-turbo-0125. Addi-
tionally, we further filter texts classified as re-
view, keeping only those containing the string
“!!!”, and then removing the pattern, as we
found it increases the precision via manual
inspection.

At time of writing, there was no publicly
available dataset for the how-to domain in
Galician, and the filtering pipeline employed
for news and reviews yielded small quantities
of low quality text, so we opted to not include
data for this pair.

3.2 Machine Generated Text
We employ TextMachina to generate MGT
from human texts, leveraging its exploration
functionality to quickly iterate over prompt-
ing techniques and LLMs.

Through manual inspection, we find that
most LLMs in the range of 1B to 30B parame-
ters are unable to generate high-quality MGT
in Catalan, Basque, and Galician. In most
of these cases, the LLMs either confusingly
switch to Spanish or Portuguese, or generate
objection answers in the form “I’m sorry, but
I do not understand or speak that language”.
After a preliminary evaluation of the most
representative LLMs, we opt to generate text
with gpt-3.5-turbo-instruct (Ouyang
et al., 2022), gpt-4 (Achiam et al., 2023),
LLaMa-2-70b-chat-hf (Touvron et al.,
2023), Mixtral-8x7B-Instruct-v0.1 (Jiang
et al., 2024), cohere.command-text-v14,10

and ai21.j2-ultra-v1.11

Having selected the LLMs, we explore var-
ious prompts and decoding parameters for
each combination of language, domain, and
LLM. Thus, we ensure that the generated
texts are of high quality, diverse, and closely

9https://huggingface.co/datasets/SophieTr/
reddit\_clean

10https://docs.cohere.com/docs/
amazon-bedrock

11https://docs.ai21.com/docs/
jurassic-2-models
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Label
Chat OASST-2 OASST-2 OASST-2 OASST-2 OASST-2 OASST-2
How-to Okapi-HS WikiLingua Okapi-HS Okapi-HS - Okapi-HS
News CaSum XLSum XLSum OSCAR† OSCAR† XLSum
Literary WikiSource‡ BookSum Spanish Books ELD WikiSource‡ KPT
Reviews CaSSA Amazon Polarity PCSR OSCAR† OSCAR† B2W-Reviews
Tweets TweetLID TweetLID TweetLID TweetLID TweetLID TweetLID
Wikipedia Wikipedia Wikipedia Wikipedia Wikipedia Wikipedia Wikipedia

Table 1: Human-authored sources for the IberAuTexTification dataset. Cells marked with † are
filtered via domain classification, and those marked with ‡ are scraped from the web.
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Figure 1: Zipf’s and Heap’s laws on human and generated texts.

resemble human texts in content and struc-
ture. To support this, Figure 1 depicts Zipf’s
and Heaps’ laws for human and generated
texts in the dataset. There is both a large
similarity in terms of frequency across word
ranks and in terms of vocabulary diversity
across word sizes.

3.3 Post-processing
Through the exploration functionality of
TextMachina, we find discrepancies between
the structure of MGT and human texts that
could bias the models to learn spurious cor-
relations.

By default, TextMachina applies a generic
post-processing pipeline to deal with these is-
sues, however, we further process all the texts
with domain-specific transformations to re-
duce deviations between MGT and human
texts’ structure. For the how-to domain, we
delete enumerations since human texts rarely
enumerate steps. In tweets, we remove emojis
and replaced generic user mentions like “user”
by random users from the datasets. Regard-
ing literary texts, we remove dialogue sym-
bols like “—” since LLMs are not prone to
generate them. For the same reason, we elim-
inate all the citations from Wikipedia articles.

Furthermore, we (i) remove all the texts
with less than 10 words, (ii) replace newlines,

tabular, and repeated whitespaces by a single
whitespace, and (iii) lowercase and capitalize
the texts to ensure both human and generated
texts begin with a capital letter.

3.4 Splits
The datasets of both subtasks are split by
domain. The training sets contain texts from
literary, news, reviews, tweets, and wikipedia
domains, while the test sets comprise texts
from how-to and chat domains. Thus, we aim
to evaluate the generalization capabilities to
detect and attribute text on unseen domains.

All the dimensions, namely labels, lan-
guages, and LLMs, are generally balanced in
the training and test sets of both subtasks,
with some exceptions in specific language-
domain pairs. Table 2 shows the statistics of
the whole IberAuTexTification dataset before
splitting training and test sets. For Subtask
2, human texts are removed from the splits,
since attribution is done only on MGT. No-
tably, in this task we anonymize the labels
to not disclose the LLMs to the participants
during the training phase.

4 Task Organization
The IberAuTexTification shared task was run
in two phases:
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Dom. Aut. Tot.
🤖 2.6 2.8 2.7 1.9 1.4 2.6 14.2
👩🏻 1.6 2.5 2.5 0.7 0.4 2.0 10.1
🤖 2.5 2.9 2.6 2.2 0 2.5 13.0
👩🏻 2.1 2.6 2.2 1.9 0 2.2 11.3
🤖 1.6 3.2 2.7 2.1 0.7 2.6 13.2
👩🏻 0.5 2.9 2.7 1.6 0.2 2.4 10.5
🤖 2.4 3.1 2.4 2.3 1.8 2.1 14.4
👩🏻 2.2 2.8 2.3 1.0 1.9 2.3 12.9
🤖 1.8 2.5 1.9 2.2 1.7 2.1 12.5
👩🏻 0.5 2.9 2.8 0.5 0.4 2.9 10.3
🤖 2.1 2.5 1.5 1.0 0.8 2.0 10.3
👩🏻 1.4 1.0 2.0 0.2 0.3 1.5 6.6
🤖 2.4 2.9 2.4 2.0 1.9 2.1 14.1
👩🏻 2.3 2.4 2.4 1.7 2.6 2.3 14.0

Tot. 26.7 37.9 33.9 22.1 14.8 32.4 168.1

Table 2: Summarized statistics of the Iber-
Autextification dataset. Sizes in thousands.
Dom. Domain, Aut. Author, Tot. Total.

Training phase. The training sets of both
subtasks were released in March 22nd for the
participants to train their models. Together
with the datasets, we released a Github
Repository12 to run the baselines, evaluate
predictions, and check the submission for-
mat. Thus, participants are able to work on
the same environment in which their submis-
sions are evaluated. Since no development
set was provided, participants must build
their own development sets, ideally resem-
bling the test setting with two unseen do-
mains. Submissions are limited to a maxi-
mum of three runs per subtask, with some
restrictions. Given that IberAuTexTifica-
tion datasets have been compiled from pub-
licly available sources, it is necessary to en-
sure participants do not use data from test
partitions as part of their training. They
are only allowed to use text derived from
the training data, that is, data augmenta-
tion, further self-supervised pre-training, or
any other technique involving the usage of ad-
ditional text must be done only from text of
the training data.
Test phase. The test sets of both subtasks,
comprised of texts from chat and how-to do-
mains, were released in April 21st. Partic-
ipants were given two months to label the
test sets with their best approaches and send
their submissions until the deadline in June
10th. After the competition ended, we re-
leased the complete dataset in the Hugging-

12https://github.com/Genaios/
IberAuTexTification

Face Hub,13 with all the information per sam-
ple including domain, prompt, language, la-
bel, and unanonymized LLM.

5 Systems
A total of 21 teams participated in the Sub-
task 1, submitting 54 runs. In Subtask 2,
the participation was smaller, with a total
of 7 teams and 14 runs. In this section, we
describe the most representative submissions
along with our chosen baselines.

5.1 Baselines
We consider various baselines for each sub-
task, attempting to cover statistical and
neural approaches. Specifically, we evalu-
ate a random baseline (Random), a bag-
of-word and bag-of-character based classi-
fier (LR+BOW ), a fine-tuned transformer
(Transformer), and LLMixtic (Sarvazyan,
González, and Franco-Salvador, 2024a), the
best system of SemEval 2024 Task 8 - MGT
Detection (Wang et al., 2024b) (LLMixtic).
Namely, these consist of the following:
Random. A uniform dummy classifier of-
fered by scikit-learn (Pedregosa et al., 2011).
LR+BOW. We extract bag-of-unigrams
and bigrams at word level, and bag-of-
characters with 2 to 6-grams, only keeping
the 5,000 most frequent n-grams at word and
character level. These features are concate-
nated, normalized using z-score, and fed to a
logistic regression classifier with default pa-
rameters offered by scikit-learn.
Transformer. We leverage the Hugging-
Face ecosystem (Wolf et al., 2020) to fine-
tune mdeberta-v3-base (He, Gao, and Chen,
2022) for 5 epochs, with a batch size of 4,
a learning rate of 5e-5, and mixed precision
training.
LLMixtic. We extract token-level prob-
abilistic features from LLaMA-2 (Touvron
et al., 2023) models, quantizing them to 4
bits: Llama-2-7b-hf, Llama-2-7b-chat-hf,
Llama-2-13b-hf, Llama-2-13b-chat-hf.
These features were fed into an FFN with
a hidden dimension of 128, whose output
is passed to a single-layer Transformer
(Vaswani et al., 2017) encoder with 4 heads
and dFFN = 64. The encoder’s hidden
outputs are mean pooled and fed to a final
classification head. The model was trained

13https://huggingface.co/datasets/Genaios/
iberautextification

Overview of IberAuTexTification at IberLEF 2024: Detection and Attribution of Machine-Generated Text on Languages of the Iberian Peninsula

425



for 5 epochs with a batch size of 16, a
learning rate of 1e-3, and mixed precision
training.

5.2 Submitted Approaches
Following common trends in text classifica-
tion tasks, most approaches were based on n-
gram frequency features, neural approaches,
or a combination of both. Regarding n-gram
based models, most participants fed word-
level TF-IDF features to traditional classifiers
such as Logistic Regression, Support Vec-
tor Machines, Random Forests, and ensem-
bles of these. Notably, many teams relied on
pre-processing methods such as stop-word re-
moval, stemming, and lemmatization prior to
obtaining these features.

With respect to neural approaches, most
of these fine-tune pre-trained Transformer
(Vaswani et al., 2017) models. Notably, the
variants most participants opted for were
multilingual BERT-based models such as
xlm-roberta-base (Conneau et al., 2020)
and mdeberta-v3-base. In some cases,
teams opted to fine-tune one model for each
language, and at inference time they first de-
tect the language of a given text and feed
the corresponding fine-tuned Transformer to
obtain the predictions. Other approaches
also include extracting feature vectors with
fasttext (Joulin et al., 2017) and feeding
them to a CNN-based classifier, replicating
approaches of previous editions (Przybyla,
Duran-Silva, and Egea-Gómez, 2023), or us-
ing published techniques (Hans et al., 2024),
adapting them to our dataset’s multilingual
and multi-domain scenario. Moreover, some
additional approaches also combined these
approaches with graph neural networks.

Notably, the best ranked systems for
both subtask are comprised of Transformer
models augmented with additional lexical,
syntactic and semantic features. Specifically
for Subtask 1, the best system was proposed
by team jor_isa_uc3m (Fernández García
and Segura-Bedmar, 2024). This team
fine-tunes three multilingual transformers,
distilbert-base-multilingual-cased
(Sanh, 2019), mdeberta-v3-base, and
xlm-roberta-base, making an ensemble
with a logistic regression model as a final
classifier. For this, they employ 10% of the
training data as a validation set for early
stopping, and another 10% to train the
logistic regression model. On the other hand,

for Subtask 2, team gmc_fosunlp (Guo et
al., 2024) fine-tunes an xlm-roberta-base
model, fusing its embeddings with additional
frequency, readability, lexical richness, and
punctuation features into a final MLP
classifier.

6 Results and Discussion
6.1 Evaluation
We evaluate submissions for both subtasks
with the Macro-F1 score, reporting statistical
significance via bootstrapping with replace-
ment at a confidence level of α = 0.95 with
1,000 resamples.

6.2 Subtask 1: MGT Detection
For the MGT detection subtask we received
54 submissions from 21 different teams. Ta-
ble 3 presents the final ranking including the
baselines.

The best system was proposed by team
jor_isa_uc3m, obtaining a Macro-F1 of
80.5%, an improvement of almost 4 points
over second place and of over 10 points over
the best baseline. In Figure 2 we further anal-
yse these scores. Figure 2a illustrates rank-
ordered Macro-F1 scores, from where we ob-
serve a linear distribution with three outliers
ranging from 75 to 80 Macro-F1. Notably,
most submissions score between the best and
worst baseline, with only eight teams beat-
ing the best baseline. 21 teams scored below
the Transformer baseline, and all the teams
outperform the random baseline by at least
7 points of Macro-F1. Moreover, from the
precision-recall distributions shown in Figure
2 we observe that systems are more biased
toward predicting text as generated (high re-
call), often incorrectly (low precision), while
the opposite applies to the human class. This
is in line with what was observed in the pre-
vious edition of the shared task.

We carry out a more fine-grained analy-
sis into the submitted predictions to under-
stand their performance in specific domains,
languages, labels, and authors. These results
are presented in Figure 3.
Domain-wise results. When observing
Macro-F1 scores in Figure 3a, we see that sys-
tems generalize better to the how-to domain
than to the chat domain, with the former
exhibiting a much wider distribution with
very high variance, while the latter is a more
peaked distribution. This is not surprising,
since chat utterances are shorter than how-to
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articles, making it more difficult to find dis-
criminative patterns.

Language-wise results. From language-
wise Macro-F1 scores in Figure 3b, we ob-
serve that most languages are distributed in
a similar manner. Almost all the boxes over-
lap, with medians close to 63% Macro-F1 and
similar variances. Some interesting cases are
Basque with a much higher variance, and
Galician, with the lowest median value of
approximately 57% Macro-F1. This proves
that detecting MGT is more difficult in these
two low-resource languages, even when detec-
tors are provided a similar amount of training
data for all the languages.

Label-wise results. We observe in Figure
3c that systems are better at correctly iden-
tifying generated text, and there is lower dis-
persion among F1 scores for this class than for
the human class. For the human class, half
of the systems perform on par to the random
baseline. Again, these behaviours hold from
the previous edition of this task.

Author-wise results. Presented in Figure
3d which illustrates very small differences in
performance when identifying generated text
from any of the LLMs. All the box-plots be-
longing to LLMs overlap, there is no statis-
tically significant differences, suggesting that
the difficulty of classifying MGT across these
LLMs is very similar. Otherwise, there are
likely statistical differences between human
and LLM’s F1 scores, being the former more
difficult to be correctly classified.

In order to understand the difficulty of
the subtask, we compute distributions of easy
and hard examples. Here, we measure the dif-
ficulty of each example in the test set by to-
tal percentage of participants that correctly
predicted it. We do this analysis at domain,
language, label and author level, as shown in
Figure 4.

Domain-wise difficulty. Figure 4a illus-
trates that both chat and how-to are dis-
tributed similarly in terms of difficulty, with
the chat domain having slightly more hard
examples and less easy ones than how-to.

Language-wise difficulty. We find in Fig-
ure 4b that all the languages have a large
amount of easy texts, with Basque, Cata-
lan, and Portuguese predominating. Also,
all the languages show a similar number of
hard texts. Most of them comprise the same

Rank Team Run Macro-F1

1 jor_isa_uc3m jor_isa_ens_multi 80.50
2 gmc_fosunlp run1 76.63
3 telescope_team run2 75.79
4 iimasNLP s1_gnn_stylo 71.88
5 gmc_fosunlp run2 71.55
9 baselines LLMixtic 69.84
12 Achraf run1 67.84
13 baselines LR+BOW 67.67
35 Joavpa run3 61.82
36 baselines Transformer 61.47
57 RUns run3 56.08
58 baselines Random 49.72

Table 3: Truncated ranking of Subtask 1,
showing the top-5 systems, the baselines, and
the participant before each baseline.

amount of medium difficulty texts, with En-
glish, Spanish, and Galician containing more
examples in the middle-easy range.
Label-wise difficulty. In Figure 4c, we
see that human examples are more scattered
across the difficulty range, and there are less
examples in the medium-easy range than in
the hard-medium one, where generated texts
are scarce. This follows from our previous
fine-grained analysis, where we found that
systems are better at correctly classifying
generated text than human-authored text.
Author-wise difficulty. We corroborate
our previous author-wise results in Figure 4d,
where all the LLMs are similarly distributed,
only showing differences with respect to the
peak sizes.

6.3 Subtask 2: Model Attribution
In the MGT attribution task we received
14 submissions from 7 different teams. We
present the final ranking with the baselines
in Table 4.

Team gmc_fosunlp proposed the best sys-
tem, obtaining 52.31% Macro-F1, an im-
provement of almost 6 points over the best
baseline. We present the rank-ordered
Macro-F1 scores of the submitted systems in
Figure 5. We observe that most submissions
score better than the best baseline, while
some are between the two worse-performing
baselines. Notably, most teams outperform
the random baseline by at least 15 points,
with only one ranking below it. Eight teams
outperform the best baseline but do not devi-
ate from it by more than 6 points of Macro-
F1. This smaller difference between the best
participants and the best baseline highlights
the higher difficulty of this task compared to
Subtask 1.
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Figure 2: Precision, Recall and Macro-F1 plots for Subtask 1.
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Figure 3: Fine-grained analysis of Subtask 1 submissions.

In the same manner as for Subtask 1,
we carry out a more fine-grained analysis of
the submitted predictions in specific domains,
languages, and labels. These results are pre-
sented in Figure 6.

Domain-wise results. Depicted in Figure
6a, we observe that participant’s systems are
worse attributing texts to LLMs in the chat
domain than in the how-to domain, similarly
to Subtask 1 for MGT detection. Both do-
mains exhibit similar distributions, with half
of the participants scoring below 40 Macro-F1

in the chat domain, and below 50 Macro-F1

in the how-to domain.

Language-wise results. From Figure 6b,
we see that, while there are no statistically
significant differences between per-language
Macro F1 scores, it is interesting to high-
light the special case of Basque, where partic-
ipants achieve much better performance with
respect to the other languages. Other inter-
esting cases include English with much higher
variability, and Spanish and Portuguese with
very low variability. Additionally, in all
the languages we observe median Macro-F1

scores of 40% or better, with many distribu-
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Figure 4: Distributions of the number of correct predictions in Subtask 1. The Hard label shows
where zero participants correctly labeled the text, while the Easy label marks texts that were
correctly classified by all the systems.

tional outliers dropping as low as 15%.

Label-wise results. We observe in Figure
6c that attributing text to command is easier
than for other LLMs. Despite their differ-
ences in generation capabilities, e.g., gpt-4
vs LLaMA-2, there are no statistical differ-
ences in the attribution label-wise F1 scores.
Except for command, all the box-plots over-
lap and are similarly distributed. This is es-
pecially true for Mixtral-8x7b, gpt-4, and
gpt-3.5-turbo-instruct, with the last two
having a more similar median F1 score.

We carry out an analysis to assess the task
difficulty as in Subtask 1, obtaining distribu-
tions of easy and hard examples measured by
the total percentage of participants that cor-
rectly attribute a text to the LLM that au-
thored it. The per-domain, per-language and
per-label distributions are illustrated in 7.

Domain-wise difficulty. Figure 7a shows
that chat texts are much more difficult to
attribute to a specific LLM than how-to
texts. On the other hand, these appear to
be more uniformly distributed across the dif-
ficulty spectrum.

Language-wise difficulty. From 7b we
corroborate that Basque exhibits a much
larger quantity of easy examples. The re-
maining languages include many more dif-
ficult examples than easy ones. However,
all the languages have a similar number of
middle-difficulty texts, with most of these
leaning toward hard-medium difficulty.

Label-wise difficulty. Illustrated in Fig-
ure 7c, we find that j2-ultra and command
mainly generate easily-attributable text.
Mixtral-8x7b and LLaMA-2 have more texts
of medium difficulty, while gpt-4 and
gpt-3.5-turbo-instruct generate text that
is hard to attribute to them correctly. This

Rank Team Run Macro-F1

1 gmc_fosunlp run1 52.31
2 iimasNLP s2_llm3_stylo 51.73
3 Drocks run2 50.75
4 Drocks run1 50.30
5 iimasNLP s2_llm2_gnn_stylo 49.58
9 baselines Transformer 46.50
10 baselines LLMixtic 45.55
11 baselines LR+BOW 42.16
16 ahoumaine run2 30.34
17 baselines Random 16.82

Table 4: Truncated ranking of Subtask 2,
showing the top-5 systems, the baselines, and
the participant before each baseline.

0 2 4 6 8 10 12
Rank

15

20

25

30

35

40

45

50

M
ac

ro
-F

1 LLMixtic
LR+BOW
Random
Transformer

Figure 5: Rank-ordered Macro-F1 scores with
error bars for Subtask 2. Dotted lines are
baselines.

is especially interesting considering they are
different LLM versions of the same provider.

7 Conclusions and Future Work
In this paper we present the IberAuTexTifi-
cation shared task at IberLEF 2024, where
we study MGT detection and attribution
in a multilingual, multi-model, and multi-
domain setting, focusing on (i) seven do-
mains, (ii) the six main languages spoken in

Overview of IberAuTexTification at IberLEF 2024: Detection and Attribution of Machine-Generated Text on Languages of the Iberian Peninsula

429



Chat How-to

20

30

40

50

60
M

ac
ro

-F
1

(a) Per domain Macro-F1.

EN CA ES EU PT GL
10

20

30

40

50

60

70

M
ac

ro
-F

1

(b) Per language Macro-F1.

llama-2 mixtral-8x7b command gpt-4 gpt-3.5-t-i j2-ultra

10

20

30

40

50

60

70

F 1

(c) Per label F1.

Figure 6: Fine-grained analysis of Subtask 2 submissions.
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Figure 7: Distributions of the number of correct predictions in Subtask 2. The Hard label shows
where zero participants correctly labeled the text, while the Easy label marks texts that were
correctly classified by all the systems.

the Iberian peninsula, and (iii) six of the most
representative LLMs. The IberAuTexTifi-
cation dataset has been generated through
TextMachina, consisting of 168,000 human-
written and high-quality, diverse, human-like,
machine-generated texts.

The shared task received a significant
amount of participation, especially for Sub-
task 1. A total of 21 teams participated in
Subtask 1 with 54 runs, while 7 teams sub-
mitted 14 runs to the Subtask 2. The partici-
pating systems relied on a wide variety of ap-
proaches, with a strong trend towards the use
of Transformer models. Ensembles of fine-
tuned transformers led to the best results on
Subtask 1, while the best results in Subtask 2
were reached by combining n-gram frequency
features with a fine-tuned transformer.

Our findings show that many teams strug-
gle with MGT detection and, particularly,
with attribution, under cross-domain set-
tings, especially when involving low-resource
languages. In Subtask 1, most submissions do
not outperform a logistic regression baseline,
though some do significantly better. Addi-
tionally, it seems easier to generalize to how-
to articles than to chat utterances with the
provided training data. We also found similar

difficulties in detecting MGT from any of the
considered LLMs. Unsurprisingly, this task
is more challenging in low-resource languages
like Galician or Basque. In Subtask 2, most of
the models outperform the best baseline. It
is also easier to generalize to how-to articles
than to chat utterances. Besides, despite the
LLM’s differences in generation capabilities,
the participants’ F1 scores across LLMs are
very similar. Interestingly, attributing text
in Basque appears easier than in other lan-
guages.

As future work, we plan to extend both
the task and TextMachina to other modali-
ties like image or speech and to update the
dataset with more LLMs, domains, and lan-
guages to encourage the development of more
robust and generalizable systems.
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