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Abstract 
Sign languages are made up of phonological, morphological, syntactic and semantic levels of 
structure that satisfy the same social, cognitive and communicative purposes as other natural 
languages and represent the most used form of communication between hearing and deaf 
people. Sign Language Production  together with Sign Language Recognition constitute the two 
parts of this process, as Sign Language Production concerns that part of the communication 
process that goes from spoken language to its translation into Sign Language, while Sign 
Language Recognition deals with the recognition of Sign Language. In this article, we want to 
consider some of the most recent and important studies on Sign Language Production and 
discuss their limitations, advantages, and future developments. 
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1. INTRODUCTION 

Sign languages (SLs) consist of phonological, morphological, syntactic and semantic levels of 
structure that fulfill the same social, cognitive and communicative purposes as other natural 
languages. They have evolved naturally, like all languages, but with a structure that uses both 
manual and non-manual components and possesses mechanisms of evolutionary dynamics and 
regionalisms. SLs exploit the visual-gestural channel and allow signatory deaf people equal 
opportunities for access to communication. While spoken languages mainly exploit the vocal-
auditory modality, sign languages use the visual-gestural modality, relying on facial 
expressions, hand movement, body and space used by the signer. 

According to the World Health Organization (WHO, 2021), over 5 percent of the world’s 
population, about 430 million people, will require rehabilitation to address their disabling 
hearing loss (including 34 million children), and about 60 million have severe or complete 
deafness. It is also expected that, by 2050, nearly 2.5 billion people will have some degree of 
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hearing loss, and at least 700 million will require hearing rehabilitation. In Italy, there are 7 
million people with hearing impairment, corresponding to 12.1 percent of the population, a 
portion of whom are completely deaf. While in the world SLs are used by about 70 million 
signers, there are about 100,000 signers in Italy, of whom about 40,000 are deaf. Many deaf 
people, in fact, do not know and do not use SL but communicate through spoken language 
(oralists) and/or by lip-reading. 

In a dialogue between a hearing person and a deaf person, it is possible to observe a number of 
difficulties and problems, some of which are immediately visible while others not so much. The 
two people communicate in different languages. The first essentially uses vocal language, 
sometimes underlining with facial expressions, gestures and even body movements the 
passages on which s/he wants to express greater emphasis with co-expressive movements. The 
deaf person instead communicates with a gestural language that is expressed through the 
movement of the hands, non-manual signals as well as with facial expressions and body 
movements. In the first case, the movements are only co-expressive, while in the other, the body 
movements have syntactic and semantic value and are part of the linguistic convention that 
represents Sign Language. Communication could also take place through writing as long as the 
deaf person knows how to write, but unfortunately this is not a condition that all deaf people 
have in common. There is, therefore, a need for tools that can bridge existing communication 
differences (Marchetti et al., 2012).  

Sign Language Production (SLP), together with Sign Language Recognition (SLR), are the two 
necessary parts of the mentioned communication process. Specifically, SLP concerns that part of 
the communication process that goes from spoken language to its translation into Sign 
Language, while SLR deals with the recognition of Sign Language. 

The review analyses, in a non-exhaustive way, the work done in the field of SLP research 
according to different technologies, trying to gather the most important studies of the last years. 
Its primary goal is to prioritize studies that have most recently investigated the specific aspects 
that have been identified as topics of interest and as building blocks for the implementation of 
an SLP system. A large number of articles and reviews with SLP as a central theme have been 
collected through searches in the main journals and conferences. Furthermore, only papers 
written in English were included in this study.  

The article aims to provide a comprehensive review of the literature regarding the current state 
of research on SLP, focusing on the following research questions: 

● What are the aspects and technologies that converge in SLP? 
● What are the main notation systems? 
● What are the critical issues related to the Sign Language Machine Translation (SLMT)? 
● What are the technologies used in SLMT? 

○ What are the methods and measures in NMT? 
○ What are the methods in the RBMT? 

● What are the main dedicated and multilingual datasets? 

The article, therefore, identifies the critical issues related to the components that compose the 
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SLP process by reviewing the main notation systems, the main technologies and methodologies 
used in SLMT, and the main datasets available. The most recent studies are then highlighted, 
taking into account the different approaches used and the advantages and disadvantages 
associated with the implementation choices made by the research groups. 

The remainder of this paper is organised as follows. Section 2 presents an introduction to Sign 
Language Production and summarises the main related concepts. Section 3 focuses on the most 
used notation systems. Section 4 introduces the Sign Language Machine translation techniques. 
Section 5 reviews the available datasets. Finally, section 6 provides the conclusions. 

 

2. SIGN LANGUAGE PRODUCTION 

SLP, the automatic translation from spoken language sentences into sign language sequences, is 
a challenging problem that involves both linguistic and visual aspects (Rastgoo et al., 2021). It 
requires understanding the grammar and vocabulary of both the spoken and the sign 
languages, as well as generating realistic and expressive sign motions. The challenges regarding 
SLP are an expression of the many difficulties related to the different ways in which translation 
from speech to sign language is achieved (Rastgoo et al., 2022). 

The transcription of communication in sign language is one of the most challenging tasks 
because it involves the simultaneous use of manual and non-manual information, gestures in 
spatial motion, and a combination of conventional signs and gestures (Slobin et al., 2001). The 
components of gestures can be summarised as given below: 

● Manual Gestures: Shape, Movement, Location, Orientation 
● Non-Manual Gestures: Facial Expression, Head tilting, Mouthing, Shoulder raising. 

Another critical issue is the ability to reproduce a sign starting from a text or speech in the real 
world. In an ideal situation, respect for the grammatical forms and syntax of the source 
language strongly influences the performance of the systems responsible for translation into SL. 
Translation turns out to be a complex problem as it cannot occur as a simple mapping of the 
individual words that make up a vocal/textual message into the corresponding sign. In fact, 
there are differences between tokenization and word ordering in spoken and signed language 
(Rastgoo et al., 2021). It is first necessary to identify the linguistic features specific to SLs that 
researchers need to consider during their modelling. Moryossef and Goldberg (2021) identify 
these features as: Phonology, Simultaneity, Referencing, and Fingerspelling. 

Phonology is the study of the smallest part of the language that produces meaning. In a spoken 
language, like Italian or English, a phoneme is a unit, a sound that expresses meaning. If we 
replace one vowel with another in a term, the meaning of that term will change to something 
completely different, e.g. rice and race. 

The same happens in a similar way in Sign Languages, where there are five parameters or 
characteristics, which, if realized in different ways, can change the meaning of a sign. Each of 
the five Sign Language parameters must be used accurately for a sign to be correct. The five 
parameters are: hand shape, palm orientation, location, movement, and non-manual signs. 
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Accurately using the five parameters affects meaning and impacts the understanding of SLs. 

Slonimska et al. (2020) stated that signers use simultaneous and iconic constructions in their 
sign language in order to increase communicative efficiency on occasions when they are asked 
to encode information-rich events. Bellugi and Fischer (1972) asserted that an SL sign takes 
about twice as long to produce as an English word despite the speed of information 
transmission between the two languages being similar. This result is explained through the 
mechanism of simultaneity, which allows SLs to compensate for the slower rate of sign 
production. In fact, SLs can simultaneously use multiple visual signals to convey information 
(Sandler, 2012). The signer can, in fact, produce the sign of an object with one hand and 
simultaneously indicate the real object. Another way of expressing simultaneity can occur, 
similarly in spoken languages, using different tones of voice or through facial expressions or the 
position of the torso. In the same way, the signer can enrich the signed sentences with affective 
information (Liddell, 2003; Johnston and Schembri., 2007) through facial expressions and, in this 
way, modify the meaning of adjectives, adverbs, and verbs. 

Hand movements are complementary gestures that, in general, are not part of spoken 
languages but are often co-expressive of meaning (McNeil, 1992). In the case of SLs, hand 
movements are called signs and are part of the linguistic convention that represents Sign 
Language. 

In referencing, the signer can introduce referents into their speech by indicating their location in 
space or by assigning a region of sign space to a referent not present and pointing to this region 
to refer to it (Rathman & Mathur, 2011; Schembri et al., 2018). Although this can also occur in 
oral speech, in SLs these elements, which can vary in meaning depending on the conformation 
of the hand, have syntactic and semantic value (Kendon, 2004; Kooji et al., 2006; Pfau, 2011).  

Signers can also establish relationships between multiple referents in sign space by using 
pointing or by taking on the role of referents by using body movement or gaze. In morphology, 
referencing also occurs when the directionality of a verb goes from the position of the subject 
towards the position of its object (Fenlon et al., 2018). 

Referencing also intervenes in the use of classifiers or depicting signs (Supalla, 1983), which 
serve to describe the referent. Classifiers are complex structures that consist of a specific manual 
configuration associated with a movement. Classifiers can be used to represent how the referent 
relates to other entities. They are signs usually represented with a single hand that denote 
animate or inanimate referents in their entirety, considering the form or semantic category to 
which they belong. 

Fingerspelling is a method of spelling words using hand movements and consists of a set of 
hand gestures used to represent the alphabet or numbers, but it is also found in many sign 
languages to spell out names of people and places for which there is no sign. It has often 
become integrated into the signed languages as another linguistic strategy (Padden, 1998; 
Montemurro and Brentari, 2018).  

Patrie and Johnson (2011) identified three different forms of fingerspelling in American Sign 
Language (ASL): 
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● Careful or slower spelling, in which each letter is clearly marked. 

● Rapid or quick spelling, in which letters are often incomplete or contain remnants of 
other letters in the marked word. 

● Lexicalized fingerspelling, or the way in which a sign is represented by at most two 
letters of the word. Lexicalized fingerspelled signs are tipically indicated by the symbol # 
preceding the sign (Battison, 1978). For example, fix is lexicalized as #FX, yes as #YS, 
bank as #BK, etc.   

3. NOTATION SYSTEMS 

Writing is a common element in practically all spoken languages. Sign languages, on the other 
hand, based on a gestural-visual channel, require a different form of representation, as writing, 
due to the monolinearity of speech production, does not allow the multilinearity of SL to be 
easily reproduced. 

To date, there are no writing systems that can represent multilinearity since all transcription 
systems are designed for the monolinearity of spoken languages. To give an example, there is a 
difference between suggesting a melody by reproducing the sequence of notes that compose it 
and playing the complete score by the orchestra of all the instruments. Although the sequence 
of notes may suggest the musical motif, the symphony played by the orchestra will be 
considerably more complex and rich.  

Some crucial aspects in the creation of an SLP system highlight the importance of the use of 
notations. From this perspective, the most easily identifiable critical points are the following:: 

1. Loss of information from the point of view of phonology, both in the source language, in 
speech to text, and in the translation into sign languages (Camgoz et al., 2020; Yin et al., 2021). 
This occurs because a series of phonological elements of the SLs can be lost in transcription;  

2. correct identification of the sign to represent; 

3. information representation: despite the possibility of using increasingly refined notation 
systems (GLOSS, HamNoSys with SiGML, SignWriting, etc.) for the passage of the transcribed 
message into SL, there are pros and cons for each of the existing approaches. Currently, the 
main approaches (Rastgoo et al., 2021) are as follows: 

a) Avatar; 
b) NMT;  
c) Motion Graph; 
d) Pose-to-Video (Moryossef et al., 2023). 

In the collected studies, the authors' need to define accessible and user-friendly specific tools to 
make writing glyphs easier and faster emerges in several cases. In this sense, Doan et al. (2019) 
defined a virtual keyboard-based tool, which ideally allows the automatic generation of specific 
glyphs using key combinations or glyph selection via a specific GUI (Graphical User Interface). 
Other researchers have instead proposed notation systems based on ELAN (Cormier et al., 2015; 
Mukushev et al., 2022) or similar tools. Although these tools are used for the purpose of training 
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NMT algorithms for sign recognition, they refer to pre-existing notation systems and allow the 
creation of parallel corpora in the various notation systems. As previously said, the aspect of 
notation is considered from the point of view of translation from spoken (or written) language 
to SL and not vice versa.  

Other researchers have proposed various solutions over time based on glosses or type font 
systems (Johnston, 2008a, 2008b). Both solutions have pros and cons although, at the moment, 
two typographic systems are currently the most used: HamNoSys and SignWriting, to which 
specific paragraphs are dedicated later. 

Of the various notation systems, only a few of the most recent and mainly used ones will be 
considered: 

1. Stokoe (For historical and preparatory reasons for HamNoSys.); 
2. HamNoSys and SiGML (Signing Gesture Markup Language); 
3. SignWriting and SWML (SignWriting Markup Language); 
4. SL-GLOSS; 
5. ID-GLOSS; 
6. The typographic system Typannot. 

 

Notation 
System 

Sign Language 
Dependant 

Non-Manual 
Features 
Support 

Objective Arrangement Computer 

Stokoe  
 

Yes No Dictionary 
or Academic 

Linear Custom Font or 
ASCII codes 

HamNoSys No Yes Academic Linear Custom Font or 
ASCII codes 

SignWriting No Some Public Use Pictorial ASCII or 
UNICODE 

(SL and ID) 
GLOSS 

Yes Yes Academic Linear Custom Font or 
ASCII codes 

Typannot Yes Movement and 
Location1 

 
      - 

Linear and 
Pictorial 

Requires a 
dedicated 
keyboard 

TABLE 1. COMPARISON OF THE MAINLY USED AND RECENT NOTATIONS 

In Table 1, the  notation system comparison, except for Typannot, is provided by Khan et al. 
(2021). 

3.1. Stokoe 

The notation was presented in 1960 in the form of a publication by William Stokoe (1960), for 
writing ASL (American Sign Language) and later for British SL and Australian Aboriginal SL. It 

                                                 
1
 Location is the place where the hand is placed at the beginning of a sign. 
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represents the first phonetic script used for Sign Language and has decisively influenced 
subsequent notations defined in this area. Stokoe notation is defined linearly from left to right 
and can be written using a writing program that has the appropriate fonts installed. This 
notation is based on a set of symbols that makes it possible to represent the four fundamental 
parameters (considered as such by Stokoe) of the Sign Languages (Stokoe, 1960; Stokoe et al., 
1965), namely: the Hand Shape (HS), the orientation of the hands, the place where the sign is 
made, and the set of hand movements to perform the sign. In contrast, non-hand signs, such as 
body postures, gaze and facial expressions, are not taken into account (Cuxac, 2000; Pizzuto et 
al., 2006). Stokoe's approach, like the Hamburg Notation System, by focusing exclusively on the 
gestural components of the hands, cannot fully express the marked speech nor, conversely, 
allow for a faithful reading of the transcribed sign. Figure 1 shows an example of how the ASL 
sign THANK-YOU could be notated in the Stokoe notation (Anderson et al., 2022, 143). 

 
FIGURE 1. A POSSIBLE STOKOE NOTATION FOR “THANK-YOU” (ASL) 

3.2. HamNoSys and SiGML 

The Hamburg Notation System (Prillwitz, 1989), or HamNoSys, was developed in 1985 at the 
University of Hamburg, Germany. HamNoSys at his latest version (Hanke, 2004) filled some 
minor gaps and introduced some shortcuts, but has also tackled significant issues related to 
using HamNoSys in sign language generation. In order to enhance its utility for this purpose, it 
has been enriched with additional systems enabling the encoding of non-manual behaviours 
with a level of detail previously unattainable in HamNoSys. 

HamNoSys is capable of describing all signs used in all sign languages. It does not rely on sign 
language conventions that differ from country to country and thus can be used internationally. 
The HamNoSys notation for a single sign describes the initial hand posture through several 
features: the shape of the hand, the orientation and position of the hand, as well as actions that 
modify this posture sequentially or in parallel. For two-handed signs, a symmetry operator 
precedes the initial posture notation. The operator indicates how the description of the 
dominant hand is reflected in the position of the non-dominant hand when a different action is 
not otherwise specified (Hanke, 2004). Like other systems, it is meant to be used in linguistics 
and includes details such as phonemes that lead to long, complex segments. 

Although HamNoSys symbols are readable by humans, it is highly preferable to use notation 
systems that can provide intermediate representations of the language via XML-based markup 
systems that are computationally compatible and readable (Zwitserlood et al., 2005). For 
instance, Signing Gesture Markup Language (SiGML) describes HamNoSys symbols in XML 
tags form. SiGML (Zwitserlood et al., 2005) representation made from HamNoSys notation of 
sign language is readable by 3D rendering software (Neves et al., 2020). The article proposes an 
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open-source, language-independent library that allows real-time conversion from HamNoSys to 
SiGML. The library can be included in Unity or other similar 3D development platforms. 

Like Stokoe's notation, HamNoSys presents some limitations as highlighted by some research 
groups (Fabbretti and Pizzuto, 2000; Bergman et al., 2001; Pennacchi et al., 2001), among which 
in particular it is possible to highlight: complexity in both writing and reading; lack of 
connection with the actual form of the sign; the frequent difficulty of transposing speeches into 
signs; the lack of important parts in the phonology of the sign (e.g. the non-manual 
components); the memorization of the criteria used to transpose the signs; the difficulty in 
reusing data; the dynamism of the sign and the correct characterization of the sign space. In 
Figure 2, (Anderson et al., 2022, 144), the SignWriting and HamNoSys symbols represent the 
handshape for the letter U in ASL. 

 
FIGURE 2. SIGNWRITING (LEFT) AND HAMNOSYS (CENTER) REPRESENTATION OF THE “U” 

HANDSHAPE 

 

3.3. SignWriting and SignWriting Markup Language 

Sign Writing (SW) was created by Valerie Sutton (Sutton & Gleaves, 1995), a former 
choreographer who had previously devised a similar system for describing dance movements. 
SW is proposed as a "hybrid" representation system that allows signs to be codified through 
symbols placed on a two-dimensional plane (such as drawings). It has been used in some works 
with the aim of overcoming numerous problems found in other notation systems, facilitating 
the work of writing and transcribing the marked speeches (Gianfreda et al., 2009). SW is based 
on a set of "glyphs" that can be combined with each other within a two-dimensional space. 

According to Lucioli et al. (2008), a particularity of SW is the ease with which deaf people with 
good proficiency in LIS, the Italian Sign Language, are able to learn both to write and read it, 
although at first glance due to its 35,534 glyphs it might seem excessively complicated and not 
suitable for writing/transcribing the signs (Valeri, 2003). 

Again according to Gianfreda et al. (2009), SW would allow, compared to other notation 
systems, to take into account the manual and non-manual components of the sign, the 
dynamism of the sign and, above all, the typical structures of the SL complex structures, 
formally distinct from signs defined as "standard" on the basis of semiotic criteria and specific 
articulatory traits, such as "classifiers'' and impersonation mechanisms (Cuxac, 2000). Thanks to 
the choice of vertical writing, with SW it is then possible to highlight some structural 
characteristics of the SL, such as spatial relationships, directionality and movement, which 
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convey fundamental linguistic information. 

SWML, the SignWriting Markup Language (da Rocha Costa and Dimuro, 2001), is an XML-
based format for the storage and processing of sign language documents written in the 
SignWriting system and for insertion of sign language texts in HTML documents. The DTD 
representation of the SWML format is available online.2 It should be emphasized that SWML 
encoding of SignWriting is concerned only with the graphical features of texts but in no way 
diminishes the importance of the semantic aspects of SLP. In fact, SignWriting is not about 
describing the meaning of signs but the gestures that compose them. 

This, according to the authors, is why no linguistic concepts had to be used to structure the 
representation of signs in SWML but only the concepts related to the graphical construction of 
SignWriting texts. 

A note should be added: the SWML encoding of SignWriting texts considers only the graphical 
features of such texts. This does not dismiss the importance of semantic issues in sign language 
processing. 

3.4. SL-GLOSS 

Glosses are the most commonly used written form to annotate a text in Sign Language 
(Angelova et al., 2022), according to the syntax of SL, where each sign corresponds to the 
transcription of a written gloss. Glosses are mono-linear labels, as is writing for verbal 
languages; however, a major limitation of the use of this notation is represented by the fact that 
it is not possible to completely represent all the information expressed. As a result, there is a 
loss of information at the semantic level (Camgoz et al., 2020; Yin et al., 2021). This occurs 
because a series of phonological elements of the SL are lost in the transcription, such as posture, 
head movement, facial expressions and expressions made in parallel. 

It is easy to imagine that this method introduces several problems. Translating a spoken 
sentence into sign glosses is a nontrivial task, as is the order and number of glosses that do not 
correspond to the words of the sentence in the spoken language. Moreover, treating sign 
language as a concatenation of isolated glosses loses the context of the sentence and the 
meaning conveyed by the non-manual discursive elements. Although there are several works 
on gloss-to-text translation in SL, a notable attempt has been made by Moryossef et al. (2021) as 
part of a translation in a context of scarcity of available resources, in which gloss-text pairs and 
their linguistic properties are explored in detail. Translation is done with rule-based heuristics 
for SL gloss generation. Gloss notation is written using capital letters. Table 2 (Amin et al., 2021) 
shows, as example, some pairs of English sentences represented in ASL. 

 

English sentences ASL GLOSS 

What is your name? NAME YOU WHAT WH 

                                                 
2
 SWML: https://www.signwriting.org/forums/software/swml/swml06.html (Accessed on 4 Dec. 2023) 
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English sentences ASL GLOSS 

He doesn’t like pizza. PIZZA IX-boy DOESN’T-LIKE 

Help me. HELP-ME  

Today is Friday, October 28th. NOW+DAY FRIDAY fs-OCT 28 

TABLE 2. ASL GLOSS REPRESENTATION OF SOME ENGLISH SENTENCES 

 

3.5. ID-GLOSS 

According to Johnston (2008a), as important as it is to develop a transcribed corpus for SL, it is 
even more important that it be annotated and that signs be identified using unique annotations 
based on glosses. The definition of ID-GLOSS versus GLOSS is that ID-GLOSSES are not 
translations of signs but labels: “An ID-gloss is the (English) word that is used to label a sign all of the 
time within the corpus, regardless of what a particular sign may mean in a particular context or whether 
it has been systematically modified in that context” (Johnston 2008b, 84). 

By consulting the Auslan lexical database, it is possible to find the ID-gloss standard of the 
signs. A public version of the database is provided by the ASL SignBank.3 Through the Auslan 
lexical database, it is possible to associate a sign with an existing ID-GLOSS or create a new one. 

3.6. The Typographic System Typannot 

The Typannot typographic system (Doan et al., 2019) is a transcription system inspired by the 
most widespread systems today, HamNoSys, developed for research purposes, and 
SignWriting, generally considered more suitable for handwriting and for the ability to convey 
the meaning of signs in the most effective way. 

In the Typannot structure, each sign of the SL has three different levels of information: the 
parametric level, the part level and the feature or feature combination level. The three levels 
define the sign and, therefore, its transcription. 

This structure is repeated for the following parameters of the SL: handshape, location, 
movement, and facial expression. The visualisation at a typographic level occurs following the 
four design principles indicated as genericity, readability, modularity and scriptability. 

The system allows the transcription of an SL sign using two forms of representation, one 
generic and one composite, which serve to facilitate transcription using typographical 
characters of the system defined with the aim of "allow the easy writing (scriptability) of 
concatenated information (genericity), corresponding to low-level features (modularity) into a highly 
readable glyph (readability)” (Doan et al., 2019, 18). 

A virtual keyboard is required and the system is able to manage an input level that works on 
specific types of user interfaces that operate at the level of parameters, gestures and semi-

                                                 
3
 ASL Signbank: https://aslsignbank.haskins.yale.edu/ (Accessed on 4 Dec. 2023) 
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compound characters in order to make transcription easier. Work has been completed on HS 
and is currently under development on other aspects of facial expressions and transcription 
interfaces via the Typannot Keyboard. 

4. SIGN LANGUAGE MACHINE TRANSLATION 

Notation systems constitute a form of representation of dictionaries on which it is possible to 
build Machine Translation systems for SL. The transition from text to any form of notation 
effectively highlights the linguistic differences that exist between spoken and signed languages. 
The monolinear characteristic typical of the former must take a multilinear form for a correct 
representation of the message to be translated. This aspect is important in order to limit the loss 
of information that we have already talked about but, unfortunately, the lack of parallel corpora 
large enough to train a neural machine translation (NMT) system must also be considered, with 
the exception of corpora based on glosses. 

A further critical aspect in the context of sign language translation systems is the lack of a 
reference base that can be considered reproducible and reliable, without which it is extremely 
difficult to measure the progress and effectiveness of new methods and systems. The translation 
system proposed by Moryossef et al. (2023), extending the work of Stoll et al. (2018; 2020), 
attempts to fill this gap through an open-source system that implements an approach that 
sequences text-to-gloss-to-pose-to-video steps. In their work, three alternatives are considered 
in the transition from text to gloss: the use of a lemmatizer, a rule-based translation component 
that reorders and eliminates terms, and an NMT system. In the transition from gloss-to-pose, 
data relating to the three sign languages are used: Swiss German Sign Language (DSGS), Swiss 
French Sign Language (LSF-CH), and Swiss Italian Sign Language (LIS-CH). The sequence 
involves a sentence in a vocal language being translated, for example, according to a rule-based 
method, into a sequence of glosses. The glosses are used to search for corresponding videos, 
coming from a lexicon in one of the languages present (e.g. DSGS). Poses are then extracted 
from these videos and concatenated to create the sequence that defines the sentence, which is 
transformed again into a video using the pose-to-video model.  

The text-to-gloss phase, rightly contested by some research groups (Yin and Read, 2020; Muller 
et al., 2022) due to the fact that glosses are unable to effectively represent sign language, can be, 
however, a good way to improve the level of communications between hearing and deaf 
people. Proof of this is the existence of numerous works that follow this approach. 

Several working groups have used advanced deep learning techniques such as Recurrent 
Neural Network (RNN) with Luong attention (Stoll et al., 2018; Stoll et al., 2020), Gated 
Recurrent Unit (GRU) (Amin et al., 2021), and Transformers (Saunders et al., 2020; Ouargani 
and Khattabi, 2023). The performance due to these techniques guarantees that the translation in 
the form of GLOSS accurately represents linguistic nuances and has the correct quality 
requirements.  

The performance of the above methods was compared in Table 3 (Nuňez-Marcos et al., 2023; 
Ouargani and Khattabi, 2023) on the RWTH-PHOENIX-Weather 2014T (PHOENIX 14T) 
(Camgoz et al., 2018) text-GLOSS parallel corpus. The Ouargani and Kettaby (2023) method 
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outperformed both the GRU and the RNN with Luong attention and performed higher scores of 
the method used by Saunders et al. (2020) on ROUGE and BLEU1. 

 

Methods ROUGE BLEU1 BLEU2 BLEU3 BLEU4 

RNN with Luong attention (Stoll et al., 2020) 48.10 50.67 32.25 21.54 15.25 

Transformers  (Saunders et al., 2020) 54.55 55.18 37.10 26.24 19.10 

GRU (Amin et al., 2021)) 42.96 43.90 26.33 16.16 10.42 

Transformers (Ouargani and Khattabi, 2023) 55.18 63.60 28.50 15.20 9.00 

TABLE 3. ROUGE AND BLEU SCORES COMPARISON 

 

BLEU (BiLingual Evaluation Understudy) (Papineni et al., 2002) and ROUGE (Recall-Oriented 
Understudy for Gisting Evaluation) (Lin, 2004) scores are metrics commonly used to assess the 
quality of machine-generated translations. 

In parallel to NMT systems, there are examples of Rule-Based Machine Translation (RBMT) 
systems applied to text-to-gloss. RBMTs represent a class of methods linked to a set of rules, 
typically created by linguists. 

In the direct approach, the process proceeds with a simple word-for-word translation, without 
any deep analysis or generation. The transfer-based method consists of analyzing, syntactically 
and semantically, the sentence structure and, based on the word-to-word translation, 
generating the text in the target language according to the linguistic rules of the target 
language. In the interlingua method, the source language is analysed and converted into an 
abstract representation independent of the language, called interlingua. On this basis, the 
source language is converted into the target language. There are thus two phases of the 
translation process: from the source language to the intermediate language and from the 
intermediate language to the target language. The transfer approach requires knowing the 
source and target languages, and is therefore language-dependent. The interlingua approach 
carries out a more in-depth analysis of the structure of the sentences of the source language and 
also provides information of a semantic nature. Both methods naturally have advantages and 
disadvantages. Figure 3, inspired by the Vauquois Triangle (Vaquois, 1968), provides more 
details on each of these approaches. 
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FIGURE 3. THE VAUQUOIS TRIANGLE  OF TRANSLATION 

 

The availability of resources often pushes researchers to make precise choices in their approach 
to translation systems. This is the case of the work carried out by Kouremenos et al. (2018). Due 
to the limited availability of data for Greek Sign Language (GLS), they created a system based 
on the RBMT approach. An analysis of the text is first carried out through POS-tagging and 
chunk-tagging. The Transfer module incorporates a bilingual lexicon and specific knowledge 
from the rules database, “to transfer the Greek constituency tree structure into the 
corresponding GSL constituency tree structure” (Kouremenos et al., 2018). The sorting of the 
glosses is then carried out.  

Another study (Ghosh and Mamidi, 2022) was carried out from English to Indian Sign 
Language, introducing the identification of multi-word expressions and management into the 
transfer process, with possible replacement of synonyms to produce translations of greater 
semantic quality. A previous study (Porta et al., 2014) concerns a translation system between 
written Spanish and glosses according to LSE, Spanish Sign Language. Also, in this case, the 
approach followed is the RBMT one. The study places emphasis on the syntactic structures of 
Spanish and on lexical-semantic relationships. Particular attention was paid to classifiers, 
important constructs of sign languages, in order to make them translatable by identifying 
Spanish prepositional expressions having locative and temporal meanings.  

A characteristic that certainly identifies RBMT systems dedicated to text-to-gloss translation in 
sign languages is linked to the scarcity of resources available to apply different Machine 
Translation techniques. With some exceptions, most SLs in the world are not supported by 
sufficient data structures, datasets, and parallel corpora which are suitable for the application of 
NMT techniques. 

5. DEDICATED CROSS-LINGUAL DATASETS 

The datasets related to SLP are often built during the SL Recognition process, which is the 
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process of recognizing a Sign and its transcription. While SL Recognition benefits from the 
availability of several large-scale and annotated datasets, public access to similarly extensive 
datasets for SLP remains limited. 

As with modern language corpora, sign language corpora should be representative and well-
documented, including relevant metadata and machine readability, facilitating consistent and 
systematic annotation and tagging (Johnston, 2008a). Achieving this goal requires specialised 
technology such as ELAN, adherence to standards and protocols exemplified by IMDI metadata 
descriptors,4 and the use of transparent and universally accepted grammatical tags such as 
grammatical class labels (Crasborn et al., 2007).  

In producing the datasets used for the recognition of SL signs, several research groups have 
worked on videos of television programs, such as the RWTH-PHOENIX-Weather corpus 
(Forster et al., 2012), scanned by professional interpreters who describe the information 
expressed in the program in sign language. The annotation was performed using ELAN and 
consists of gloss sentences with words and sentence boundaries and a manual translation of the 
glosses into written German. In the RWTH-PHOENIX-Weather 2014T dataset (Camgoz et al., 
2018), the sign languages used are German (DSG) and American (ASL). As in many other cases, 
the datasets are linked to specific national SL and, therefore, unusable for recognition systems 
created for different languages. 

As mentioned previously, gestures, the signs used in sign languages, include facial expressions, 
the localization of the gesture in space, and the movement of the hand, arm and body, and this 
makes gesture recognition very complicated. Gestures are often captured with useful tools for 
recording and which are used to optimally create the videos on which the sign recognition tools 
operate: gloves equipped with sensors and wired or particularly complex tools such as the 
Panoptic studio used in the case of the creation of the How2Sign dataset (Duarte et al., 2021). 
The Panoptic studio is a dome with over 500 cameras pointing inside and making it possible to 
create very precise 3D reconstructions of moving objects and people. 

Given its complexity, gesture acquisition necessarily requires compromises between acquisition 
times, measurement accuracy, production accuracy and spontaneity. Furthermore, it is 
necessary to calibrate the instruments used and synchronize the data taken through the various 
channels; the acquisition must comply with precise rules regarding the backgrounds, the 
distance of the signer from the camera, the ambient brightness, precautions in not covering the 
hands between of them during the execution of the sign and many other small details. 

Some datasets developed in recent years (Rastgoo et al., 2021) are listed below: 

1. LinguaSign was an international project funded by the European Union. In its Facebook 
page,5 it is possible to find various information regarding the ongoing activities of the 
working group. It is also important because of its “Catalogue with Signing Avatar”, 

                                                 
4
 https://archive.mpi.nl/forums/t/imdi-metadata-information/2933 (Accessed on 26 Mar, 2024) 

5
 LinguaSign Primary School Interactive Language Resources: https://www.facebook.com/LinguaSign/ (Accessed 

on 4 Dec. 2023) 
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available online.6 

2. RWTH-PHOENIX- Weather 2014T (Camgoz et al., 2018) is one of the most used datasets 
in Sign Language Translation. The RWTH-PHOENIX-Weather dataset is built on videos 
of weather broadcasts and provides spoken language translations and gloss-level 
annotations in German Sign Language. Nine different signers appear in the videos, the 
vocabulary contains 1,066 different signs, and the translations into the German spoken 
language contain a vocabulary of 2,887 different words. The corpus was created with the 
help of professional sign language interpreters and was annotated using sign glosses by 
deaf specialists. It was automatically transcribed, manually verified, and normalised. 

3. How2Sign (Duarte et al., 2021) consists of a parallel corpus of over 80 hours of sign 
language video with sentence-level alignment for more than 35k sentences and is defined 
by the authors as “a large-scale multimodal and multiview continuous American Sign 
Language dataset” (Duarte et al., 2021, 2). Videos have been recorded with multiple RGB 
and a depth sensor and corresponding gloss annotations. A three-hour subset was 
further recorded in the Panoptic studio with more than 500 cameras that enabled high-
quality 3D keypoints estimation. The authors evaluated the real-world impact of 
How2Sign by verifying with ASL signers whether the videos, made from the dataset, are 
indeed understandable. 

 
6. CONCLUSIONS AND FUTURE DIRECTIONS 

Sign language production is fundamental in the process of translating from spoken and/or 
written language to sign language. This article has highlighted, in the various steps that make 
up the SLP, the results of the most significant studies carried out in recent years in the search for 
solutions that can bridge the communication gap that still exists today between the deaf and 
hearing communities. The need to use a notation method that is able to best represent the 
different parameters that characterise the SL was underlined, thus guaranteeing the 
reproducibility and written memory of what was signed in the Sign Language. The difficulties 
in this area derive from the fact that the visual-textual channel on which LP is based requires, in 
transcription, a multilinear representation which is absent in the writing of spoken languages. 

An analysis of recent literature was carried out regarding in particular the main parts that make 
up the translation process from spoken language to SL. In this process, the most commonly 
used notations that allow us to define a written form of sign language were taken into 
consideration. Among the various notations, the currently most used in research, both for 
RBMT and NMT systems, is the one based on glosses, despite its numerous limitations. This is 
mainly due to the lack of adequate datasets for bilingual translations to and from sign 
languages. On the other hand, Zhou et al. (2021) defined a model that does not use glosses and 
demonstrated that, given sufficiently large datasets, NMT systems would outperform gloss-
based systems. Some of the main datasets relating to SLPs, the construction methods and the 
                                                 
6
 LinguaSign Catalogue with Signing Avatar: https://vhg.cmp.uea.ac.uk/demo/LinguaSign/ (Accessed on 4 Dec. 

2023) 
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implementation difficulties due to the complexity of the acquisition techniques and tools were 
then presented and described. 

The lack of data sets is a highly limiting factor for NMT models and currently represents one of 
the major challenges for the construction of SLP systems. The critical issues described in the 
article are also reflected in the daily lives of deaf people through the lack of useful tools and 
applications for communicating with other people in society. Furthermore, many applications 
normally available on the Internet are not currently usable by deaf people and, although efforts 
are being made to create tools useful for building communication bridges between the deaf and 
hearing communities, we are still far from being able to have tools that are not limited to 
specific scenarios. 

In conclusion, while the progress made by the most recent deep learning models and the great 
work done to extend the domain of existing datasets represent an important result for the 
advancement of SLP, it is also true that further efforts are needed to provide tools capable of 
compensating for the existing deficiencies in many areas, sometimes even of minor importance, 
but not yet filled due to the lack of qualitatively adequate tools. 
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