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Abstract 
Large language models are now able to generate content- and genre-appropriate prose with 
grammatical sentences. However, these targets do not fully encapsulate human-like language 
use. For example, set aside is the fact that human language use involves sociolinguistic 
variation that is regularly constrained by internal and external factors. This article tests whether 
one widely used LLM application, ChatGPT, is capable of generating such variation. I construct 
an English corpus of “sociolinguistic interviews” using the application and analyze the 
generation of seven morphosyntactic features. I show that the application largely fails to 
generate any variation at all when one variant is prescriptively incorrect, but that it is able to 
generate variable deletion of the complementizer that that is internally constrained, with 
variants occurring at human-like rates. ChatGPT fails, however, to properly generate externally 
constrained complementizer that deletion. I argue that these outcomes reflect bias both in the 
training data and Reinforcement Learning from Human Feedback. I suggest that testing 
whether an LLM can properly generate sociolinguistic variation is a useful metric for evaluating 
if it generates human-like language. 

Keywords: large language models, ChatGPT, variation, morphosyntactic variation, 
sociolinguistics 

1. INTRODUCTION 

Large language models (LLMs) have recently progressed to the point that, given a prose input, 
a model is able to probabilistically generate grammatical sentences which are content- and 
genre-appropriate. This improved text parsing and generation has been accompanied by 
increased availability to the general public through applications such as ChatGPT, which is 
based on GPT-3.5 (OpenAI 2022). These models are typically trained in two phases: first on 
large volumes of text (Brown et al. 2020), and secondly on human input. For example, ChatGPT 
is trained by human input first through supervised fine-tuning on human-generated 
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conversations, and then on human judgements of potential outputs through Reinforcement 
Learning from Human Feedback (RLHF) (OpenAI 2022).  

LLMs have found success in tasks designed to assess their capabilities with syntactic 
phenomena like long-distance dependencies (Chowdhury and Zamparelli 2018; Gulordava et al. 
2018). These successes suggest that language models learn syntactic generalizations at least to a 
degree (Linzen and Baroni 2021). It is unclear, however, to what extent these models have a full 
linguistic competence. For example, recent results suggest that LLMs do not successfully make 
broader generalizations based on semantic patterns (Asher et al. 2023; Lam et al. 2023). In this 
sense, an important area of current research concerns which aspects of linguistic knowledge 
these models do or do not have (Zhuang et al. 2023). 

It has been widely known for some time that grammatical competence is necessary but not 
sufficient for generating language in a human-like manner (e.g., Hymes 1966). For example, 
human speakers have sociolinguistic competence (cf. Bayley and Regan 2004), in which they 
know what features are variable in their community, how this variation is structured, and the 
social meaning of linguistic features. That models such as ChatGPT are able to generate text in a 
variety of registers may suggest that they have human-like sociolinguistic competence. 
However, recent work has noted that both social factors and language variation more generally 
have usually been neglected in NLP research (Yang and Eisenstein 2017; Hovy and Yang 2021; 
Kulkarni and Raheja 2023). Indeed, Zhuang et al. (2023) omit sociolinguistic competence from 
their discussion of core linguistic competencies that LLMs should be evaluated against. It is 
therefore unclear overall whether LLMs can perform a range of tasks indicative of 
sociolinguistic competence. 

Linguistic variation is often seen as a problem, or error source, in NLP research, and research 
which does engage with it emphasizes that social meaning may be adduced from it (Nguyen, 
Rosseel, and Grieve 2021). More typically, when variation has been included in NLP research, it 
is typically related to efforts to identify and eliminate social bias from models (Mendelsohn, Sap, 
and Le Bras 2022; Rauh et al. 2022). With respect to LLM capabilities, ChatGPT performs rather 
poorly at classifying dialect features (Ziems et al. 2023). That said, given the size of the training 
data and probabilistic outputs of LLMs, we might expect LLMs to generate variation that 
approximates human sociolinguistic competence as an emergent product (Bowman 2023) of 
these “stochastic parrots” (Bender et al. 2021). However, to the best of my knowledge, whether 
LLMs have achieved sociolinguistic competency with respect to language variation in generated 
text has not been tested.  

In this paper, I briefly outline a set of criteria that LLMs should be able to successfully satisfy in 
order to be considered sociolinguistically competent. I focus on sociolinguistic competence from 
a variationist perspective, with the primary consideration of whether an LLM can generate 
human-like patterns of linguistic variation. I then demonstrate how to test an LLM for 
sociolinguistic competence through a case study. I use ChatGPT to generate a corpus of English-
language “sociolinguistic interviews” and examine the model’s generation of seven 
morphosyntactic variables. As I show, the model generally falls far short of human-like 
variation patterns. However, it is able to generate variable deletion of the complementizer that 
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at human-like rates, constrained by grammatical context in a human-like manner. I discuss 
what the overall failure, yet success with respect to complementizer deletion, tells us about 
biases in ChatGPT’s model training, and advocate for further work assessing LLMs’ capabilities 
to achieve sociolinguistic competence. 

2. ASSESSING SOCIOLINGUISTIC COMPETENCE 

In the sociolinguistics of second language acquisition, one question that may be asked of an L2 
speaker is whether their language use is native speaker-like with respect to variation in 
production and perception (cf. Bayley and Regan 2004). In the same way, we can ask whether 
the language use of an LLM is human-like. From a variationist perspective, this question refers 
first and foremost to human speakers’ ability to vary in their linguistic production and evaluate 
the meaning of linguistic variation (cf. Weinreich, Labov, and Herzog 1968). At the same time, 
this question involves the ability of human speakers to agentively and/or performatively use 
third-order indexicals (Johnstone, Andrus, and Danielson 2006)—in other words, to know the 
social meaning of a sociolinguistic variant and use that variant to convey that meaning—as well 
as to innovate novel variants and command the discourse-pragmatic functions of their language. 
In studies of human communities, these abilities often have a temporal component (Labov 1972; 
Johnstone, Andrus, and Danielson 2006): an innovative sociolinguistic feature is used variably 
by speakers, who subsequently learn to attribute social meaning to the variable as its use 
becomes consciously associated with groups of speakers. Only then can speakers learn to use 
the variable agentively. 

These competencies in the production and evaluation of linguistic variation form the basis of 
tasks that an LLM with sociolinguistic competence would be able to complete. In this sense, a 
fully sociolinguistically competent LLM should be able to output human-like patterns of 
variation as though it were a member of a prompted speech community, identify input text as 
associated with a particular group of speakers in a human-like manner, and output text that 
utilizes sociolinguistic variation to evoke a prompted persona. Following findings from 
community-based studies that the latter two tasks are downstream from the former (Labov 1972; 
Johnstone, Andrus, and Danielson 2006), I suggest that of these tasks the most basic one 
associated with sociolinguistic competency from a variationist perspective is to generate 
human-like variation. That is, if the presence of robust variation precedes the assignment of 
social meaning, to replicate such patterns would be the basic associated task for an LLM. 

This task can be broken into four subtasks: a) generating dialect-specific features (for example, 
regional variation), b) generating variable outputs, c) generating variation constrained by 
language-internal factors (i.e., factors associated with the grammatical context of the utterance), 
and d) generating variation constrained by language-external factors (i.e., factors associated 
with social and/or cognitive processes separate from grammatical context). Success or failure at 
each of these tasks can be assessed quantitatively. For this reason, I suggest that quantitative 
analysis of variation in LLM-generated text, compared to a baseline of past sociolinguistic 
research into a given linguistic feature, can serve as a test for determining whether an LLM 
meets a basic threshold for sociolinguistic competence. This does not mean that satisfying this 
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test means an LLM is fully sociolinguistically competent. Indeed, an LLM may prove to be able 
to generate variation without being able to use variants to index a persona, or vice versa. 
However, an LLM failing this test certainly is not fully sociolinguistically competent. Because 
this test is concerned with factors constraining variation in generated text, I suggest that any 
appropriate testing of an LLM’s sociolinguistic competence will concern morphosyntactic 
variation rather than lexical or phonological variation. Morphosyntactic variation is particularly 
appropriate for such a test because it displays language-internal conditioning, whereas lexical 
variation is less likely to depend on the grammatical context of the utterance. At the same time, 
variants are more consistent orthographically than folk spellings of phonological variation.  

Additionally, LLMs can be trained at least in part on internet language use (for example, the 
GPT-3 LLM was trained in part on the CommonCrawl internet corpus, see Brown et al. 2020). 
As Squires (2016, 2) notes, computer-mediated language use is “just like language used outside 
of it…in the way that it participates in linguistic and social processes”. This point extends both 
to variation appearing and being constrained by grammatical context much like as in spoken 
language (Eisenstein 2015) and to linguistic variants being used agentively to convey social 
meaning (Ilbury 2019). Given this, it is reasonable to expect that an LLM trained on written 
language alone would nevertheless be capable of generating variation if it were 
sociolinguistically competent. That internet language use may comprise a subset of an LLM’s 
training data means that morphosyntactic variation in particular is quite likely to be present in 
the training data. Indeed, such variation appears in informal online text (Bleaman 2020), 
including local dialect variants on sites associated with specific local communities (Duncan 2019; 
Pearce 2021). Furthermore, regional dialectal variation is present even in formal writing (Grieve 
2016), which indicates that morphosyntactic variation would appear in training data even if an 
LLM were solely trained on formal writing. 

3. SOCIOLINGUISTIC COMPETENCE AS A CONTROLLABLE TEXT GENERATION TASK 

The baseline task outlined above, in which the sociolinguistic competence of an LLM is tested 
by quantitatively examining generated text for the presence and patterning of linguistic 
variation, casts sociolinguistic competence in part as a “controllable text generation” task. In 
contrast to uncontrolled text generation, in which output text is generated as a probabilistic 
function over previously generated text, in controlled text generation the output text is 
generated as a probabilistic function over previously generated text given a particular constraint 
(Yu, Yu, and Sagae 2021). Chen et al. (2024) divide these into hard and soft constraints. Hard 
constraints are related to the form of the output itself, specifying matters such as lexical items or 
syntactic features found in the output text, or the length of the output text itself. Meanwhile, 
soft constraints relate to the content of the output, specifying matters such as the topic or 
sentiment of the output. Another soft constraint on the output text may be the intended 
demographic profile of the “speaker” (Prabhumoye, Black, and Salakhutdinov 2020); such 
demographic profiles have typically focused on generating specific personas or personality 
types (Li et al. 2016; Zhang et al. 2018). Given such constraints, the goal of controllable text 
generation is effectively to consistently generate context-acceptable outputs. 
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As with other tasks set to language models, current approaches to controllable text generation 
work to achieve this through the use of large pre-trained models built with the Transformer 
architecture (Vaswani et al. 2017; see Qiu et al. 2020; Han et al. 2021; and Li et al. 2024 for 
comprehensive reviews). These models are often initially trained through unsupervised 
learning over massive text corpora. However, because they are simply trained on text at this 
point, such models do not initially have the capacity for controllable text generation as they lack 
the evidence of contexts or attributes that a human user may be seeking to generate (although at 
the largest scales these models often have emergent abilities such as generating text based on 
zero- or few-shot natural language prompts, see Wei et al. 2022). Outside of building the model 
through supervised learning and tagging training data for desired attributes (Yu, Yu, and Sagae 
2021), there are a few ways to advance a pre-trained model to better generate controlled outputs. 
One is to utilize a second model which includes the desired attributes, so that the initial pre-
trained language model is not changed (Dathathri et al. 2020; Yu, Yu, and Sagae 2021). However, 
this approach requires the desired attributes to be discrete and pre-defined, and as such is less 
viable with natural language prompts (Chen et al. 2024). For controllable text generation using 
natural language prompts, current approaches involve either fine-tuning the model or prompt 
engineering. Fine-tuning is updating the initial model parameters, often through supervised 
training on task-specific annotated data. For example, ChatGPT is fine-tuned from GPT-3 using 
conversational data to better generate conversational text (OpenAI 2022). Prompt engineering, 
on the other hand, involves testing a variety of prompts to find which template and phrasing 
best yields the desired output. This can be difficult, as Gao, Fisch, and Chen (2021, 3816) note 
that it requires “both domain expertise and an understanding of the language model’s inner 
workings”. Prompt engineering may go hand in hand with fine-tuning, as a pre-trained model 
may be fine-tuned to better respond to a particular style of prompt. More recently, approaches 
to prompt engineering have included the automatic generation of prompts (Jiang et al. 2020; 
Gao, Fisch, and Chen 2021). 

In the context of this case study, ChatGPT has already been fine-tuned to generate text based on 
natural language prompts. The research question, then, is fundamentally whether the model as 
fine-tuned is able to generate sociolinguistic variation in text.1 As noted, to properly generate 
variation involves not only generating regional dialect features, but constraining variability for 
language-internal and -external factors. Generating language-internally constrained variation is 
an uncontrolled text generation task: Does the rate at which a model outputs a particular 
linguistic variant depend on the previously generated text (i.e., grammatical context) in a 
human-like manner? Generating language-externally constrained variation, whether as a matter 
of regional dialectal variation or some other social constraint, is a controllable text generation 
task: Given the demographic context and previously generated text, does the model generate a 
linguistic variant at human-like rates? The evaluation of success at this task differs from other 
proposed benchmarks for controlled task generation. For example, Chen et al.’s (2024) CoDI-
Eval benchmark evaluates a model’s ability to generate text based on sentiment, topic, keyword, 
length, and toxicity avoidance. While rigorously quantifiable, evaluating controllable text 
                                                 
1 Because we lack exact details of how the model was fine-tuned, I will not speculate as to whether this question is 
about a task with zero-shot, few-shot, or other training. 
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generation for sociolinguistic competence in the sense of properly generating variation is a 
novel criterion. 

Controllable text generation has a wide range of applications, from machine translation to 
dialogue systems, to text summarization, to story generation (Li et al. 2024). Properly 
generating sociolinguistic variation is a task that is crucial to most, if not all, of these 
applications. To a large extent, the evaluation of a model’s performance on a controllable text 
generation task is a question of whether the output is acceptable to humans (Belz and Reiter 
2006). In this sense, human-like text, such as that which displays variation at human-like rates 
and patterns, is a necessary feature of output text, as it will read as more acceptable to a human 
evaluator. After all, as Li et al. (2024, 19) note, “To optimize [pre-trained language models] for 
real-world deployment, the most important consideration is to align the behaviors of [pre-
trained language models] with human expectations”. This is to say that sociolinguistic 
competence is a core element of controlled text generation; a sociolinguistically competent 
language model will generate controlled outputs more acceptably than a non-sociolinguistically 
competent model. At the same time, because sociolinguistic competence is part of linguistic 
competence, (Hymes 1966), the close connection between sociolinguistic competence and 
controlled text generation means that controllable text generation is a core part of modeling 
language more generally. That is, testing a model’s capability for controllable text generation is 
as important as other tasks for demonstrating the linguistic competency of a language model. 

4. METHODS 

Here I illustrate a prompt-based approach to obtaining text suitable for addressing the overall 
task of generating sociolinguistic variation and four accompanying subtasks outlined in section 
2 of generating dialect-specific features, generating variable outputs, generating variation 
constrained by language-internal factors, and generating variation constrained by language-
external factors. Because success or failure at the subtasks is assessed from a variationist 
perspective, the approach here is designed to mimic best practices in variationist data collection. 
Such data collection typically involves the sociolinguistic interview. This is a “controlled speech 
event” (Becker 2013, 92) in which one component includes informal conversation. In this 
conversation, the researcher utilizes prompts such as childhood memories and family traditions 
to elicit naturalistic speech. Sociolinguistic interviews are analyzed in aggregate, comparing 
production across a range of speakers sampled from a larger community in order to determine 
how linguistic variation is patterned within that community (Becker 2013). The aim is for the 
naturalistic speech in a sociolinguistic interview to approach the “vernacular,” defined as how 
one speaks when they are in a normal setting. Crucially, as Becker (2013) notes, targeting the 
vernacular should not be confused with targeting non-standard speech. In this sense, an 
appropriate prompt will elicit speech-like text without overtly cueing the model to target non-
standard speech (i.e., asking for a “strong accent” or the like), or indeed any specific linguistic 
features.2  

                                                 
2 Although many sociolinguistic interviews are collected for phonetic rather than morphosyntactic analysis, the 
methodology of the sociolinguistic interview is the same regardless of the linguistic feature(s) ultimately under 
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In fact, to include such cues would conflate the different tasks associated with sociolinguistic 
competence and thus cause significant difficulties for interpreting the model output. For 
example, it is possible that prompting a “strong, working-class” accent (or the like) would 
simply instruct an LLM to output text as though it were uttered by a member of the particular 
community described in the prompt. More likely, however, such instructions are prompting the 
described person as a character to be performed. In other words, the outputted text will be 
ambiguous as to whether it models the variation in the vernacular or speech which utilizes 
features agentively to convey social meaning. The difficulty with such a prompt, then, is that an 
LLM’s success or failure in response to it cannot be evaluated as we do not know what task it 
succeeded or failed at.  

The same issue applies if we instruct the LLM to output text that includes specific linguistic 
features. For example, prompting the model to “use regional pronunciations and grammatical 
forms”(or something similar) may be instructing the model to output utterances from a member 
of a particular community, but may also be asking it to output features that it has associated 
with a particular group of speakers. There is a subtle, but crucial distinction between these tasks; 
the former output would constitute variation in vernacular speech, while the latter output 
privileges features which index a specific social meaning. As a general point, then, the more 
information that we provide to the model in the prompt, the less able we are to interpret what 
the output represents. For this reason, in this case study I aim to provide as little information in 
the prompt as possible in order to better establish a baseline understanding of LLMs’ ability to 
generate variation. While I acknowledge that providing more detail in a prompt may result in 
what at face value appears to be a better output, I contend that we need the baseline provided 
by a more minimal prompt to successfully understand “better” outputs. 

To this end, the May 24, 2023, release of ChatGPT 3  was used to generate the informal 
conversation component of 80 “sociolinguistic interviews” using the following prompt: 

Transcript of a sociolinguistic interview4 with a 65 year old, working-class woman from 
Newcastle-upon-Tyne. The interview should elicit narratives about the following 
topics: interviewee demographic information, the neighborhood the interviewee 
grew up in, events that occurred in the interviewee's community, childhood games, 
school days, adventures with friends, the interviewee's family, holiday traditions, the 
interviewee's opinion of community changes, and local identity. 

                                                                                                                                                                            
study given the goal of eliciting naturalistic speech. Likewise, interview transcripts are typically in standard 
orthography regardless of the feature under study. While some morphosyntactic variables are too rare to be 
reliably elicited through this methodology, this is not an issue for the variables considered in this case study. 
3 The online interface at https://chat.openai.com/ was used. Release notes to distinguish this release version from 
previous/future releases are available at https://help.openai.com/en/articles/6825453-chatgpt-release-notes. 
4 One might question the use of the phrase “sociolinguistic interview,” as we do not know whether the model’s 
generation of such a genre approximates sociolinguists’ understanding of the genre. I do not find this issue 
troubling; variationist sociolinguists quite often use multiple styles of interview recording under the guise of 
“sociolinguistic interview” rather than the formally structured sociolinguistic interview (see Becker 2013 for 
discussion). In other words, sociolinguists themselves are not clear on what this genre entails. Given this, model 
outputs approximating semi-structured interviews (taken broadly) may therefore be used in comparison to 
community-based studies regardless of whether they are “true” sociolinguistic interviews. 
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The italicized material was edited across the text generation to create a corpus of text balanced 
for three binary language-external factors (10 “interviewees” per unique combination). These 
included INTERVIEWEE AGE (25 vs. 65 years old), SOCIAL CLASS (working-class vs. middle-class), 
and INTERVIEWEE SEX (male vs. female). The framing of this prompt was designed to place the 
interviewee as member of a community that fit a particular demographic profile without 
overtly instructing the model to output text evocative of that kind of speaker. Had that type of 
instruction been present, it would have introduced the task confounds discussed above. 
Effectively, this prompt amounts to giving the model speaker demographics and no other 
guidance regarding linguistic form. 

Because the output was relatively short, additional text was generated by subsequently 
prompting “Can you make the interview twice as long?”. This approach yielded a corpus of 
approximately 135,000 words of interviewee text. However, because the model created 
extended interviews by generating new text in some cases but by repeating the initial text with 
additional content in others, the full available text for analysis is likely closer to 100,000 words.5 

Before proceeding further, we must confirm whether this process yielded interview-like text, 
and whether the prompt was sufficient to generate text localized to social groups within 
Newcastle. That is, setting the question of linguistic variation aside, did ChatGPT appropriately 
generate texts controlled for style, topic, and interviewee demographics? Manual inspection of 
the generated texts shows that each of the 80 texts is effectively the same material, as the same 
stories and similar phrasing occur across all of them. This limited range of content echoes that 
found in, for example, Jentzsch and Kersting’s (2023) exploration of ChatGPT’s ability to 
generate humorous material. As such, it may be indicative of a low model temperature leading 
the model to favor a small output range (Chung, Kamar, and Amershi 2023).6 That said, this 
material is structured like a sociolinguistic interview, and the text describes memories and 
attitudes that would likely appear in a sociolinguistic interview. In this sense, the prompt 
successfully led the model to output interview-like text. Note that this question is only a matter 
of content; because the sociolinguistic interview does not target any particular linguistic 
features, their presence/absence is not indicative of interview-like text. 

Contentwise, the texts include details which clearly place speakers within Newcastle. The texts 
differ by age group with respect to the inclusion of specific historical events. Interviewee sex is 
less distinguished; the texts tend to describe the same childhood activities regardless of sex or 
age. The texts accurately maintain interviewee sex throughout any given interview. Social class 
is perhaps the most clearly distinguished factor across texts. Interviewees are described as 
growing up in specific neighborhoods within Newcastle (Table 1). Working-class interviewees 
are primarily placed in Byker, Walker, and Benwell, three neighborhoods both popularly 
known as working-class (WC) and quantitatively found to include Lower-level Super Output 
Areas among the 10% most deprived neighborhoods in the UK on the Index of Multiple 

                                                 
5 Assessing this is not simply a matter of deleting repeated material, because added material often takes the form of 
clauses added onto a short utterance. In such a case, the researcher is required to subjectively decide whether the 
initial instance has been repeated, or whether the utterance is entirely new.  
6 I used the free research preview of ChatGPT; this does not have a setting to vary the model temperature. 
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Deprivation (Department for Levelling Up, Housing and Communities and Ministry of 
Housing, Communities, & Local Government 2019; Noble et al. 2019). In contrast, the majority 
of middle-class (MC) interviewees are placed in Gosforth, Jesmond, and Heaton, which include 
LSOAs among the 10% least deprived neighborhoods in the UK and are popularly known as 
middle-class neighborhoods. 

Neighborhoods 
Gosforth/Heaton/Jesmond Benwell/Byker/Walker Other 

MC 22 11 7 
WC 0 36 4 

TABLE 1. NEIGHBORHOODS ASSIGNED TO INTERVIEWEES IN GENERATED TEXTS 

Social class and age are also reflected in the size of family that interviewees are assigned in the 
text (Figure 1). Linear regression shows that older and working-class interviewees are assigned 
significantly larger numbers of children in families than younger and middle-class interviewees 
(baseline: older middle-class; age: β = -1.125, p = 0.0172; class: β = 2.1118, p << 0.0001; r2 = 
0.5068).7 

 
FIGURE 1. NUMBER OF CHILDREN IN INTERVIEWEES’ FAMILY IN GENERATED TEXTS 

 
These correlations do not reflect British population trends across the 20th century; in particular, 
the linking of large family size to midcentury working-class families is a gross overestimate 
(Laslett 1969; Hunt 2009). This suggests that the model is reproducing assumptions found in the 
source text or human training. Regardless, the correlations illustrate that the prompt given to 
the model was sufficient to generate interviewees categorized by language-external factors. 
 
Given that the texts appear to sufficiently resemble a balanced corpus of sociolinguistic 
interviews, ChatGPT has evidently succeeded at the controllable text generation task with 
                                                 
7 Some interviewees did not explicitly enumerate the number of children. I have treated these instances as NAs.  
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respect to style, topic, and interviewee demographics. As such, we can proceed to examining 
the language use within them. Here I focus primarily on morphosyntactic variation as opposed 
to lexical variation. Although for some interviewees the model did generate some lexical items 
associated with Tyneside English such as lad, lass, and bairn (Beal, Burbano-Elizondo, and 
Llamas 2012), as noted above lexical variation does not lend itself to examining language-
internal constraints in the same way that morphosyntactic variation does. Because generating 
variation constrained by language-internal factors is a key task an LLM must succeed at to be 
sociolinguistically competent, lexical variation is not viable for analysis despite the presence of 
localized lexical items in some interviews. In order to test whether the model could generate 
morphosyntactic variation, I searched for seven variables which are well-described in the 
sociolinguistic literature (including documented usage on Tyneside) and display robust intra-
speaker variation. By robust variation, I mean that each variant of each variable discussed here 
occurs in over 10% of tokens in studies of human speech. Given this, the presence of variability 
in LLM-generated text is expected of these variables if the LLM is sociolinguistically competent. 
Three of these variables are regionally restricted to Tyneside English in form or constraints (Beal 
2004): 

(1) Us as first-person singular object pronoun 
He’s always been like a mentor to me/us. [‘Interview’ BV] 

(2) We as first-person plural object pronoun 
It’s always been a special time for us/we. [‘Interview’ BL] 

(3) Wor as first-person plural possessive pronoun 
Holidays were always special in our/wor family. [‘Interview’ AA] 

The other four variables are widespread cross-dialectally in English: 
(4) Complementizer that deletion (Tagliamonte and Smith 2005; Kearns 2007b) 

I believe (that) the sense of belonging here is strong. [‘Interview’ AY] 
(5) Nonstandard preterites come, done, seen (Tagliamonte 2001; Anderwald 2009) 

…we saw/seen each other every day. [‘Interview’ BF] 
(6) Participle-to-preterite leveling (Eisikovits 1987; Chatten et al. 2022) 

I've seen/saw quite a few changes over the years. [‘Interview’ BA] 
(7) -body/-one variation (D’Arcy et al. 2013) 

I miss the days when everyone/body knew each other. [‘Interview’ F] 

In addition to the reasons for selection outlined above, each variable was selected because it is 
relatively frequent and thus would appear in sufficient numbers to be able to quantitatively 
assess whether the model can generate variation, and if so, whether the variation is constrained 
by language-internal and -external factors. 

5. RESULTS 

This section assesses ChatGPT’s ability to generate morphosyntactic variation in a human-like 
manner. I begin by considering whether the model can generate regional variation, and then 
expand this to a consideration of whether variation can be generated at all. In general, the 
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model fails to appropriately generate variation. However, one linguistic feature under 
examination here, complementizer that deletion, is produced variably in the model output. I test 
whether this variable is constrained in a human-like manner. 

 5.1. Regional variants 

The three Tyneside English-specific variables of interest are not generated beyond the token 
usage of a well-stereotyped feature. Singular us, plural we, and possessive wor are all well-
attested in Tyneside English (Beal 2004), and human speakers within the North East of England 
associate the latter two of these with Newcastle specifically (Childs, Llamas, and Watt 2021). 
However, both plural we and possessive wor are categorically absent from the ChatGPT-
generated texts despite the variables occurring frequently enough (n = 421 us; n = 1068 our)8 that 
we would reasonably expect to see tokens of the local variant among human speakers. 

In contrast to the plural pronouns, the first-person singular pronoun does display limited 
variability (nus = 2-6/159-163, 1.3-3.7%). The total number of singular us tokens is given as a 
range due to ambiguity. Two tokens, which occur as the final utterance in the text, are 
unambiguous: 

(8) Anytime you want to chat, just give us a shout. 

The remaining four potential instances are less clear; while us co-occurs with a subject I in a 
nearby clause, it is unclear from context whether the speaker is referencing themselves or a 
generic plural group: 

(9) I had some great teachers who really cared about us. 

Regardless, singular us would be expected to occur far more frequently than the model 
generates. Thus, the model does associate Newcastle with a single regional linguistic feature to 
a highly limited degree, but this association does not extend to consistently producing this 
feature at human-like rates. 

5.2. Cross-dialectal variation 

The model’s inability to properly generate regional morphosyntactic variation reflects a general 
difficulty with generating morphosyntactic variation. For example, noncanonical verb 
morphology is attested in Tyneside English both with respect to the participle variably 
surfacing as the preterite (Chatten et al. 2022) and preterites of verbs like come, do, and see 
variably surfacing as the participle (Serbicki, Lan, and Duncan 2023). Variation in the participle 
occurs much more widely across Englishes in informal speech (Eisikovits 1987; Bloomer 1998; 
Kemp et al. 2016; Chatten et al. 2022), large corpora, and the English-speaking internet at large 
(Geeraert and Newman 2011). Meanwhile, preterite come is so widespread cross-dialectally 
(Tagliamonte 2001; Levey, Fox, and Kastronic 2017; Jankowski and Tagliamonte 2022) that 
Chambers (1995, 240) considers it to be a “vernacular universal” of the language. Thus, even if 
the model was generating a generalized English variety, we would expect to see variable 
noncanonical verb morphology. However, both participles (n = 314) and preterites (n = 296) 

                                                 
8 N’s omit any duplicates introduced when prompting a longer interview. 
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appear categorically in the canonical form. 

Like verbal morphology, whether groups quantified with no, any, etc., appear with -body or -one 
is variable cross-dialectally (D’Arcy et al. 2013), and we would expect to see variation within the 
ChatGPT-generated text. This variable nearly categorically surfaces as -one (none = 182/187, 
97.3%), the variant which D’Arcy et al. (2013) suggest is effectively the prescriptive norm as it is 
the variant most widely used in formal writing. However, it should be noted that the vast 
majority of tokens (n = 151) have the quantifier every. Because this variable is strongly 
conditioned by the quantifier (D’Arcy et al. 2013), it is possible that were the variable generated 
with other quantifiers, the rate of -body would increase. Complementizer that deletion displays 
comparatively robust variation (ndeleted = 110/150, 73.3%). This high deletion rate is in line with 
previous studies of the variable (Tagliamonte and Smith 2005; Bleaman et al. 2014). Overall then, 
the model largely fails to generate variation, but can do so for a restricted number of linguistic 
features. 

5.3. Constrained variation 

For an LLM, sociolinguistic competence entails not simply generating linguistic variation, but 
generating variation constrained by language-internal and -external factors. In this data, the 
question of whether the model can properly generate constrained variation is best tested on 
complementizer that deletion, as ChatGPT produced both the overt that variant and null variant 
of this sociolinguistic variable. In human speech, this variable is robustly constrained by 
grammatical and cognitive factors related to the complexity of the utterance (Tagliamonte and 
Smith 2005; Bleaman et al. 2014). The matrix verb also influences production: shorter verbs with 
Germanic etymologies tend to favor deletion (Kroch and Small 1978), while collocations such as 
I think, I mean, etc., strongly favor deletion (Tagliamonte and Smith 2005; Kearns 2007a). Given 
this, tokens in the generated text were coded for a set of similar factors: the VERB TYPE (think vs. 
other Germanic vs. Romance vs. copular construction), NUMBER OF SYLLABLES in the verb 
(monosyllabic vs. polysyllabic), and matrix/embedded subject COREFERENTIALITY (same vs. 
different). In addition, the language-external factors of AGE GROUP, SEX, and CLASS were 
considered. 

The data was analyzed using logistic regression in R (R Core Team, 2020). I began with a mixed-
effects regression, using the lme4 package (Bates et al., 2015), which included each of the above 
factors as fixed effects and interviewee as a random intercept. The model was then stepped 
down by removing factors to obtain the lowest possible AIC value in the final model. This 
process removed the random intercept and number of syllables from the final model. The lack 
of a random interviewee intercept indicates that there are no individual differences between 
interviewees. Table 2 shows the overall model results; the overt complementizer was set as the 
application value. As seen, there are significant effects of subject coreferentiality, interviewee 
age, and interviewee sex. The null complementizer is favored with coreferential subjects, while 
the overt complementizer is favored by younger or female interviewees. 
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 Estimate 
Std. 

Error z value Pr(>|z|) 
Intercept (Older WC 
Male, Germanic matrix 
verb, non-coreferential 
subjects) -1.931 0.61 -3.18 0.0015 
Age Group—Younger 1.421 0.50 2.84 0.0045 
Sex—Female 1.019 0.48 2.14 0.0322 
Class—MC 0.726 0.49 1.48 0.1396 
Verb Type—copula 0.961 0.94 1.02 0.3078 
Verb Type—think -19.611 1668.50 -0.01 0.9906 
Verb Type—Romance -0.427 0.61 -0.70 0.4812 
Coreferential 
Subjects—Yes -3.351 1.10 -3.05 0.0023 

TABLE 2. LOGISTIC REGRESSION OF VARIABLE COMPLEMENTIZER DELETION IN CHATGPT-GENERATED TEXT 

The complementizer was categorically deleted when the matrix verb was think, yielding the 
extreme estimate and p-value in Table 2. However, it appears to be a real effect as there are 31 
tokens with think as the matrix verb. Post hoc comparisons of the factor levels using Tukey 
contrasts in the multcomp R package (Hothorn, Bretz, and Westfall. 2008; R Core Team 2020) 
show no significant differences in production among other Germanic verbs, Romance verbs, 
and copular constructions. The coreferentiality effect shows that complementizer deletion is 
strongly favored when the matrix and embedded clause subjects are the same (Figure 2). Both 
the effects of think and subject coreferentiality replicate previous studies of human speech 
(Tagliamonte and Smith 2005; Bleaman et al. 2014).  

 

FIGURE 2. COMPLEMENTIZER DELETION IN CHATGPT-GENERATED TEXT BY SUBJECT COREFERENTIALITY 

Age group and sex significantly influence rates of complementizer deletion, with model runs 
prompting a younger or female interviewee favoring the overt complementizer. 
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6. DISCUSSION 

As seen, ChatGPT-generated text produces common Tyneside and cross-dialectal sociolinguistic 
variables mainly by categorically generating the canonical variant. This categorical and near-
categorical usage of the prescriptive norm is likely indicative that the model is insufficiently 
generating variation. This interpretation of the data is particularly clear with respect to the 
Tyneside English-specific features of first-person singular object us, first-person plural object we, 
and first-person plural possessive wor, as well as the cross-dialectally widespread features of 
nonstandard preterites and participle-to-preterite leveling. The cross-dialectal -body/-one 
variable, which was generated nearly categorically as the prescriptive -one variant, can likely be 
viewed as insufficiently generated variation as well. However, because nearly 81% of -body/-one 
tokens had the quantifier every, it should be noted that additional data with the quantifiers any, 
no, and some may reveal variability not present in the current data. 

For each of the variables generated categorically or near-categorically, such production is 
indicative of a failure to generate constrained variation as well. After all, if variability among 
human speakers is constrained by a factor in any given context, categorical generation of only 
one variant simultaneously overgenerates the favored variant and undergenerates the 
disfavored variant. In contrast, the cross-dialectal complementizer that deletion variable does 
display human-like rates of variability. There is limited evidence of ChatGPT properly 
generating language-internal constraints on this variable, as it properly produces the null 
variant comparatively more often when matrix verb is think and when the matrix and 
embedded subjects are identical. However, the lack of further lexical effects does not replicate 
the patterns found in previous studies of human speech. Overall, with respect to language-
internal factors, ChatGPT is able to properly generate constrained variation, but in a limited 
capacity and less robustly than human speakers. Similarly, with respect to language-external 
constraints, ChatGPT generates statistically significant differences in variant rates based on the 
demographic profile of the interviewee; model runs with younger and female interviewees 
comparatively favored the overt that complementizer. At first glance, this would suggest that 
the model successfully generates language-external constraints on variation. However, these 
constraints are not human-like because collocation effects in human speech are driving 
adoption of the null complementizer (Tagliamonte and Smith 2005), whereas this data would be 
indicative of change toward the overt complementizer in a study of human speech. These effects 
thus represent an overall failure of the model to properly generate language-externally 
constrained variation. As such, although ChatGPT can successfully generate texts controlled for 
style, topic, and interviewee demographics, it fails at controllable text generation with respect to 
linguistic variation within the text. This is particularly noteworthy in comparison to ChatGPT’s 
relative success at generating variation constrained by language-internal factors, which 
amounts to an uncontrolled text generation task. 

In sum, ChatGPT-generated text largely fails to replicate human-like patterns of linguistic 
variation when narrowly prompted to generate speech by a member of a particular community. 
Of the seven sociolinguistic variables tested here, four appear categorically as a single variant, 
while two more appear nearly categorically as a single variant. Each of these categorical or near-
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categorical productions is of the prescriptive norm. This failure to generate variation occurs 
both in cases of robust cross-dialectical variation and local, dialect-specific variation. Despite 
this, ChatGPT was able to generate variation relatively successfully with complementizer that 
deletion. The variants appeared in the generated text at rates in line with human speech, and 
the variation was constrained by language-internal factors. While the constraints were not as 
robust as in human speech, this variable represents a clear success in comparison to the other 
six variables. It is worth considering why this may be.  

One key difference between this variable and most of the others is that variables such as the 
surface form of the participle or preterite have variants which are prescriptively incorrect and 
potentially stigmatized. In contrast, the null complementizer does not appear to be negatively 
evaluated upon even though the overt complementizer is evaluated as formal (Tagliamonte and 
Smith 2005, 290). At the same time, the variable shows relatively little language-external 
conditioning in comparison to a variable such as -body/-one variation, which is undergoing 
change in many communities (D’Arcy et al. 2013). It is quite possible that, unlike other variables, 
both variants of the complementizer occur frequently enough in training data that an LLM may 
generate variation in its role as a “stochastic parrot” (Bender et al. 2021). 

At the same time, because there are fewer prescriptive norms surrounding this variable, it is 
likely that human input would provide evidence of variability both through the creation of 
conversations for fine-tuning with variable complementizer deletion and through the rating of 
examples with either variant as correct during RLHF training. In contrast, prescriptively 
incorrect variants have three opportunities to be biased out of the model: in the training data 
itself, in the creation of human-generated conversations, and in rating data of output 
appropriateness. That the training data would bias out some variability is a known issue in 
some respects. The GPT-3 LLM, for example, was trained on the CommonCrawl internet corpus, 
English Wikipedia, and two online book corpora (Brown et al. 2020). As OpenAI (2020) note, 
this means that “GPT-3 will by default perform worse on inputs that are different from the data 
distribution it is trained on, including…specific dialects of English that are not as well-
represented in training data”. This may explain why Tyneside-specific variables are not 
generated well by ChatGPT; however, it does not explain why variables that widely occur 
cross-dialectally also are not generated well, as these would be expected to appear in at least the 
training data from the CommonCrawl corpus. Their absence is suggestive of some sort of bias 
in the training. This could take a few forms: training data may be processed to standardize the 
input, human-generated fine-tuning data may come from speakers who strongly favor 
canonical variants, and/or RLHF responses may assign prescriptively incorrect variants low 
ratings. In this sense, ChatGPT’s (in)ability to generate variation reflects the model being highly 
sensitive to frequency. Variables for which a variant has been biased out of the data provide 
little-to-no evidence of variability for the model to generate, while highly frequent variables 
such as complementizer deletion provide enough information for the model to generalize both 
the basic pattern of variation and language-internal constraints that structure the variation. 

Although ChatGPT is able to replicate language-internal constraints for complementizer 
deletion, it still fails to replicate language-external constraints. Importantly, this failure is in 
generating human community-like patterns, rather than in generating statistically significant 
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patterns. Indeed, outputs with a female and younger prompt generate the overt 
complementizer more than male and older prompts, and class is kept within the regression 
model even though it is not a significant predictor. I suggest this is because the overt 
complementizer is viewed by human speakers as formal (Tagliamonte and Smith 2005, 290), 
despite there being fewer norms surrounding its usage in comparison to other variables. The 
few noncanonical tokens in other variables support this hypothesis, as the prompt generating 
them always included at least two categories of the male/older/working-class combination. For 
example, each of the singular us tokens came from a prompt of an older working-class 
interviewee. In general, it appears that to the extent that the LLM underlying ChatGPT has 
associations between linguistic form and social categories, it associates prescriptive correctness 
with younger/female/middle-class and prescriptive incorrectness with older/male/working-
class. While this association is sometimes accurate for a particular variable, it is not a correct 
generalization overall. 

This problem regarding language-external constraints is a difficult problem to solve because it 
involves overgeneralization both in text generation (most variables near-categorically favor one 
variant, and the few instances of the other variant are categorically from a subset of social 
categories) and in application to variables (not every sociolinguistic variable is externally 
conditioned in the same way). A larger volume of language data alone is unlikely to help; while 
it may lead ChatGPT to generate more human-like variation with respect to usage rates and 
language-internal constraints, it will not address the overgeneralizations with language-
external factors. Effectively, the issue is that both broad phases of how ChatGPT was trained—
the language data itself and comparative rating of potential outputs—appear to be biased 
against non-canonical linguistic variants. Given this, human-like outputs are not truly possible 
without substantial changes to the input. With respect to RLHF training, the solution would be 
to explicitly train ChatGPT on sociolinguistic evaluations. However, it should be noted that if 
there is a correlation in the model already between social categories and prescriptive correctness, 
human raters may have already trained it on sociolinguistic evaluations that yield these correlations. 
Thus, this solution may be less to add a new input to the model and more to fix a potential flaw 
of it. With respect to the training language data itself, the solution would be to restructure 
training corpora away from formal, written sources such as Wikipedia and books and towards 
sources more representative of natural speech (cf. Warstadt and Bowman 2022). This may 
additionally require tagging the training data for speakers/writers’ demographic information, 
which would raise serious ethical issues (Hovy and Yang 2021). Both including sociolinguistic 
evaluations in RLHF training and restructuring training corpora would require retraining the 
model from the ground up. 

7. CONCLUSION 

A great deal of recent work (Gulordava et al. 2018; Linzen and Baroni 2021; Asher et al. 2023; 
Zhuang et al. 2023; inter alia) has explored whether LLMs have linguistic competence. Such 
competence is typically framed within a grammatical perspective: Can LLMs make 
generalizations about and generate text adhering to syntactic and semantic properties of human 
language? This article suggests that investigating the linguistic competence of LLMs should 
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extend to sociolinguistic competence, or whether they can generate and evaluate sociolinguistic 
variation in a human-like manner. I outline criteria that an LLM must satisfy in order to be 
considered sociolinguistically competent, and illustrate how to test these criteria through a case 
study of controlled text generation using ChatGPT. Overall, we find that, when prompted with 
information effectively limited to speaker demographics, ChatGPT fails the basic test set here of 
properly generating human-like sociolinguistic variation.  

Note, however, that this is a single case study which tests a single LLM’s ability to generate 
human-like text representing a single dialect of English. This means that the data and 
interpretation of it naturally have some key limitations. These limitations, however, point 
toward directions for further research. If, as I suggest, ChatGPT’s difficulty with the task of 
properly generating sociolinguistic variation lies in how the model was trained, the results here 
do not necessarily indicate that all LLMs, including those with a quite similar architecture to 
ChatGPT, will have the same difficulties. Indeed, testing a wide range of LLMs has the potential 
to shed light on not only whether the general architecture(s) of such models can generate 
variation, but what aspects of model pre-training and fine-tuning, if any, promote or impede 
the generation of variation and which settings (for example, higher vs. lower model 
temperature) influence the generation of variation. In this sense, testing whether a given LLM 
can properly generate sociolinguistic variation can serve both as a test of that model’s 
capabilities and as a window into how and to what extent such models learn human-like 
language. Likewise, if the dialect studied here is particularly underrepresented in the training 
data, the failure to properly generate specific regional variants may not be replicated with other 
dialects better represented in the training data. Exploring ChatGPT and other LLMs’ capabilities 
to generate a wider range of dialectal variation will be necessary to fully assess their 
competence in generating regional variation. Regardless, ChatGPT’s failure to properly 
generate sociolinguistic variation that is widely found across English dialects is notable. 

At the same time, the information provided in the model prompt is worthy of further 
exploration, particularly because prompt engineering is one current approach to achieving 
controllable text generation. This case study intentionally provided relatively minimal 
information in the prompt used for text generation. While this is another limitation to the study, 
I maintain that such minimal information represents an important baseline condition for 
assessing the sociolinguistic competence of ChatGPT and other LLMs, particularly when it 
comes to generating variation. As the results show, if it is to yield outputs indicative of the 
model having sociolinguistic competence, ChatGPT may need more information than I 
provided. Indeed, it is quite possible that prompts which include explicit requests for local 
dialect usage, particular kinds of accents, etc., will find more success in generating outputs 
suggestive of sociolinguistic competence. As noted above, such prompts are not viable for 
testing LLMs’ sociolinguistic competence because they conflate the task of generating variation 
with the tasks of performatively using third-order indexicals and directly linking speakers’ 
social categories and linguistic usage. However, given the baseline established here that 
demographic information alone is not sufficient for ChatGPT to properly generate human-like 
variation, such prompts suggest two lines of inquiry for further research: how much 
background information is necessary for an LLM to display signs of sociolinguistic competence, 
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and given this, how does the sociolinguistic competence of that LLM compare to that of humans? 
Given the current performance of ChatGPT, the basic test illustrated in this case study will be 
useful both as a first step in evaluating additional/future models’ sociolinguistic competence 
and for setting a baseline of necessary information when prompting any given model to 
produce sociolinguistic variation. 

AVAILABILITY OF DEPOSITED DATA 

The ChatGPT-generated transcripts, Python code used in processing transcripts, raw data 
containing sociolinguistic variable tokens, and R code used to analyze “family” size and 
complementizer that deletion may be found in an OSF repository with a CC-By Attribution 4.0 
International license (Duncan 2024). 
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