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Abstract

The objective of every digital transmission systisntio provide the receiver exact copies of
the information generated by the source. Synchatioiz is then a critical function which has
to be guaranteed to avoid problematic effects kbad to the degradation of the received
signal and an incorrect detection of the origin&gnsmitted symbols. Some of these harmful
effects include incorrect sampling and demodulatbrihe received signal or inter-symbol

and inter-carrier interference, among others.

In the EU project QStream, digital signal transmoissn the 60 GHz frequency band has been
addressed. As a part of this project, a demonstrgtdbeing developed to prove that
communications at such frequencies is possibl€0IGHz systems, like in any other digital
communications system, it is necessary to achiette frequency and timing synchronization.

For this reason, the implementation of synchromrpatecovery algorithms is essential.

This diploma thesis analyzes the difficulties thzdn appear when implementing a
transmission system based on a 60 GHz standardifiSpky, this thesis will particularize its
studies to the IEEE 802.15.3c-2009 standard, strisevery easy to adapt the results to other

standards.

IEEE 802.15.3c is a revision to the IEEE 802.1382 standard for high rate Wireless
Personal Area Networks (WPAN) which defines altéuea physical and MAC layers

operating in the millimiter wave, and can reaclesaif up to 5 Gb/s.

The IEEE 802.15.3c standard specifies differenspiay layer transmission modes [1]:
a) Single Carrier PHY (SC PHY).
b) High Speed Interface PHY (HSI PHY).
c) Audio/Visual PHY (AV PHY).

This document thesis is focused on the study ofstimehronization issues for the SC PHY
and HSI PHY modes of the IEEE 802.15.3c standand.tite single carrier based SC PHY
mode, a number of algorithms that compensate teetedf the symbol timing offset have
been tested. On the other hand for the OFDM basddPHY mode several algorithms have

been implemented to achieve both timing and casgiachronization recovery.



In summary, the aim of this diploma thesis is toycaut a literature study about the different
algorithms that can be employed to achieve synehation in both Single Carrier (SC) and
Orthogonal Frequency Division Multiplexing (OFDM)ystems, showing the different
characteristics of each algorithm as well as theaathges and disadvantages they can offer.
After that, several algorithms will be selected amdplemented using the Simulink
environment, and they will be fully tested and cam®a according to the configuration

parameters of the IEEE 802.15.3c standard.
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1. Basic Synchronization Fundamentals. 1

1. Basic Synchronization Fundamentals.

This diploma thesis challenges the possible symshation difficulties that can appear when
implementing a transmission system based on theé IBE2.15.3¢c-2009 standard, which
defines two types of transmission modes: Singleri€afSC) and Orthogonal Frequency
Division Multiplexing (OFDM). In this chapter theabics of SC and OFDM are explained,

along with the degradation caused by synchroniaagroors in both systems.

1.1 Synchronization in SC systems

Single Carrier modulation is the classic choice cihhas been employed for decades to
implement all kinds of free-space transmissioneyst The basic scheme of a single carrier

based system is depicted lBigure 1

PULSE
x(nT) X(nT/N) X(t) sSC
SHAPING > >
Data Stream FILTER ADC MODULATOR
A
CHANNEL
ejZTrfct
y(nT) SYNC. | y(nTN)| PULSE f ynT/N) Ly sc ()
<—Received ALGORITHM [ SHAPING DAC |« DEMODULATOR [
FILTER
Stream
e-jZTrfct

Figure 1: Basic Single Carrier system scheme.

The data source symbols containing the source nrdbon are generated and shaped to
originate the baseband pulses. This pulse shajiteg ipsamples the signal to provide N
samples/symbol to the Analog to Digital Convert&D(C), which transforms the digital
signal into an analog signal. Afterwards the anaiggal modulates a carrier frequency and is
transmitted through the channel. In the receivee,sihe signal is demodulated and converted
into the digital domain by the Digital to Analog @Berter (DAC) to get the original baseband

pulses. These pulses are filtered by a matcheck midaping filter and the synchronization
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algorithm finally selects the correct value of thymbol by interpolating the N received

samples.

The low-pass representation of the received sigfiat the matched filter assuming perfect

synchronization can be written as:

y(t) =2 Gh(t =iT) +n(t)

where {g} corresponds to the originally transmitted symbdi&) corresponds to the impulse
response of the whole transmission system, anccoftesponds to a white Gaussian process

with two-sided spectral density/R.

1.1.1 Synchronization errors in SC

In real SC systems synchronization is far from el case. The transmission is usually
affected by both timing and frequency deviatioroesy which can be introduced by the time
propagation of the signal from the transmitterhte teceiver, by the effect of the channel or
by imperfections at the transmitter or receiver ponents (sampling clock, local oscillator,
etc). Taking these deviation errors into accourd,received signal can be rewritten as:

y(t) = z Ge'h(t —iT —7T) +n(t)

where 7 refers to the symbol timing offset andtorresponds to the frequency deviation. In
this document, only the symbol timing synchroniaatwill be analyzed, assuming always

perfect carrier synchronization for the SC system Q).
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The effect of the symbol timing offset (or jitterdn be easily understood by observiigure
2

Figure 2: Optimum sample point in the eye diagram

The figure shows the eye diagram formed by the ethgmlses of a received signal. As
shown, the optimum sampling point would be the puwiith the highest energy. However, a
symbol timing deviation £ ), makes the receiver to sample signals in anyrgibmt, which
can lead the detector to decide that a differentb®} was transmitted. The timing recovery
algorithms provided in this diploma thesis preténdestimate this offset7() so that the

correct value of the symbols can be recovered.

In the SC PHY mode, the frame format specifiedh@ standard easily allow integer timing
synchronization, i.e. to avoid timing offsets thetactly correspond to a multiple of the
sample time. Integer timing synchronization is dfere considered as part of the frame
synchronization and will not be studied in thisdise which will focus on the fractional

timing synchronization recovery.

1.1.2 SC PHY mode characteristics for IEEE 802.15.3c

In this section, the main characteristics of thEEE302.15.3c standard that are related with
symbol timing synchronization in single carrier reodill be described. There are many
aspects of the physical layer that are fully spediin the standard like the symbol spreading
or the Forward Error Correction (FEC) techniquiat tvon’t be taken into account, since this

document will focus on the performance of the syogization recovery algorithms.
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1.1.2.1 Constellation Mapping
There are five modulation schemes that are spddifiethe SC PHY mode. In this diploma
thesis four of them will be tested(2 BPSK,n/2 QPSK,n/2 8-PSK andt/2 16-QAM. The

symbols will be mapped according to these consifis:

Q Q
m2Bpsk | di /2 QPSK did

m216-QAM A ddadad,
1110 1010 1110 1010
o o331 @ o

1111 1011 | 1111 1011
[ @+ @ o

? -1 +‘1 +‘3
D \ \ \ \ >
[ ) @1 @ o
1010 1010 1010 1010
@ °
1010 1011 1010 1011

Figure 3: Constellations specified for the PHY S@mby IEEE 802.15.3c standard

Then/2 indicator implies &/2 phase shift counter clock-wise, according to:

z,=j"xd, n=12,..N

where j = V-1, dn corresponds to the original symbols, andefers to the rotated symbols.
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1.1.2.2 Pulse shaping filters
The standard doesn’t specify the pulse shapingr fito the classical raised-cosine-filter can
be used. This filter is defined as [2]:

l-a
JT 1 If|< 3
— U _ -a +a
G(f) = ﬁcos%@fﬂ 1+a) —<lfls=
0 otherwise

whereq is the roll-off factor, i.e. the excess bandwidthhe filter.

The scheme of the modulation including ti2 rotator and the pulse shaping filter is depicted

in Figure 4
Re[z,] Re[c,]
: > Pulse shaping filter >
dn /2 Chip ping Quadrature
» level rotator modulator
> Pulse shaping filter >
Im[z,] Im[cn]

Figure 4: Scheme of the modulation including #f#rotator
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1.2 Synchronization in OFDM systems

The HSI PHY mode of the IEEE 802.15.3c standardaised in the Orthogonal Frequency
Division Multiplexing (OFDM) modulation. This muttarrier modulation is very common in
wireless communication nowadays, due to its rolmsstnagainst frequency selectivity in
multipath channels. A great number of current wessl systems like DAB, DVB, WiFi,
WIMAX or LTE make use of the OFDM. The basic schemh@n OFDM modulation system
is depicted irFigure 5[4].

NG~ S 4,@_, Yo
t t
el ez
ERea. {1}
Data Stream S/P f Z x[k] Channel rlk] f P/S Output
Xo, X1,...XN-1 ef2rit 2t Yo, Y1,-..Yn-1

X % @ Vi

izt g2t

Figure 5: Basic OFDM system scheme.

The bandwidth is divided into several orthogondichannels, each one of them corresponds
to a different subcarrier. This orthogonally betwesubchannels makes possible for the

receiver to recover the originally sent information

Every symbol of the data stream modulates a difteseibcarrier frequency, and is sent
through the transmission channel together withrésé of the modulated data symbols. In the

received, every symbol is demodulated by the sarneasrier.

In this way, the data information is spread allngldime between the different subcarriers,
allowing the system to reduce the number of cortsecdata symbols lost due to frequency
selective fading, giving the possibility of recowey the original information when using
Forward Error Correction (FEC) techniques. Higure 6 the distribution of the OFDM

subcarriers along time can be seen.
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time

frequency

Figure 6: Distribution of the OFDM subcarriers algriime

As seen, a Guard Interval (Gl) is left betweendhta symbols along time to reduce the Inter-
Symbol Interference (ISI). To completely avoid ti®l and highly reduce multipath

interference, this Gl is filled with a copy of tlast part of the data symbol, which is known as
the Cyclic Prefix (CP).

¥ N ¥ Ny

Symbol i-1 Symbol i Symbol i+1

I | |

Te Tsym

t

Figure 7: Cyclic Prefix extension of the OFDM symbo
1.2.1 OFDM System Model

According toFigure 5 an OFDM symbol is expressed like [3]:

IS j2t | 5 t
x(t)—{ZXne } rect(_l_j

n=0

wheref, is the subcarrier frequency (a multiple of thecauber spacindsuy), N is the total
number of subcarriers, ang, represents the original data symbols. Every OFDM®I is
transmitted during an intervaD[ T]. To assure the orthogonally between subcarrides,
inter-subcarrier spacing must be proportionallyerrse to the symbol duratiofy (= 1/T).
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The discrete implementation of the OFDM systemlwamritten as:

N-1 j27kn
ij— 1 k=012,..N-1

_ 1 N
){k]—WX( N —szne

n=0

wherek is the subcarrier index and also the time inddterAadding the CPx[K] correspond
to {X[N-G], ... x[0], ... x [N -1]}, where G is the length of the guard interval.

It is clear from the previous formula that thesmesaoperations can be easily performed by
using an Inverse Fast Fourier Transform (IFFT) allgm in the digital domain, avoiding the

use of several oscillators.

A practical scheme of the complete OFDM system rhisd@ally showed inFigure 8

Xo Xo Yo L Yo

X1 X1 Y1

P/S Add | K] k] | Remove S/P
cP Channel cp

Data Stream S/P

P/S Output
Xo, Xt,-- Xn-1

Yo, Y1, Yo

144l
144

YN-1 Yn-1
Xn- Xne1 > ———»
[ A1 N

Figure 8: Practical OFDM system scheme.

As seen, the OFDM symbol is formed by performing tRFT of the data stream and by
adding the Cyclic Prefix. After the channel, the SRemoved and the FFT is performed to
recover the data symbols.

1.2.2 Synchronization errors in OFDM

Synchronization in OFDM systems is much more semstb frequency and integer symbol
timing errors than in SC systems due to the N tiloeger duration of an ODFM symbol and
the intercarrier interference produced by the loE®rthogonality between the subcarrier

frequencies [5].

The received signal including the synchronizatioors can be represented as:

j2rke

Mk]=yk-7le ¥ +nk]  k=0,12,..,N-1
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where 1 represents the integer symbol timing offsegpresents the frequency deviation and
n[k] corresponds to a white Gaussian process. @myinteger timing offset is considered
because it is assumed that the fractional timifigephas been compensated after the matched

filter in a similar way that it is done in the Sgs&ems.

Not dealing with integer symbol timing errors caad to inter-symbol interference (ISI),
since the last data symbols of the current OFDM nwill have an effect on the next
OFDM symbol; and inter-carrier interference (Iddgcause a delay on time translates into a

inter carrier interference after the FFT.

To understand how timing offset generates IS| &iddee the example Figure 9 where an

OFDM system that employs only 4 subcarriers is ctepi

ISI

Y1 X
A

ICI " gjomit

J

Yo X J' #Yq >
J
J

#o |

Y1 Yo Y1 Y2 s 4}/’,®—,
=1 ICI e-jztrfzt
Y2

P / S Output

#Y2

A4

#Y3

g2t

Figure 9:Timing offset in OFDM produce both ISI ag

The incoming stream should Bgy: Y- y3, but due to a timing offset of 1 symbal £1), the
incoming stream i§.; Yo Y1 Y». That means that the first oscillator will dematal a symbol
from the previous OFDM symboly.), which corresponds to ISI; and the rest of the
oscillators will demodulate every symbol with a wgosubcarrier, which corresponds to ICI.

Therefore, the output stream will not ¥gY; Y, Yz as it was expected.

Concerning the frequency synchronization errorsy tlead to ICI, losing the orthogonality

between the subcarrier frequencies. A time-vanduatse deviation is introduced by the factor
j27ke
e N of the previous formula, which implies a rotatiohthe points of the constellation

symbols at the receiver (segure 10.



1. Basic Synchronization Fundamentals. 10

Scatter Plot
4 "“""ic
‘e
3 » L. et 'n_
# i»‘ 1\
3 ,?.' -~ .
0 ; x
E 1 1' o, \.s L
5 T 3 r r
; i & %
g 0 .' ;
3
E 1 gi . " 4 -
: | - &
: K
-2 . - -
i
“, f
3 . al ol _@“’ a"“
(9N TR
v
-4 -3 -2 -1 0 1 2 3 4

In-phase Amplitude

Figure 10: Rotation of the points of the constéliatdue to the frequency deviation

This time variation of the phase offset follows thext curve with a periotNgr1/ ¢ that

fluctuates betweenr-andr.
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- >
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Figure 11: Time-variant phase error introduced ietOFDM symbol

1.2.3 SC HSI mode characteristics for IEEE 802.15.3c

In this chapter, the main characteristics of thEEEB02.15.3c standard that are related with
symbol timing and carrier synchronizations for @&DM mode will be described. As it
happened in the SC PHY mode, the standard spenifey aspects of the HSI PHY physical
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layer that will not be considered in this thesis faxus on the performance of the

synchronization recovery algorithms.

As described in the chapter 1.2.1, it is necessaaghieve not only fractional but also integer
symbol timing synchronization before the OFDM demlatbr to avoid ISI and ICI. The
fractional symbol timing synchronization can beiaehd in the same way as in the SC mode,
so in this thesis we will only focus on the integgmbol timing synchronization and the

carrier frequency synchronization.

1.2.3.1 Timing Relatted Parameters
The OFDM specified timing-related parameters whaech in the interest of this study are

listed in the next table:

Parameters Description Value Formula
fs Reference sampling rate 2640 MHz
Tc Sample duration ~0.38 ns
N, Number of subcarriers/FFT size 512 1/f,
Nysc Number of data subcarriers 336
Np Number of pilot subcarriers 16
Ng Number of guard subcarriers 141
Npc Number of DC subcarriers 3
Ng Number of reserved subcarriers 16
Ny Number of used subcarriers 352 Nysc+ Np
Ng Guard Interval length in samples 64
Subcarrier frequency spacing 5.15625 MHz fo/ N
BW Nominal used bandwidth 1815 MHz Nyx Afsc
Teer IFFT and FFT period ~193.94 ns 1/Afsc
T Guard Interval duration ~24.24 ns Ng x T¢
Ts OFDM Symbol duration ~218.18 ns Terr+ Ta
F OFDM Symbol rate ~4.583 MHz 1/Ts
Ncps Number of samples per OFDM symbol 576 N+ Ng

Table 1: Timing Related Parameters
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1.2.3.2 Subcarrier frequency allocation

The mapping of the different subcarriers within@QiRDM symbol is summarized in the next

table:
Subcarriers type Number of subcarriers Logical subcarriers indexes
Null subcarriers 141 [-256:-186] U [186:255]
DC subcarriers 3 -1,0,1
Pilot subcarriers 16 [-166:22:-12] U [12:22:166]
Guard subcarriers 16 [-185:-178] U [178:185]
Data subcarriers 336 All others

Table 2: Subcarrier frequency allocation

1.2.3.3 Pilot Subcarriers

In every OFDM symbols 16 pilot subcarriers are ueld to allow for coherent detection,
channel estimation and frequency synchronizatidres€ pilot signals shall be placed into
logical frequency subcarriers [-166:22:-10Q] [12:22:166]. The value of the m-th pilot
subcarrier of every OFDM symbol shall be defined as

_Ja+j)iV2  me 035791315
" la-i)V2 me 1246810111214

1.2.3.4 Constellation Mapping

There are three modulation schemes that are spktifiehe HSI PHY mode. In this diploma
thesis two of them will be tested: QPSK and 16-QAMe symbols will be mapped
according to these constellations:

QPSK 2 @ bakbox+1 16 QAM 4° bakba+1bar2bae3
0010 0110 1110 1010
o o o o

0011 0111 1111 1011

=N
o
-
-

e o ® o ®
.‘1 +1 -‘3 .‘1 +1 +‘3
I I I I I I |
R ) e @ °
00 01 0001 0101 1101 1001

o o
0000 0100~ 1100 1000

\j
Figure 12: Constellations specified for the PHY H&lde by IEEE 802.15.3c standard

None of them include a symbol rotation like it haped in the SC PHY mode.



2. Synchronization Algorithms 13

2. Synchronization Algorithms

The literature comprises a vast list of algorithmgerform symbol timing recovery or carrier
frequency recovery for either SC or OFDM modulasiohn this chapter some of the
synchronization techniques which present bettefopaance will be explained, choosing
several of these techniques to be implemented |aietiand analyzed in chapter 3.

As it was mentioned before, this diploma thesisiges on fractional symbol timing recovery

for SC systems and integer symbol timing recovexy @arrier recovery for OFDM systems.

2.1 Synchronization Algorithms for SC Systems

All kinds of synchronization algorithms for symbahing recovery are based on estimating
the timing offset (timing measurement) and applying this estimatmthe sampling process

(timing correction) [2].

Timing offset recovery algorithms can be classifiedeedforward and feedback algorithms.
Based on this classification, the following alglnits will be analyzed in this section:
* Feedforward Algorithmsfor Timing Recovery:
0 Square Timing Recovery
* Feedback Algorithmsfor Timing Recovery:
o Gardner Timing Recovery
o Modified Gardner Timing Recovery
o Early-Gate Timing Recovery

2.1.1 Feedforward Algorithm for Timing Recovery

The following scheme corresponds to a Feedforwkgarighm for timing recovery:

y(t) y(nT/N) PULSE |y(TN) ! Ly
—» DAC » SHAPING : > CORRESOR ——
FILTER ! ' Received
, 1 Stream
H A i
i | TIMING
; ESTIMATOR :

Figure 13: Feedforward Algorithm for Timing Recoystructure
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As seen, from the N samples/symbol available aher pulse shaping filter, the timing
estimator algorithm calculates the timing offsdtefi, the timing corrector uses this estimate
to obtain the correct value of the current symboinberpolating between the N samples. This

interpolation is illustrated ifigure 14

A
9(t)
po

i

\ ,
.

Figure 14: Interpolation of the N samples of thenbgl to obtain the correct value

In the example, a 2PAM waveform signal upsampledl samples / symbol is showed, where
the dots represent the samples of the digital signa the dashed line represents the analog
equivalent signal. The timing corrector interpotatee received samples to get the correct

valuey(t, ). The interpolation instant depends on the estichéitaing offset 7, has been

calculated by the timing estimator algorithm.

2.1.1.1 Square Timing Recovery

The Square Timing Recovery Algorithm [6,7] is oné tbe simplest symbol timing
synchronization algorithms, but quite effective whide timing offset is stable enough. It
divides the received signal by groups of L symbalsere the delay can be considered

constant. In every group of symbols, a single valie timing offsetr is estimated.

The received signal y[k] has been filtered by thése shaping filter in the transmitter and the
receiver, so there should be a main spectral coergaat 1/T that is easily detectable when
the deviation is constant. Since the received signsampled at a higher rate of N/T, it will
be easier to detect the spectral component at 1/T.

To perform this spectral detection, the algorithaiculates the FFT of the squared received

signal at the symbol rate 1/T. The angle of thisfitment gives then a very good estimate of
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the symbol delay. The complete formula and schesael by the algorithm to estimate the
timing offset are:

.1 | (RHDIN-1 o
= Eang{ > Mil'e j

i=kLN

y(nT/N) | PULSE | y(nT/N) 7
—»| SHAPING > g | FFT »| -1/2n angle ( ) —>
FILTER

Figure 15: Square Timing Recovery Algorithm scheme

Its main drawback is that is not such an effecéilg®rithm with time-variant offsets

2.1.2 Feedback Algorithm for Timing Recovery

The algorithm for timing recovery is depicted ir tlollowing figure:

v y(TN) | PULSE  |y(nT/N) TIMING y(nT) y(nT)
— %/ DAC » SHAPING » CORRECTOR ved

FILTER Received

Stream

4

A 4
eky| TIMING

< ERROR

DETECTOR

LOOP
FILTER h

Figure 16: Feedback Algorithm for Timing Recovedrysture

In this case, the timing offset estimatiajlk]) of the current symbol, provided by the Timing
Error Detector (TED), is smoothed by a loop filserd used by the timing corrector to obtain

the correct value of the next symbol by interpolgtihe received signal.

The interpolator used depends on the implementiiisce, being the linear and the Farrow
interpolators the most common ones. The loop fiter also be freely chosen but is usually
specified by the designer of the algorithm.
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In all the three algorithms presented in this sectithe loop filter consists of a simple FIR
fillter of one tap. The overall timing offset foretmext symbol is then updated from the

estimation of the current timing offset like:
[ =T+ ydK]

and the interpolation instant (sampling instant)tfee next symbol can be calculated as:
b =KT + 7,y

whereT is the time period between symbdiss the time index (symbol index) amds the
step size (gain of the loop filter). The exampleth#d Figure 14for Feedforward algorithms
illustrates also Feedback algorithms. The onlyedéhce, as it has been just explained, is that

I,., is calculated instead af, by the Feedback algorithms, and that a loop-fitersed.

The convergence of the algorithm to a stable tinufiget is faster whepis greater, but the
remaining timing offset is higher. On the other dhathe convergence of the algorithm is

slower and the timing offset is smaller whelmas a smaller value [8].

2.1.2.1 Gardner Timing Recovery

The Gardner Timing Recovery Algorithm [9] is probalbhe best known symbol timing
synchronization algorithm. It has been extensietployed as a result of its simplicity and

its independency of the carrier phase.

In every iteration, the Timing Error Detector cdites the new timing deviation estimation
(e[k]) employing the current (yf) and the previous (yft]) corrected symbol values, and an
intermediate interpolated value between both ofmth{g[tk.1/2]). The formula to obtain the

estimation e[k] can be written as:
¢k] = Oyt = Yt ]y Ttecss2)

wheret,_,,, =(t,, +t,)/2,0{a} represents the real part af anda’ represents the complex

conjugate ofa. Since it is a fractional symbol timing offsetigsdtor, the value of e[k] must
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be always in the interval [0, T], normalizing efk fit into this interval by a ‘modulus after

division’ operation when necessary.

The following picture showing a 2PAM waveform sigean be considered to explain how

the algorithm works [10]:

A

iR

./
y(t) "yt

Figure 17: Operation principle of the Gardner alggim

It is assumed tha§/(t,_, and y(t, )are the correct values of the symbols, buf seconds
timing delay providesy(t,_, gnd y(t, ) instead. In this situation, the slope of the imediate
symbol y(t,_,,, Wwill have a different value from zero that will heseful to calculate the

timing offset.

Despite its many advantages, the Gardner algofitasnthe inconvenient of having too much
self-noise, i.e. too much timing offset presenttba estimation generated by the algorithm
itself.

For example, when using multilevel signals like M@, the intermediate samples don't
have to be zero even when there is no delay, whalrs in a higher timing offset. A similar
problem can be found when working with narrowbaigals, which forces to uses a roll-off

factor of the raised-cosine filters between 0.4 And

2.1.2.2 Modified Gardner Timing Recovery

The high levels of self-noise of the Gardner recpadgorithm are a drawback that has been
fully analyzed in the literature. Several modifioas of the Gardner algorithm have been
proposed (examples in [11, 12]) based on prefilteor compensation techniques. Since one

of the objectives of this diploma thesis is to parf good synchronization in M-QAM
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systems, an algorithm proposed by Leng in [10] seaks to perform better than the Gardner
algorithm with this kind of signals has been anatyiz

The main idea is simple: sincgt,_,,, doesn’t have to be zero, the data symbol influence

(dependent on the constellation) is removed, sbthlieoverall factor can be zero. The new

expression for the calculation of the timing offestimation is:

dK] = OfYitea] = Vit Vit sl = B0t Mt
wheref depends on the shaping pulse like:

_g(T/2)
g g(0)

If the exact expression of then pulse is unknofrgan be iteratively calculated by the

expression:
Bi = B+ MMtiwo] = B Mtea] + Vit 1]

wherey is the step size parameter.

A
Y(tes)
-
/ N V() P 4
fk,l%\\ /)' t
« ] Ay + )
\}\f :y fi /
v 11
Yty {\ i //
. \v}/
y(t) "yt

Figure 18: Operation principle of the Modified Gaer algorithm



2. Synchronization Algorithms 19

2.1.2.3 Early-Gate Timing Recovery

The Early-Gate Timing Recovery algorithm [14] igwsimilar to the Gardner algorithm. Its
philosophy is based on the same principle, butidensg the value of the current symbol
(y[tk]), and the half-way values between the last arel dlarrent symbols (yt]), and
between the next and the current symbols.(yj}).

The formula for the timing offset estimation cakttitn is:

gk] = D{[y[tk+1/2] - y[tk—llz]]y* [tk]}

Theoretically, its performance is better than treedBer algorithm for M-QAM modulations,
but in the rest of the cases, its performance iss&dor high SNR values due to its greater
levels of self-noise. For low SNR values it worksttbr for higher roll-off factors of the
raised-cosine filter.

AN P ad
« /»xy(tm,z)

y(t) ~y(t)

Figure 19: Operation principle of the Early-Gategakithm
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2.2 Synchronization Algorithms for OFDM Systems

The great popularity of the OFDM based systems magivated a great number of

synchronization algorithms for both symbol timingdafrequency recovery. Different

techniques have been proposed to deal with syndation problems, and many of them can
face timing and frequency synchronization togetheithis chapter, a study of the literature
has been performed. Examples of well-known algorghof each type of technique are
explained before some of them are directly impletegiand analyzed in chapter 3.

It is possible to distinguish between Data-Aided &on-Data-Aided algorithms, although
there are many other ways to classify the OFDM Byarazation algorithms. The algorithms
explained in this section are summarized hereinafige name of the first of the authors who

proposed the algorithms has been used to ideiigiynt

» Data-Aided Synchronization Algorithms
o Nogami Algorithm
= Preamble-Aided and Pilot-Aided Algorithm.
o Classen Algorithm
= Pilot-AidedAlgorithm.
0 Schmidth Algorithm
= Preamble-Aided Algorithm.
0 Awoyesila Algorithm
» Preamble-Aided Algorithm.
* Non-Data-Aided Synchronization Algorithms
o Van De Beek Algorithm
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2.2.1 Data-Aided Synchronization Algorithms

Data-Aided algorithms are identified for using knmowtransmitted data to perform
synchronization in the receiver. Most typical caséshese algorithms are Preamble-Aided
and Pilot-Aided techniques. In the first case, avkm transmitted data preamble is
periodically employed, while in the second caseneilots are sent together with the

information data.

2.2.1.1 Nogami Algorithm

The Nogami algorithm, proposed in [15] by Hirostodgémi and Toshio Nagashima, is one of
the first successful preamble-aided synchronizaigorithms. It makes use of the following

transmitted OFDM frame structure to achieve cafrisguency deviation synchronization:

Null Pilots Data Data | ... Data

time

Figure 20: Nogami's algorithm frame structure

Every time slot corresponds to a complete OFDM mAs seen, a first symbol formed
only by null symbolsX,=0, ¥n) is transmitted so that the drop in the receivedgr can be
used to detect the start of the beginning of then&. The second slot, which combines null
symbols with some pilot symbols distributed ovee tthole OFDM symbol, will be the
preamble used to achieve synchronization at theivec After this symbol, only data will be
transmitted, and the receiver will use for each timése symbols the synchronization
information obtained from the second slot, untihew null and pilot OFDM symbols are

transmitted. The structure of the Nogami’s algantis depicted irFigure 21

Received
y(t) Yn On Gk Stream
——» SYNCHRONIZATION FFT >
A by i A 4 A i
’ dopt | FREQUENCY | !
WINDOW ! | CORRELATOR > :
FUNCTION 5 ESTIMATOR |
: /Y = i
: wik) v |
| SYMBOL DEVIATION
! PATTERN ESTIMATOR | !

Figure 21: Nogami’s algorithm scheme
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After the CP removal, the received signal is ml#gh by the Hanning window function
defined by:

o} =1-c0{%j k=0,1,2,..,N-1

The result §,=bny,) is then applied to the FFT of the OFDM demodulatoobtainGy. The
properties of the Hanning function increase theigren of the estimation, highlighting clear

local peaks ifGy| in those subcarriers where the pilots are sent:

0.8

0.6+

IG

0.4r

0.2+

. e

-200 -100 0 100 200
OFDM subcarriers (k)

Figure 22: Peaks of | at the pilot frequencies

A first rough estimation of named g:is obtained from the frequency shift that achiethes
maximum value of the correlation between the valfels,| and the transmitted frequency

pattern:

dopt = arggna){z W(k - d) | Gk |j
k

where d is a shift of the window patte) (which is expressed by:

1 X #0
0 otherwise

The estimatiork’ of every subcarrier frequency is obtained as:

" - .
ki = ki + dopt + L 2yl ) Wher'Q/i = ‘ kit G 1
1+, ‘Gki+dom
~ 1-28 Gki+dop[+l
or ki =k +d,,, ———, wherg§ = ‘

+ [
1 ! ‘Gki"'dopt
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From these estimations, a value of the frequenejatens for every subcarrier frequency is
derived as:

& =

ki+Jl(i B K~ i+l
l ki+1_ki
Finally, the average of these values provides aajloestimation of the frequency
synchronization deviations.

£=El&]
2.2.1.2 Schmidl Algorithm

The Schmidlalgorithm, proposed in [16] by Timothy M. SchmidicaDonald C. Cox, is a

preamble-aided synchronization algorithm which emgpla preamble structure that was quite
innovate when it was first released in 1997. It baen the base for many current algorithms,
since it can be used for either continual or disooilous transmission. It uses the following

frame structure:

Training 1| Training 2 Data Data | ... Data

time

Figure 23: Schmidl's algorithm frame structure

Two different training OFDM symbols are used. Thestftraining symbol is formed by
mapping a pseudo-noise (PN) sequence at the eequoeincies of the IFFT, inserting null
symbol at the odd frequencies. Such distributicovigles an OFDM symbol which has two
identical halves in time, which will be used to &sle fractional carrier frequency and integer
symbol timing synchronization. The PN sequence beghosen from the external points of
the constellation to increase the energy.

The second training symbol is formed by a PN seceemn the even frequencies to help
determine the integer frequency deviation and femdiht PN sequence on the odd frequencies

to measure these subchannels if needed.

The structure of th&chmidls algorithm is depicted iRkigure 24

rik] Integer Timing Fractional Frequency Integer Frequency
—» Synchronization | Synchronization »  FFT »{ Synchronization ——p
(TD) (TD) (FD)

Figure 24: Schmidl's algorithm scheme
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Both timing synchronization and fractional frequgmeviation synchronization are achieved
by employing the first training symbol in the tirdemain (before the FFT), while the integer

deviation synchronization in achieved in the freggyedomain (after the FFT).

The autocorrelation of the first training symboltlwiwo identical halves is used to achieve

time synchronization. The autocorrelation is coregut a window that slides along time as:

N /2-1

P(d)= > r (d+k)r(d+k+N/2)

where d is the shift index. On the other hand ethergy of the second half of the symbol is:

N /2-1

R(d)= Y [r(d+k+N/2)’

Schmidl and Cox define a timing metric as:

_ [P
(R())?

M (d)

An example of this timing metric is shown in thdldaing:

Timing metric M(d)

Timing offset (number of symbols)

Figure 25: Timing metric M(d)
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As shown, there is a flat area of the curve oflémgth of the CP. The maximum of this flat
area is considered as the timing offset estimate:

7 =argmaxM (d)}

On the other hand, due to the frequency deviattenfwo identical halves of the first training
symbol will have a phase difference between them of
¢g=Te

which can be estimated from the autocorrelatione/&f):

@=angl{P(d))
The fractional frequency deviation is then compuwed

g =2

il
The second training symbol can be used to achleventeger frequency deviation, correcting
first the fractional frequency deviation to avoittar carrier interference (ICl). Afterwards,

the number of even positions of the second traisyrgbol can be calculated:

2

2.8 (i+29)v (i)s,(i +29)

B(g) = “EW >
Z[lez(i)ﬂ

where g covers the range of possible frequencyatiewss,s; ands, are the FFT of the two
corrected training symbols andis the PN sequence mapped on the even frequenicibs

second transmit symbol.
Finally, the integer frequency deviation is caltethas:

£ == argmax{B(g)}

g

—a|no
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2.2.1.3 Awoyesila Algorithm

The Awoyesilaalgorithm, proposed in [20] by AdegbengaABvoyesila, Christos Kasparis
and Barry G. Evans, isne of the most efficient preamble-aided synchratnon algorithm
that are based in the Schmidl algorithm. It combilwav complexity with fast convergence,
and only employs one symbol training:

Training Data Data Data | ... Data

time

Figure 26: Awoyesila’s algorithm frame structure

This training symbol has the same structure aditseof the two symbol training used by
Schmidl and Cox: PN sequence mapped in the everasudrs and null symbols mapped in

the odd subcarriers.

Although the algorithm scheme includes new blockspath timing to face multipath
channels, they will not be explained in this settisince the only channel which will be
tested in this diploma thesis is the AWGN chanirethat case, the implemented part of the
Awoyesila’s algorithm employs the same structure as the Scheradjorithm (seeFigure
24).

The correlation of the received training symbolperformed in the same way as in the
Schmidls algorithm:

N/2-1
P(d) = Zr*(d +k)r(d+k+N/2)
k=0
but the defined timing metric differs from the atlaégorithm:

M., (d) =GLHZ|P(d—k)|2

where G is the length of the guard interval (Gl).
An example of this timing metric is shownhigure 27
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Timing metric Mc(d)

Timing offset (number of symbols)

Figure 27: Timing metric Mc(d)

A more clear maximum than in the Schmidl's algaritban be distinguished. Therefore, the

integer timing offset and the fractional freque@yiation are obtained as:

7 =argmaxM _(d)}
d
A 1 A
£, =—angl¢P(7))
T
and the received signal can be partially correated
leol K] = e "™

The fractional frequency deviation has been comageds andr_, k ]can only include the

effect of an integer frequency deviation.

For the AWNG channel case, where there is a siagieing path, theéAwoyesila’salgorithm

can be simplified, and the integer frequency démmatan be calculated as:

U(r,k) =r [d +KISTK]; k=0,.,N-1
| (7,i) =|FFT{U 7, K)}; k=0,.,N-1
& =argmax| (r.i)}

where S[k] is the training symbol with the two itieal halves in the time domain (after
IFFT).
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2.2.1.4 Classen Algorithm

The Classen algorithm, proposed in [22] by Ferdih@fassen and Heinrich Meyr, is a known
reference as pilot-aided frequency synchronizasitgorithm. Instead of sending dedicated
training symbols, it sends pilot-symbol on a fevowm subcarriers of every OFDM symbol.

It differentiates between two operation modes: #Huguisition mode, where the large
frequency deviations are challenged; and the tnacknode, which constantly compensates
the small frequency deviations. Therefore, thet fiteige performs coarse synchronization,
leaving the fine synchronization to the secondestddpe structure of the Classen’s algorithm

is depicted irFigure 28

¥ N FREQUENCY Yeor ()~ Y ]
> CORRECTION FFT > Received
Stream
EXTRACTION >
DELAY y(t+D) | FREQUENCY Yeor (t+D) | FET YiD
D SAMPLES v CORRECTION v
7'y
Yrw Ypg+0
Y A 4
o< facq STAGE 1:
h ACQUISITION
D t}rack STAGE 2:
- TRACKING

Figure 28: Classen’s algorithm scheme

Every new received OFDM symbol, together with ad2ands delayed version of itself, is
corrected in the receiver using the previous esiomaf the frequency deviation. The FFT is
applied to both OFDM symbols (the original and tedayed one), and the values which
correspond to every pilot subcarriékg)) are extracted and employed to get a new frequency

deviation estimation.

In the acquisition stage, an initial coarse freqyeteviation estimaticq is obtained:

(eS|

k=0

f., = iargmax
o 277- ftrial

where Ypy and Ypy:p have been frequency-corrected with differepf thosen by the
implementer of the algorithn®(k) is a vector containing the index of the pilot caitriers, ¢
and g are the values of the pilot symbols and D is thenlper of symbols that can be placed

between two pilot symbols.
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In the tracking stage, it is assumed that the remm@ideviation is inferior to the half of the
subcarrier spacing, so it can consider a similaraion to a single carrier case, and apply a

similar recovery algorithm. The fine frequency ageMn estimateyfxis then achieved like:

e = 55 00 o i)

whereYp( andYpy+p have been frequency-corrected with thgdbtained in the first stage.

2.2.2 Non-Data-Aided Synchronization Algorithms

Non-Data-Aided algorithms avoid the insertion ofespl known information in the
transmitter to achieve synchronization in the reeeiln this section, an efficient example of

this kind of algorithms is explained.

2.2.2.1 Van De Beek Algorithm

TheVan De Beelalgorithm, proposed in [23] by Jan-Jaap van de Bekgnus Sandell, and
Per Ola Borjessgnis a joint maximum likelihood (ML) estimator of th@teger symbol
timing and fractional frequency deviation syncheation. As a Non-Data-Aided algorithm, it
doesn’t need any transmitted extra data to achsgwehronization, assuming that the data

symbols already contain enough information to doTihe main inconvenience of this

algorithm, is that the frequency deviation musirbéhe rangq£| <1/2, so it cannot perform

integer frequency deviation synchronization.

The algorithm considers an observation interva2d#G samples which include a complete
OFDM symbol and two half OFDM symbol which corresgdao the previous and the next
symbols. N refers to the number of subcarriershef ©FDM symbol, and G refers to the

length of the Guard Interval.

Observation interval

Svmboli-1 . Gryr=lsal LA ‘. Q 1i+1
Symboti-1 < Symbot < Symiol

t

Figure 29: Observation interval of 2N+G samples
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The logarithm of the probability density functidn(r |7,£) of the observed samples is known
as the log-likelihood function.
N(r,&)=logf (r|7,¢)

The maximization of the log-likelihood function,gwide the desired values.

max/A\(7, &)

Assuming that the channel is Gaussian, and aftegrak approximations, the timing and

frequency deviations can be estimated by:
= argmax{ (1)) - pP(1)}
&=-_"angldy(f)}+n
2m

wheren is the integer frequency deviation. We need tamagsthen thah=0 (no integer
frequency deviation error) to achieve the synclratmon. For this reason, the frequency

deviation cannot be greater than half of the sul@aspacing |(£|<1/2), as it was said

before. The factge(m )is an autocorrelation of the received signal, Whuill get its
maximum near the beginning of the OFDM symbol tlsatd the repetition that the CP
insertion involves. On the other had{m is)an energy term, independent of the frequency

deviation.

m+L-1

y(m) = > rlK]r [k+N]

d(m) :%Wz_ K] +[r[k + N]|°

k=m

The weighting factop depends on the received SNR:

| Edrneny | o s
R AP E( TN} 92 +0 SNReL
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3. Simulations and Results

After the literature study detailed in the previogbapter, some of the explained
synchronization algorithms were implemented antktefor an AWGN channel following the
configuration parameters specified in the IEEE 882&c standard. All the simulations were

performed in a Simulink environment, and the resalitained are showed in this chapter.

3.1 Simulations and Results for the SC PHY Mode

3.1.2 Simulations

The following figure shows a capture of the schemased to implement the SC based

system and every synchronization recovery algorithm

—Lrivw ~ Goto
Bemoulli P Rectangular I

l Signal f T AWGN 1 Al
B 4-QAM Square root r

‘naw Q q 8 Delay Z

Bernoulli Binary [symb] 802.15.3¢ 4-QAM Raised Cosine

Generator Transmit Filter time jitter Jitter_nserter AWGN

Modulator
symbols Baseband Channel

\ 4

\ 4

v

o " [E—
Tx symbols Error Rate »
From WL Calculation '
[A] VAN > T'm/LTg R_ehc""e’y »| Rectangular »{Rx
Square root gorithm 16-QAM Ry sy mbols SER Display
Raised Cosine Timing Recovery Algorithm 802.15.3¢ 16-QAM Error_ate

Receive Filter Demodulator Calculation

Baseband

Figure 30: Implementation of a SC system with aegertiiming recovery algorithm

The rotated constellations defined by the standae used (see 1.1.2.1.). The pulse-raised
cosine filters were configured with a roll-off factof a =0.75, a group delay of 3 symbols

and an up-sampling factor of N=8.

Two types of timing offset were used: a constantrtg offset on time and a timing offset that
slightly varies over time following a random dibticion between the timing offset values of
3/16 and 9/16.

The main metric used to evaluate the performancavefy algorithm was the Symbol Error

Rate (SER) instead of the typical Bit Error Rat&R since it is more interesting to analyze
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the amount of complete symbols that were corredtfected as a result of using every

synchronization algorithm.

On the other hand, to analyze the errors on théatlen estimation, the Mean Square Error
(MSE) of these errors were used. The Timing EsionaError was defined as the estimation

error in the timing offset estimation:

where 1 the real value of the timing offset, is the value of the timing offset estimated by the

algorithm andr, is the Timing Estimation Error. The MSE Timing i&sation Error was then
obtained as:

MSE=(r-7)’ =1,

e

3.1.2 Results

3.1.2.1 Influence of the SNR and the modulation

The performance comparison of the proposed timengvery algorithms for different values
of the SNR, using a QPSK modulation and a stepevafithe loop filter of 0.01, is showed in
Figure 31

QPSK - Constant jitter 3 symbols - Step 0.01 QPSK - Slightly time-variant jitter - Step 0.01

10 10
-1 -1
© 10 o 10
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<] <]
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S i Gardner 3 i Gardner =
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[7) -3 %) -3
10 Early Gate 10 4 Early Gate
I Square-Timing ‘ E Square-Timing |
4| Max. Performance [~~~ =~~~ ~f m 4] Max performance [~~~ - %~ "=~
10 1 10 T | ]
0 5 10 15 0 5 10 15
SNR (dB) SNR (dB)

Figure 31: Comparison of the different timing reeoyalgorithms for different SNR
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As seen, all the performance of all the proposgdrahms is almost the same. In the case of
the constant timing offset, the algorithms exaathatch the curves that provides the
maximum performance, i.e. the curve obtained withcensidering any syncrhonization

aspect. When using a slightly time-variant offgbe algorithms are not so close to the

maximum performance curve for high SNR, but theysill very close nevertheless.

These curves indicate that all the algorithms mtexthe same performance with the employed
timing offsets, reaching almost a perfect synchration. It seems clear that all the algorithms
can handle a constant and a slightly time-varidfget distribution. In fact, comparing the
MSE Timing Estimation Error, it can be seen thenested deviation of the square-timing
algorithm is the most accurate, which proves thatdlightly time-variant offset employed is

stable enough from the square-timing algorithm’smpof view.

QPSK - Constant jitter 3 symbols - Step 0.01 QPSK - Slightly time-variant jitter - Step 0.01
005 T T 015 ‘ T T
i Gardner ! i Gardner
C 0048 - -----———-- - -1 Gardner-Modified | § 014\ -~~~ ;’ 1 Gardner-Modified |
2 ! Early Gate u ! Early Gate
ch | Square-Timin § 018 -\ -1 Square-Timin
§ 003} -\ --—---- - & g g | i 9
g ‘ ‘ £ 0.12 | ‘
S 1 1 aseel N T T
M 002 -y ---- P e, 2 | |
> ‘ ‘ Eo11l- - NC AR S
£ 1 1 = ‘ 1
o X S e — 7 :
u ‘ ‘ S 01— N T == |
E | ' |
0 5 10 15 0 5 10 15
SNR (dB) SNR (dB)

Figure 32: Comparison of the MSE timing estimatoror of the different timing recovery algorithms

Nevertheless, provided that all the algorithms @enfthe same way for the used timing offset
the comparison of the performance between the ithgos and the different modulations of
the standard when introducing the slightly timetaair offset is depicted ifigure 33 Only
the Gardner’s algorithm curves together with theiimam performance curves are showed to

avoid confusion.
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Symbol Error Rate vs SNR

BPSK Max
BPSK
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—¥— QPSK
8PSK Max
8PSK
16QAM Max
—— 16QAM
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Figure 33: Comparison of the different timing reeoyalgorithms for different modulations

It can be noted that when the modulator has a greaimber of levels, the curves that
represent the algorithms are farther from the marinperformance curves, which show the

degradation of the performance of the algorithmisrfaltilevel signals.

3.1.2.1 Influence of the constant timing offset and the step gain

In this section, the SNR needed to achieve a SER ¥ is fixed to study the performance
of the algorithms when changing the value of thestant timing offset and the step gain of
the loop filter. For this SER, the Probability Dap$-unction (PDF) of the Timing Estimation

Error of the Gardner’s algorithm is:
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Figure 34: Probability Density Function of the timg offset estimation errors
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As can be seen, most part of the timing offsetrexonis estimations provide values below the
20 % of the period of the symbol. For other aldons and other modulations, the range is

very similar.

A SER value of 5- I8 corresponds to a SNR of 10 dB for QPSK and 17B%0d 16-QAM
(see Figure 33. Once these values are fixed, the performancehefalgorithms when

changing the constant timing offset value is degich the following picture.
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Figure 35: Performance of the timing algorithms whahanging the constant timing offset value

As seen, all the algorithms have a very similaravesur for any constant timing offset,
except for when there is no timing offset introdiickn this case, the Square-timing algorithm
has still the same performance, but the feedbaykitthms show very poor results because of
the great self-noise that have this kind of aldonis.

Finally, the influence of the step gain of the |ddfer of these feedback algorithms is showed
in Figure 36 The best results for QPSK and 16-QAM are achievkedn using a loop gain
step value of 0.01. The worst value is achievednwisng a step of 0, which corresponds to
not using the timing offset estimation. Such a gabfi the step gain reduces the self-noise of
the algorithms, but increases the convergencedinige same.
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Figure 36: Comparison of the performance of théngralgorithms when changing the loop gain steueal



3. Simulations and Results 37

3.2 Simulations and Results for the HSI PHY Mode

In this section the results obtained when evalgatine Awoyesila and Van de Beek
synchronization algorithms for OFDM will be analgze

3.2.1 Simulations

The following figure shows a capture of the scheéetnased to implement the OFDM based

system and every synchronization recovery algorithm

Bernoulli P Rectangular {——pp»| OFDM Modulation P»(In £ o Gotol
Binary 4-QAM z »(In =
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e —
Tx symbolsl Error Rate o
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OFDM Syncrhonization
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Recovery Algorithm 16-QAM Rx symbols SER Displayl
OFDM Syncrhonization OFDM-Demodulation 802.15.3c_16-QA Error_Rate

Recovery Algorithm Demodulator Calculation
Baseband

Figure 37: Implementation of a OFDM system withemeyic timing recovery algorithm

The main changes introduced consist of includirgg @DM modulator and demodulator,
and the frequency deviation inserter. Only consggnibol timing offset will be introduced,

and the same metrics to evaluate performance widlrialyzed.

Both the SER and the MSE Timing Estimation Errotrias will be used, together with a new
metric: the MSE Frequency Estimation Error. It baen defined as the estimation error in the

frequency deviation estimation:

where ¢ the real value of the frequency deviatian,is the value of the frequency deviation
estimated by the algorithm arg] is the Frequency Estimation Error. The MSE Fregyen

Estimation Error is then obtained as:

MSE= (e - &)’ =¢&.°

e
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3.2.2 Results

3.2.2.1 Characterization of the algorithms without deviations introduced

When using a synchronization recovery algorithns itnportant to notice that there is always
a penalization introduced by the same algorithmctvhig called self-noise of the algorithm.
That means that if no timing offset and no freqyemeviation are introduced at the
transmitter, there will be some synchronizatioroesrat the receiver. The reason is that the
estimation of the deviation, which is zero in tlogse, is not perfect. Obviously, in real
systems there are always synchronization errorsheaain of using these algorithms will
justify its use in these situations.

However, it is necessary to characterize the padoce of the algorithm under these
conditions, so these are the curves obtained wieéh Awoyesila and the Van de Beek

algorithm when no errors are introduced:

Symbol Error Rate

Van de Beek —=

Aw oyesila SIZIZZIZZZZZCoH

|
Max. Performance |- ---------- i
10 I
0 5 10 15
SNR (dB)

Figure 38: Performance of the algorithms when nuidons are introduced

The results show what seems to be a very bad peafare of the synchronization algorithms.
Both algorithms achieve more than the 80 % of tineneous received symbols and are very

far of the maximum performance curve.

The reason that explains this behaviour is that dlfte frequency deviation recovery, there is
always a remaining frequency deviation due to ermrthe estimation process. These errors

are common in every synchronization algorithm aaddt mean they are bad algorithms. In
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fact, their estimation of the correct frequency &intk offset is quite accurate, as can be seen

in the following figure:
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Figure 39: MSE of the estimation errors when nmesrare introduced in the transmitter

However, as explained in section 1.2.2, the frequeleviation in OFDM adds a time variant
j27ke
phase error which rotates the constellation acogrth the factoe N . Due to the frequency

deviation estimation errors, there is still a rasidfrequency deviation that rotates the

j27ke,
constellation according to the facter N . This phase error will always exist as soon as

there is any remaining frequency deviation, se itecessary to compensate this rotation.

The solution adopted to compensate it, is to useilot subcarriers specified by the standard.
Since the phase of the received symbols is knownyeal as the phase that the pilots should

have, we can easily estimate this phase deviatohcarrect the whole constellation. This

solution can only be adopted because only a sresitiual frequency deviatiore/) is left

due to the errors in the frequency deviation edtona If the frequency deviation had not
been reduced before by the frequency estimatiochsgnization algorithm, it would have

been impossible to recover the original symbolg/ avith the subcarrier pilots, since such a
great frequency deviation introduces such a highthl@at completely damages the whole
OFDM symbol.
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However after applying these changes, there isasibd performance:
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Figure 40: Performance of the algorithms after appd) the rotation compensation

The new reason that explains this bad performasagelated to errors in the timing offset
estimation process. The algorithms usually protiwecorrect integer timing offset value, but
sometimes they also provide an erroneous valuechwtianslated to the FFT affects the
whole OFDM symbol.

To reduce the number of errors, the second solygroposed is to realize an average of the
estimated timing offset over time. By doing thise taverage smoothes the estimation along
time, avoiding the instantaneous errors on thengnuffset estimation process to corrupt so
many symbols. The curves obtained by applying fieisond solution are depicted in the

following figure.
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Figure 41: Performance of the algorithms after appd the average of the timing offset estimation
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This is the best performance that has been achiembdut inserting any timing offset or
frequency deviation. It is important to remembeaattim real systems there is always added
protection, like FEC codes, scrambling or spreadihthe information, etc. That would help
to completely recover the original data. But irstthesis, they do not have been implemented

to focus on the performance of the synchronizgtimtess.

Finally, the performance of the algorithms whemgshe 16-QAM modulation together with

the two proposed solutions is showed:
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Figure 42: Performance with a 16-QAM modulatioreafapplying the two proposed solutions

As seen, the performance of the two synchronizaatgorithms is much close to the

maximum performance when using a 16-QAM modulation.

3.2.2.1 Performance of the OFDM synchronization algorithms

After characterizing the behavior of the synchraticn algorithms and understanding how to
get the best performance from them, they can novested with real synchronization errors.
The figure shows the results obtained after insgré timing offset value of 3 symbols and a

frequency deviation of the 25% of the subcarriercapy (0.2%fsc).
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Figure 43: Performance when inserting a jtter ay@nbols and a freq.deviation of 045c

It can be seen that the Awoyesila algorithm prowidetter results for high SNR rates than the
Van de Beek’s algorithm, which provides better hssfor low SNR rates. The reason that
explains this is that the Awoyesila algorithm jadttains one deviation estimation when it
receives the training symbol, using the same esima for all the rest of the OFDM data

symbols until a new training symbol is receivedisTmeans that if the estimates are good
enough (high SNR), a lot of OFDM symbols will beoperly corrected and if the estimates
are bad (low SNR), a lot of OFDM symbols will becreously corrected. On the other hand,
the Van de Beek algorithm estimates one deviatalonevfor every new OFDM symbol, so a

good or bad estimation will affect only that onl{*DM symbol.

In the following figure, the timing and frequencgwviation MSE of the two synchronization

symbols can be seen:
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Figure 44: MSE of the estimation errors when inisgrta jtter of 3 symbols and a freq. deviation &fHfsc
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As seen both synchronization algorithms are quitaieate There is a residual deviation left
in both timing and frequency recovery. The frequewdeviation MSE for high SNR is
approximately 6.45- IDwhile the timing offset MSE for high SNR is appimately 9- 1C.

Finally, to analyze the distribution of the erroes,SNR of 10 dB has been fixed, which
implies a SER of 6.3-10for the Van de Beek algorithm and 2.1%1for the Awoyesila

algorithm.
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Figure 45: PDF of the frequency deviation estimatérors for 10 dB of SNR

The Probability Density Function of the frequencgvidtion errors shows that both
algorithms show a similar precision, providing \edbelow the 2% of the subcarrier spacing.
The differences in the figures are related to tveek number of estimations that provides the

Awoyesila algorithm in contrast to the Van de Badgorithm.
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4. Conclusions

In this diploma thesis, different options to ackeesynchronization in 60 GHz systems have
been studied, implemented and analyzed for Singheri€@ and OFDM systems. The
implementation was particularized for the IEEE 8823c standard, using a Simulink

environment and an AWGN channel.

For SC systems, the implemented algorithms showadas performance under a constant
timing offset and a slightly variant introduced ing offset. Also, all the algorithms were
very close to the maximum performance, which prdiaasthe timing offsets introduced were

stable enough for them, so they could all challesygehronization in those conditions.

For the OFDM system, it was necessary to charaetefirst the performance of the
algorithms in the absence of introduced deviatiam®rder to minimize their self-noise. The
bad performance of the algorithms related with aaveidable time-variant phase offset
produced by the remaining frequency deviation wasected by using the pilot subcarriers
defined in the standard. The other penalizing factbe remaining timing offset after
synchronization, was reduced by averaging the astisnalong time. The best possible
performance was then achieved.

The Van de Beek algorithm showed better performdocéow SNR, with the drawback of
being only able to compensate a limited fractioinatjuency deviation of one half of the
subcarrier spacing. On the other hand, the Awogeddorithm showed better performance
for high rates of SNR, being able to perform integaed fractional frequency deviation
estimation,but with the drawback of the waste sbteces that implies the need of sending a

dedicated OFDM training symbol to perform synchration.
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5. Future work

Synchronization in digital communications systesisuch a huge subject of study that it is
always offering new possibilities. For that reasmany new tasks can be performed by using

this thesis as a start point.

First of all, all the implemented algorithms anceeuvhe basic transmission systems can be
deeply analyzed and even improved. For exampleditifierent configurations of the pulse-
shaped filters could lead to a different perforneaatthe algorithms that would be interesting
to analyze. Also, there are many algorithms inliteeature which could be implemented and
tested.

Secondly, the channel employed for all the simatetiwas the AWGN channel, which is a
good starting point to analyze the basic perforreaat the algorithms. But it would be
necessary to test the algorithms on the real tresssom channels that affect every desired

application of the 60 GHz transmissions systems.

Furthermore, the frame synchronization of both S& eOFDM systems could be

implemented, since it is another aspect of the lmypmszation. This could permit to integrate
the synchronization algorithms into a complete g¢maission system which included all the
features of the standard, like Forward Error Cdrmoec(FEC), spreading and scrambling of
the information, etc. The overall performance & flynchronization algorithms in a complete

transmission system would be then analyzed.

In addition, this thesis has focused on testingghaposed synchronization methods for a
concrete 60 GHz standard: tieEE 802.15.3&tandard. However, the task of adapting these
algorithms to another 60 GHz standard like HBEE 802.11adtandard is very simple. Even
more, it would also be a straightforward task t@pmdthese algorithms to many other

standards and transmission systems.

Finally, all this studies could be complementedtdsting the performance of the algorithms
on real hardware. The Software Defined Radio (SB8lutions could be the employed

hardware to realize these tests.
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