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REMARKS

A fluid is any body whose parts yield to any force impressed on it, and by yielding, are

easily moved among themselves.

Sir Isaac Newton, from Section V, Book II of the Frincipia, 1687.

Numerical precision is the very soul of science.

Sir D'Arcy Wentworth Thompson, Scottish biologist and natural scientist, 1917.

Music is the pleasure the human mind experiences from counting without being aware

that it is counting

Gotttried Wilhelm Leibniz, 1646-1716
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ABSTRACT

ABSTRACT

In the event of hypothetical accident scenarios in PWR, emergency strategies have to be
mapped out, in order to guarantee the reliable removal of decay heat from the reactor core,
also in case of component breakdown. One essential passive heat removal mechanism is the
reflux condensation cooling mode. This mode can appear for instance during a small break
loss-of-coolant-accident (LOCA) or because of loss of residual heat removal (RHR) system

during mid loop operation at plant outage after the reactor shutdown.

In the scenario of a loss-of-coolant-accident (LOCA), which is caused by the leakage at any
location in the primary circuit, it is considered that the reactor will be depressurized and
vaporization will take place, thereby creating steam in the PWR primary side. Should this
lead to “reflux condensation”, which may be a favourable event progression, the generated

steam will flow to the steam generator through the hot leg.

This steam will condense in the steam generator and the condensate will flow back through
the hot leg to the reactor, resulting in countercurrent steam/water flow. In some scenarios,

the success of core cooling depends on the behaviour of this countercurrent flow.

Over several decades, a number of experimental and theoretical studies of countercurrent
gas—liquid two-phase flow have been carried out to understand the fundamental aspect of
the flooding mechanism and to prove practical knowledge for the safety design of nuclear
reactors. Starting from the pioneering paper of Wallis (1961), extensive CCFL data have

been accumulated from experimental studies dealing with a diverse array of conditions

A one-dimensional two field model was developed in order to predict the countercurrent
steam and liquid flow that results under certain conditions in the cold leg of a PWR when a

SBLOCA (small break loss of coolant accident) in the hot leg is produced.

The countercurrent developed model is able to predict the pressure, temperature and
velocity distributions for both phases. This computer code predicts this scenario by solving
the mass, momentum and energy conservation equations for the liquid and for the steam

separately, and they are linked by evaluating the interfacial condensation and heat transfer,
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the steam wall condensation and heat transfer, and the interfacial friction as the closure

relations.

The convective terms which appear in the discretization of the mass and energy
conservation equations, were evaluated using the ULTIMATE-SOU (second order
upwinding) method. For the momentum equation convective terms the ULTIMATE-

QUICKEST method was used.

The steam-water countercurrent developed code has been validated using some
experimental data extracted from some previously published articles about the direct
condensation phenomenon for stratified two-phase flow and experimental data from the

LAOKOON experimental facility at the Technical University of Munich.
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RESUMEN

En el hipotético escenario de un suceso que ocasione un accidente en un PWR (reactor de
agua a presion), se han de establecer las estrategias de emergencia a seguir con el fin de
garantizar la evacuacion del calor residual del nucleo del reactor, asi como en el caso de

una hipotética rotura de aun componente.

Un mecanismo pasivo esencial de extraccion del calor es el modo de refrigeracion por
reflujo de condensado. Este modo puede aparecer durante un pequefio LOCA (Loss Of
Coolant Accident) o por una pérdida del sistema de extraccién de calor durante operacién
de medio lazo tras una parada del reactor. En el escenario de un LOCA, el cual esta causado
por una pérdida de refrigerante en algun lugar del circuito primario, se considera que se
producira la despresurizacion del primario y la consecuente vaporizacién de parte del fluido

presente en las ramas del primario, lo cual generara vapor en el circuito primario.

Esto nos conducird al fenémeno del reflujo de condensado. El vapor generado fluird a
través de la rama caliente hacia el primario de los generadores de vapor. Este vapor
condensara en las paredes de los tubos en U de los generadores y volvera hacia la rama
caliente resultando en el fenémeno de flujo bifasico liquido/vapor en contracorriente. En
ciertos escenarios la correcta refrigeracion del nucleo depende del comportamiento de este

flujo e contracorriente.

Durante varias décadas se han realizado diversos estudios tedricos y experimentales del
fenémeno del flujo bifasico liquido/vapor en contracorriente con el fin de entender el
mecanismo del reflujo y con el fin de obtener conocimiento practico para asegurar la
seguridad de las centrales nucleares. Partiendo del articulo pionero de Wallis (1961), se han
acumulado extensos datos sobre el CCFL (countercurrent flow limit) para un amplio

abanico de condiciones de flujo.

Se ha desarrollado un modelo numérico de flujo bifasico liquido/vapor en contracorriente
con el fin de predecir los perfiles de presion, temperatura y velocidad de ambas fases. Este
codigo predice la distribucién de las principales variables fisicas en este escenario

resolviendo numéricamente las ecuaciones de conservacion de masa, momento y energia
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por separado, y acoplandolas a través de las llamadas condiciones de salto o de cierre. Estas
condiciones son la friccion interfacial, la condensacién en la pared de la zona de vapor y la

condensacion y transferencia de calor en la interfase.

Los términos convectivos que aparecen en las ecuaciones de conservacion de la masa y de
la energia han sido evaluados usando el método ULTIMATE-SOU (second order
upwinding). Para los términos convectivos de la ecuacidn de conservacién del momento se
ha utilizado el método QUICKEST en combinacién con la estrategia ULTIMATE.

El cédigo bifasico liquido/vapor en contracorriente que se ha desarrollado ha sido validado
haciendo uso de datos publicados en diferentes articulos relacionados en revistas
internacionales sobre condensacion directa, y haciendo uso de datos obtenidos en la

instalacion experimental LAOKOON en la Universidad técnica de Munich.
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En I'hipotétic escenari d"un succés que ocasione un accident en un PWR (reactor d"aigua a
pressid), s"han d’establir estratégies d’emergéncia a seguir amb la finalitat de garantir
I'evacuacié del calor residual del nucli del reactor, aixi com en el cas de I'hipotétic

trencament de algiin component.

Un mecanisme passiu especial d’extraccio de la calor és el mode de refrigeracié per reflux
de condensat. Aquest mode pot aparéixer durant un menut LOCA (Loss Of coolant
Accident) o per una péerdua del sistema d extraccié de calor durant I"operacié en mig llac
darrere d’'una parada del reactor. A I'escenari d’'un LOCA, el qual esta causat per una
pérdua de refrigerant en algun lloc del circuit primari, es considera que produeix la
despressuritzacio del primari i la consequient vaporitzacié de part del fluid present en les

branques del primari, el qual produira vapor en el circuit primari.

AcO ens portara al fenomen del reflux de condesat. El vapor generat fluira a través de la
branca calenta cap al primari dels generadors de vapor. Aquest vapor condensara en les
parets dels tubs en U dels generadors de vapor i tornara cap a la branca calenta resultant en
el fenomen del flux bifasic liquid/vapor a contracorrent. En certs escenaris la correcta

refrigeracio del nucli depén del comportament d"aquest flux a contracorrent.

Durant varies decades s han realitzat diversos estudis teorics y experimentals del fenomen
del flux bifasic liquid/vapor a contracorrent amb la finalitat d’entendre el mecanisme del

reflux i obtindre el coneixement practic per assegurar la seguretat de les centrals nuclears.
Partint de I"article pioner de Wallis (1961), s’han acumulat extenses dades sobre el CCFL

(countercurrent flow limit) per a un ampli ventall de condicions de flux.

S’ha desenvolupat un model numeric de flux bifasic liquid/vapor a contracorrent amb la
finalitat de predir els perfils de pressio, temperatura i velocitat de les dues fases. Aquest
codi prediu la distribucié de les principals variables fisiques en aquest escenari resolent les
equacions de conservacié de massa, moment i d"energia per separat i acoplant-les a través

de les anomenades condicions de salt o de tancament. Aquestes condicions son la friccié
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interfacial, la condensacid en la paret de la zona de vapor, i la condensacié i transferéncia

de calor a l'interfase.

Els termes convectius que apareixen en les equacions de conservacio de la massa i de
I’energia han estat avaluats usant el métode ULTIMATE-SOU (second order upwinding).
Per al calcul dels termes convectius de I'ecuacié del moment s"ha utilitzat el métode
QUICKEST en combinacié amb |"estratégia ULTIMATE.

El codi bifasic liquid/vapor a contracorrent que s"ha desenvolupat ha sigut validat fent Us de
dades publicades en diferents articles relacionats en diverses revistes internacionals sobre
condensaci6 directa, i fent Us de dades obtengudes en la instal.laci6 experimental

LAOKOON en la Universitat técnica de Munich.
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NOMENCLATURE

NOMENCLATURE

T Interfacial temperature  (K)

Ty  Saturation temperature  (K)

Py Steamdensity  (Kg/tn

A,;  Steam flow area (f

U,; Steam velocity (m/s)

W¥,;  Condensation rate per unit area and time (Kg/8g-m

P..«; Interfacial contact perimeter between the steam and the liquid phase (m)
o, Liquid density  (Kg/m)

A;  Liquid flow area (rf)

u ; Liquid velocity (m/s)

dx ; Node length (m)

T4  Liquid viscous shear stress at the steam wall N/m

Tgs Interfacial shear stress (NI

Py Steam pressure (Pa)

P Liquid pressure (Pa)

g; Gravity (m/$)

€,  Steaminternal stored energy (J/Kg)

Qg.;  Steam-wall heat flux (W/fn

q;i ; Steam-interface heat flux (W#n

P.:  Liquid wall contact perimeter (m)

Py:  Steam wall contact perimeter (m)

fa:  Steam wall friction coefficient............ccooo (dimensionless)
fws  Liquid wall friction factor.........cccocvevie i, (dimensionless)
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NOMENCLATURE

Interfacial friction factor...........ccooo i, (dimensionless)
Condensation mass during one time step in one @&

Condensation mass during one time step in onetéte steam wall

Liquid interfacial heat transfer during one time step in one cell J)
Steam interfacial heat transfer during one time step in one cell (@)]
Steam temperature (K)

Liquid temperature (K)

Interface temperature (K)

Convective heat transfer coefficient to the exterior  (%m
Thickness of the condensate film (m)

Pipe wall thickness (m)

Pipe radius (m)

Steam area angle (rad)

Outer radius (m)

Inner radius (m)

Steam wall interfacial temperature (K)

Liquid area angle (rad)

Liquid wall temperature (K)

Steam wall temperature  (K)

Exterior temperature (K)

Liquid wall thermal resistance (K/W)

Steam wall thermal resistance (K/W)

Rate of generation of the K phase per unit volume  (Rg/m
Heat transfer to the liquid wall at one time step and one cell (J)

Heat transfer to the steam wall at one time step and one cell (J)
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NOMENCLATURE

h,.; Liquid interfacial convective heat transfer coefficient (RKoN

hyim ;  Steam interfacial convective heat transfer coieffic (WInfK)

K,; Liquid conductivity (W/mK)

Ky;  Steam conductivity (W/mK)

Dh,; Liquid hydraulic diameter (m)

Dh,; Steam hydraulic diameter (m)

Re,;  Liquid Reynolds NUMDEr..........ccccoiiiiiiiiii i (dimensionless)
Re,; Steam Reynolds NUMDEr............cooiinnnniini (dimensionless)
Ja; Jakobh NUMDBET.......uueiiiiiiccec e e e (dimensionless)
Pr; Liquid Prandtl nUMDBEer..............ooiiiit e (dimensionless)
M Liquid dynamic viscosity (Pa-s)

Uy Steam dynamic viscosity (Pa-s)

Cp,; Liquid specific heat at constant pressure  (J/KgK)

hw,;  Liquid wall convective heat transfer coefficient (W/mK)

hw, o0 ;Steam wall sensible heat transfer coefficient (m

G Liquid Grashof NUMDBET............oeevviiiee e e (dimensionless)
Gr,;  Steam Grashof number............c.c.co (dimensionless)
hy; Steam enthalpy at the bulk (J/Kg)

hy;  Phase change latent heat (J/Kg)......ccooemnnninnnninns (J/Kg)
h; Liquid enthalpy at the bulk (J/KQg)

Nu,, ; Liquid interface Nusselt number............ccccccceeiiininnn. (dimensionless)
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CHAPTER 1

INTRODUCTION

1.1MOTIVATION

The present work was originated from a CSN (Nuclear Society Council) proposal on the
application of the study “Analysis and simulation of the experiments PKL/OECD and
ROSA OECD (Organization for Economic Co-operation and Development)” to nuclear

plants.

The main objective of the above project is to investigate various safety-related issues in the
experimental programs PKL and ROSA. Our concern in this work is the analysis of test 1.2,
a small break at the lower part of the hot leg leading to a small break LOCA scenario and

the consequent actuation of the safety systems.

This global project also attempts to assure and maintain the capacity of both international as
well as national groups of experts to analyze this kind of events in the case of their

occurrence in Spanish nuclear plants.

Under a small break LOCA scenario, the primary side of a nuclear plant suffers a strong
depressurization. Due to the security actuations and the physical phenomena which undergo
in this scenario, like the reflux due to the condensation at the primary side of the U tubes of
the Steam Generators, and the steam income to the cold leg from the downcomer of the
vessel, a countercurrent steam-water flow at the cold leg might happen. This can lead to a
thermal stratification at cold leg liquid layer due to the low velocities of the liquid and the
cold liquid injection by the HPI (high pressure injection) systems, which can cause a pipe
crack at the cold leg due to the different dilatations of the steel of the pipe which are

dependant on the temperature.

In light water nuclear power plants the thermal stratification can occur in some pipes,

normally during the plant start-ups and shutdowns. Because of the temperature dependence
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of the steel dilatation coefficients, thermal sfiedtion induces axial and tangential

tensions at different pipe locations that may ewaly break them.

1.2 OBJECTIVES

In this work a more deep and detailed study ofttteemal stratification which is produced
under certain circumstances in a nuclear plant,i@rassociated phenomenon like the PTS
(Pressurized Thermal Shock) will be made, in otdegive to the thermal-hydraulic code

TRACE a higher capability when simulating this pberenon.

For achieving this goal, a pseudo 2D thermal-hylitasteam-water countercurrent flow
code was developed in order to mathematically sateubll the phenomena which are

involved into this scenario.

Therefore, a computer program in FORTRAN was dewdo for modelling this
steam/water countercurrent flow in the cold legisTprogram will be used in future to
provide the thermal-hydraulic codes like TRACE waétlbetter tool for simulating this kind

of phenomena.

1.3 BRIEF INTRODUCTION TO THE PHYSICAL MATTER WE
ARE DEALING WITH

We firstly need to be situated at the problem whighare facing. In this way, we might
say that a Nuclear Power plant works by transfgrrireat from a primary coolant
(pressurized water at about 15 MPa) to a seconcaojant (pressurized water/steam at

about 7 MPa) at the Steam generators in a pressuwater reactor (PWR).

The primary coolant water is heated in the core paskes through the steam generators,
where it transfers heat to the secondary coolam¢émta generate steam. The steam then
drives a turbine that turns an electric gener&t@am is condensed and returns to the steam
generator as feedwater. Hot leg pipes connectdhetar pressure vessel (RPV) and the
steam generator (SG), and consist of a combinatiomorizontal sections, single or
multiple elbows, and inclined or vertical sectichspending on the manufacturer of the

reactor.

1.2
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In the event of hypothetical accident scenarios in PWRs, emergency strategies have to be
mapped out, in order to guarantee the reliable removal of decay heat from the reactor core,
also in case of component breakdown. One essential passive heat removal mechanism is the
reflux condensation cooling mode. This mode can appear for instance during a small break
loss-of-coolant-accident (LOCA) or because of loss of residual heat removal (RHR) system
during mid loop operation at plant outage after the reactor shutdown. In the scenario of a
loss-of-coolant-accident (LOCA), which is caused by the leakage at any location in the
primary circuit, it is considered that the reactor will be depressurized and vaporization will
take place, thereby creating steam in the PWR primary side. Should this lead to “reflux
condensation”, which may be a favourable event progression, the generated steam will flow
to the steam generator through the hot leg. This steam will condense in the steam generator
and the condensate will flow back through the hot leg to the reactor, resulting in
countercurrent steam/water flow. In some scenarios, the success of core cooling depends on

the behaviour of this countercurrent flow.

When a liquid and a steam flow in a horizontal tube, they may be distributed in the tube in a
variety of different configurations. At the 1940’s, flow visualization experiments were
carried out to record the various configurations in which gas and liquid may flow together.
Observations of liquid-steam distribution are generally classified by the observers into
separate “flow-regimes”. Bergelin and Gazley (1949) [6] reported five different flow
regimes in horizontal tubes. Later, Baker (1954) [8] classified horizontal two-phase flows
into seven flow regimes. Although the classification of two-phase flows into flow regimes

is somewhat subjective, a certain typical pattern has been observed by most researchers.
Dobson (1994) [88] compiled a list of most typical flow regimes reported in the literature

for condensing horizontal flow.

The stratified countercurrent flow of steam and condensate is only stable for certain ranges
of steam and water mass flow rates. For a given condensate flow rate, if the steam mass
flow rate increases to a certain value, a portion of the condensate will exhibit a partial flow
reversal and will be entrained by the steam in the opposite flow direction towards the steam
generator. This phenomenon is known as countercurrent flow limitation (CCFL) or the
onset of “flooding”. In case of an additional increase of the steam flow, the condensate is

completely blocked and the reflux condensation cooling mode ends. In this situation the
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cooling of the reactor core from the hot leg is asgible, but may be continued by coolant
drained through the cold leg to the downcomer. €bentercurrent flow in the hot leg

under reflux condensation conditions is illustrateéigure 1.1.

steam generator.

u-tubes

reactor pressure vessel

condensate

pump seal

Figure 1.1 PWR piping configuration and reflux condensation flow paths.

Over several decades, a number of experimentattegatetical studies of countercurrent
gas-liquid two-phase flow have been carried outrtderstand the fundamental aspect of
the flooding mechanism and to prove practical kealge for the safety design of nuclear
reactors. Starting from the pioneering paper ofl\&/é1961) [9], extensive CCFL data have
been accumulated from experimental studies dealitiga diverse array of conditions. The
accumulated data have led to the development &f émipirical correlations and analytical
models. Bankoff and Lee (1986) [43] reviewed theodling research in vertical and
inclined channels. They presented a summary ofstheeral important parameters on
flooding and the available flooding models. Thewoalsuggested that more careful
experimentation on the parametric dependence igirest) to investigate the important
parameters. Krishnan (1987) performed a reviewheftivo-phase countercurrent flow in
upright pipe elbows as an analogy of the CANDU t@ateeder pipes (hot leg pipe). A
total of 4 research papers that were availabl&éényear of 1986 (Siddique et al., Wan and
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Krishnan, Wan, and Ardron and Banerjee) are included in his review papers. Krishnan
compared the onset of flooding data obtained from the experimental and the numerical
studies proposed by those authors, and discussed the possible sources of the unexpected

results which were revealed from the above researches.

Finally he recommended that new experiments are also needed to provide information on
the mechanism of flooding. The points above highlight the importance of knowing the

current status of research in this field to better identify the direction of future research.
BASIC TERMINOLOGIES

The basic definitions in countercurrent air—water two-phase flow have been given by Celata
et al. (1989). Those include the terminologies of the onset of flooding and zero penetration
point. For the case of the countercurrent flow in a model PWR hot leg, the detail
terminologies and flow regime have been given by Deendarlianto et al. (2008), and only the
main features are presented here. In their experimental work, the liquid flow rate was kept
constant, and the air flow rate was increased and decreased in small increments and
decrements respectively. Air—water data in a particular test section are used for illustrative
purposes. The trends and values will differ for steam—water data under PWR hot leg
conditions. Two tanks were used to simulate the reactor pressure vessel (RPV) simulator
and the steam generator (SG) separator in the actual German PWR. In the experiment, the
air was injected in the RPV simulator and flowed through the test section to the SG
separator, from which it was released to the atmosphere. The water from the feed water
pump was injected in the SG separator, from where it could flow in countercurrent mode to

the air flow through the test section to the RPV simulator.

For small gas flow rate, the liquid film flows countercurrently with the gas phase in the hot
leg channel. The pressure difference inside the test section is still low, and slightly
increases with the air mass flow rate. This regime is defined as the stable countercurrent
flow. As the gas flow ratertc ) is gradually increased, thus, there is a maximum gas flow
rate at which the down-flowing water mass flow rate {o ) in reactor pressure vessel is
equal to the inlet water mass flow rate. This point is defined as the onset of flooding or
countercurrent flow limitation (CCFL) as shown in Figure 1.2. With further increasing of

the air mass flow rate, the water mass flow rate {(p ) flow into the RPV simulator is
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close to zero. This point corresponds to the zeégoid penetration (ZP). The region
between the CCFL and ZP is defined as partial dgfivegion. In turn, when the gas flow
rate is decreased, a point is reached where adaliptercurrent gas—liquid two-phase flow
is established. This is known as the defloodingipdcaling” in general encompasses all

differences existing between a real full-size indak plant and a corresponding
experimental facility.
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Figure 1.2. Terminologiesin countercurrent gas-liquid two-phase flow in a model of PWR
hot leg presented by Deendarlianto et al. (2008).

1.4THESISDESCRIPTION

This Thesis is organized in 7 chapters, in whi¢hha work done in order to achieve all the
objectives previously named is described.

A short introduction of the matter and a generaraeiew of the thesis are made in the first
chapter.

In Chapter 2 the state of the art of the thermaltification and PTS is described. All the
physical phenomena like the direct contact condemsawhich are involved in the thermal

stratification scenario that we are studying irs thiesis, are also described.
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In Chapter 3 the test 1.2 and its results are described in order to give the reader a general
overview of the experimental data obtained in the LSTF facility by the JAEA (Japanese
Atomic energy Agency). Afterwards, the steady-state demonstration is presented and,

finally, the results of the simulation of the test 1.2 with the TRACE code are also presented.

In Chapter 4 all the conservation equations, physical phenomena and discretizations that we

need for physically simulate this scenario that we are studying are presented
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CHAPTER 2

STATE OF THE ART AND BIBLIOGRAPHIC REVIEW
OF THE COUNTERCURRENT FLOW AND THE
THERMAL STRATIFICATION IN LIGHT WATER
NUCLEAR REACTORS

2.1 INTRODUCTION

Research on Pressurized Thermal Shock (PTS) events is of interest in view of their impact
on both plant operation and nuclear reactor safety issues. The PTS analysis is required to
assure the integrity of the Reactor Pressure Vessel (RPV) throughout the reactor life. An
important part of this analysis is the thermal-hydraulic analysis calculations to determine
the pressure and temperature fields acting on the cold leg and especially on the RPV which
are then used as input parameters for further structural calculations. Several scenarios that
describe what could occur in Small Break Loss Of Coolant Accidents (SB-LOCA) result in
an Emergency Core Cooling (ECC) water injection into the cold leg of a Pressurized Water
Reactor (PWR). The cold water mixes there with the hot coolant, which is present in the
primary circuit. The mixture flows to the downcomer where further mixing of the fluids
takes place. Single-phase as well as two-phase PTS situations have to be considered. In
case of two-phase PTS situations the water level in the RPV has dropped down to or below
the height position of the cold leg nozzle, which leads to a partially filled or totally
uncovered cold leg. Pressurized Thermal Shock implies the occurrence of thermal loads on
the Reactor Pressure Vessel wall. In order to predict thermal gradients in the structural
components of the Reactor Pressure Vessel (RPV) wall, knowledge of transient temperature
distribution in the downcomer is needed. The prediction of the temperature distribution

requires reliable Computational Fluid Dynamic simulations.
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The thermal stratification phenomenon consistshenpthysical separation of the cold and
hot water layers in pipes, pools or tanks, wheeehibt layer occupies the upper portion of

the pipe or tank and the cold layer the lower @dwth layers are separated by a boundary
layer at an intermediate temperature. Despite biags and energy exchange phenomenon
through this boundary layer, it appears that theammemperature of both layers suffers
little changes [Beniussa 1999, Braschel 1984].

In light water nuclear plants in general thermahtfication can occur in their pipes,
basically during start-up and shutdown processelse Ppipes where this thermal

stratification has been found to occur are:
- Feed water lines.

- Spray lines.

- Pressurizer purge lines in PWR reactors.

However, thermal stratification can also occur ipeg that have been isolated because of
valves shutdown and were later reopened and imjewith fluid at lower velocity and

higher temperature.

In this case it has been observed that thermdifetagion in these pipes occurs [Lépez
Zamora 2002], due to the accumulation of the loigenperature fluid at the lower part of
the pipe, and that the higher temperature fluiddtgd flows through the higher part of the
pipe, just if the velocity is small, increasing imal mixing with the velocity [Grebner
1995].

Thermal stratification in tanks and pools appeastiydn the pressure suppression pools of
the new generation of passive reactors due to ifeharge of steam and non-condensable
gases from the containment passive safety condefisart et al. 1999, Auban et al. 2007].

In this case thermal stratification appears becthesénjected steam is generally hotter that

the pool water.

Thermal stratification also forms upon fluid injiect of water into the vessel from the
ECCS system, because the temperature of the wateme from the safety injection is
much lower than the one already existing in thesgkdn this case whether or not thermal

stratification does occur depends on the complesdngiphenomenon happening inside the
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vessel. Recently these phenomena have starteddrpeeimentally studied and with CFD
codes as CFX and FLUENT [Toppila 2007].

The importance of thermal stratification on plaafesy issues is related to the generation of
both axial and tangential tensions in the steebpipnd the reactor vessel leading to

structural damage [Blumer et al. 1987].

Another important kind of thermal stratificationated to PWR nuclear reactors safety is
the PTS (Pressurized thermal shock). This phenomenours when the vessel’s wall of a
PWR reactor is suddenly exposed to a low temperatuater and high pressure while
performing safety injection into the cold leg dgria LOCA accident. In this situation the

HPI (high pressure injection) that enters the ¢efdproduces:
Steam condensation and flow stratification if tiygegs filled with steam.

Thermal stratification if the cold leg is filled thi hot water. In this case the coolant from
the cold leg forms a cold water plume in the downen This plume increases its size in
the downcomer due to thermal diffusion and coneectilhe wall-to-vessel heat transfer to
the plume, have significant effect to the therntadck generated upon the wall [Lele et al.
2002, Theophanous et al. 1984].

2.2 RELEVANCE OF THE THERMAL STRATIFICATION
PHENOMENON

During the 80°s some unexpected thermal stratifinagévents were observed in nuclear
plant pipes; however their impact on thermal loadd mechanical systems tensions were
not accounted for in nuclear plants design [Schn@@03; Dahlberg, 2007]. This situation
changed suddenly when in November, 1987 an increfasalioactivity was detected in the
Farley 2 (USA) reactor that was assumed due t@aekdn the pipe of the core emergency

cooling system.

This accident made the NRC consider issuing theshetgr 88-08 “Thermal stresses in
piping connected to reactor coolant systems”. Sapphts 1 and 2 were issued after a
similar event happened in the Tihange 1 plant. &upent 3 was issued in response to the

event happened in the Japanese plant Genkai 1.
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Due to the interest in thermal stratification inclear plants safety we include below the

objectives of these newsletters:
NRC newsletter Number 88-08 from the 22nd of JUE988 [NRC 88-08, 1988].

“ The objective of this newsletter is to requiretbom have licenses to operate with PWR
Nuclear plants for: (1) To revise their cooling teyas in order to identify every pipe no
isolated connected to them that could be subjedhéomal distributions which would

produce thermal tensions. (2) Take actions in ora@nsure that the identified pipes won't

be subjected to unacceptable thermal tensions”.

NRC newsletter Number 88-08 supplement n° 1 froer2dith of June of 1988 [NRC 88-08
Sl, 1988].

“The objective of this supplement is: (1) providelpminary information about an event in
Tihange 1 which appears to be similar to the onElimange. (2) Emphasize in the necessity
to examine the pipes no isolated and connectedhigocboling system of the reactor to
ensure that there are no indications to be crackiefect. There are no new requirements in

this supplement”.

NRC newsletter Number 88-08 supplement n° 2 froendth of August of 1988 [NRC 88-
08 S2, 1983].

“This supplement emphasize in the necessity to nudtkasonic tests carried out by skilled
personnel to detect cracks in the steel pipes.eTaer no new requirements included in this

supplement”.

NRC newsletter Number 88-08 supplement n° 3 froemttin of April of 1989 [NRC 88-08
S3, 1989].

“ The purpose of this supplement is: (1) provid®imation about a thermal stratification
event in no isolated pipes connected to the priragsyem appeared in a foreign reactor and
similar to the event of the 9th of December of 198 Farley — 2, (2) Emphasize to the
receivers of this newsletter about the need toycaut enough revisions of their primary
systems in order to identify every pipe, connedtethem, no isolated, that could have an

unacceptable thermal stratification,(3) Emphasizéhe necessity to examine the pipes on
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isolated and connected to the cooling system ofréaetor to ensure that there are no

indications to be cracks or defect. There are noneguirements in this supplement”.

New safety concerns appeared connected to theanaions due to stratification at the
Trojan plant pressurizer purge line. This eventtted new NRC, 88-11 newsletter entitled

“Thermal stratification in the purge line of theepsurizer”.
NRC newsletter Number 88-11 from the 20th of Deceind$ 1989 [NRC 88-11, 1988].

“The purpose of this Newsletter is: (1) Ask frone tleceivers to establish and implement a
program to confirm the integrity of the pressurilire if thermal stratification is observed,

(2) Ask from the receivers to inform about the @t carried out to solve this matter”.

When talking about the thermal stratification phaeoon we often refer to the cyclic
temperature stratification phenomenon that can apipethe pipes of a light water reactor,
in which the height of separation or interface esw regions with different temperature
varies with time. It can also vary with time thedgh of the stratified portion of the pipe,

usually called thermal cycling.

This phenomenon is related with:

Thermal stratification.

The penetration of vortex in tees, closed legslaakiages in valves.
Mixing in tees.

This phenomenon is related with thermal loads haimgein the nuclear plants and it can
lead to thermal stress in the components puttindaimger the plant’s safety. These loads

can be due to thermal transients, thermal stratibio or turbulent mixing.

Thermal stratification can also appear in thoseéesys with the structural and operational

plant dynamic conditions shown below:
Horizontal pipes.
Water sources at different temperatures.

Slow flow conditions that avoids the two flows whiare at different temperatures from

mixing.
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It is to be noted that those conditions are preaadthave to be accounted for in the safety

analysis of the systems listed below:
- Incoming feed water in the steam generatore®RWR.
- Incoming feed water to the vessel of the BWR t&a.
- Feed water lines in BWR reactors.
- Purge lines of the PWR reactors.
- Spray lines of the PWR reactors.

- Safety injection in the cold leg of PWR.

2.2.1 THERMAL TRANSIENTS

Although most plant components are designed to Wéhrthe low cycling thermal stress

there is a transient that can produce quick tentperaariations.

This transient is generated by the sudden injeaifan high flux of either cold or hot water
into both horizontal and vertical pipes resultingoi high temperature changes and the

production of damaging thermal shocks.

2.2.2 THERMAL STRATIFICATION

It is assumed that a fluid is thermally stratifiwtien some layers at different temperatures
appear. As a change in temperature results inagehian the water density, the colder water
(higher density) flows to the lower part of theiptent or pipe and the hotter one to the

upper part. The thermal stratification can be di@skinto the categories given below:
- Global thermal stratification

Global thermal stratification appears when flow ditions change, in a large horizontal
section of the pipe, from stratified to not stietlf and then again to stratified.
Stratification will make the pipe to curve (Figu2el), resulting in loads to its supporters,

elbows, and nozzles.
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Pipe with thermally stratified fluid Teotd

Figure 2.1 Effect of the thermal stratification on te pipe deformation

Stratification lewvel A Tensions profile

Hot

Cold

Stratification level B T ensions profile

Hot

Cold

Figure 2.2 Axial thermal tensions profiles originaed by two different levels of thermal
stratification.

- Cyclic thermal stratification

Cyclic thermal stratification is produced in honittal pipes by large cyclic changes in the
height of the hot-cold interface. The cycling casult into pipe cracking by thermal stress
(Figure 2.2).

- Turbulent penetration with thermal cycling

Turbulent penetration with thermal cycling appeahen the length of the stratified portion
changes with time periodically. A typical exampdewthen the main pipe turbulence enters

a secondary pipe with stagnant water and thermstitgtified. Turbulent penetration
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fluctuates with time and produces the axial cycliofj the interface. This kind of
stratification is normally associated with a lo$dlaw in valves (Figure 2.3). It can also be
produced in vertical sections and the cycling m¢tbow (Figure 2.4).

Turbulent penetration Stratified coolants

L f Leaking vaive
‘-‘:V‘ oy Y o
Y ) Q) =
f b Branch lina
[Main Coolant Loop) f
Cycling zone

{potential site for fatigue crack initiation)

Figure 2.3 Thermal cycling in a straight pipe.
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Figure 2.4 Thermal cycling in an elbow.

- “Striping”

The stratification can also be associated with fiiguency temperature variations. In this

case it's called striping. The striping can be sagm quick variation of the position of the
interface (Figure 2.5).

Hot

PV e e e Ve e VS VT N N

Cold

Figure 2.5 Striping
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2.3 THERMAL STRATIFICATION IN PIPES

In this section several kinds of thermal stratifiza scenarios will be presented and

discussed:
- Purge line of a PWR pressurizer.
- Spray lines.

- Other lines.

2.3.1 THERMAL STRATIFICATION IN THE PURGE LINE OF T HE
PRESSURIZER

A typical part where thermal stratification takesrtpin Light water reactors is the purge

line that connects the pressurizer with the printaot/leg.

Thermal stratification arises from the influx ofthwater from the pressurizer to the hot leg
impacting on the lower water temperature exitinghi@ intermediate purge line. The larger
temperature differences do happen during the sfargénd shutdown of the plant. The
temperature difference between the fluid in thespueizer and the one flowing through the
hot leg can reach 180° C during the start-up pocBsiring the shutdown process the
difference is lower and in normal operation it etween 20°C and 40°C. Figure 2.6 shows
the thermal stratification produced by an outgoftmyv from the purge line of the
pressurizer, which is hotter than the fluid flowithgough this line and connected to the hot

leg.

-

Pressurizer

Outgoing flow

Incoming flow
Huotleg

Figure 2.6. Thermal stratification in the purge lineof the pressurizer due to the flow
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through itself.

The flow stratification in the pipe originates amgerature distribution in the cross section

of the metallic pipe that results into local medbahtensions.

A very important aspect to take into account isdbeemetry and the layout of the line of
the pressurizer purge. These pipes normally hadiaraeter between 250 and 400 mm and
big lengths (more than 20 m) between the hot letythe pressurizer. This line normally
has a small vertical length at the exit of the pueizer that changes to horizontal, having

several elbows before entering the hot leg, seer€ig.7.

u— & Prossuniet

Figure 2.7 Layout of a purge pressurizer line of a Wstinghouse plant

In September 1987, the temperature differencesdmivwhe upper and lower part of the
purge of the Muelheim-Kaerlich plant were measutadsome cases they reached 180 °C
(325 °F). High temperature differences were alsasued at the San Onofre plant (units 2
and 3) [Riccardella, 1992].

Also thermal stratification dynamics induced damagnotion displacements at the Trojan

plant purge line resulting into permanent line defations.

In view the above observations Newsletter 88-1% isaued on December 1988 by the
NRC specifying purge line thermal stratificatiodatdation requirements to operate PWR

reactors.
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Recently measured thermal stratification effectshat Paks Hungary VVER-440 plant

purge line have been calculated by the ANSYS-CFXec@Boros et al. 2007). Three

months long measurements showed that during thet'gplamormal operation periodic

stratification is produced at the purge line witda minutes period, in line with the

operation of the pressurizer heaters. However dutiis normal operation interval, the

maximum temperatures difference between the hot taedcold layer was of 30 °C,

showing the absence of any critical stresses durorgnal operation of the plant. By the
way, the temperature monitoring system installedhim pipes of the plant, detected the
existence of stable thermal stratification durihg start-up and heating period of the plant.
During this period, the maximum differences betwé®n cold and hot layers were from
130 °C to 140 °C.

A description of the measurements made by (Yu.e1897)} at the YGN Korean plant
purge line will be presented in this subsectione Fnessurizer purge line was provided
with temperature sensors placed at the upper andrlparts of the pipe into the five
positions from Al to A5 as well as with thermocasgpht positions B1 to B4 as shown in
Figure 2.8. Moreover for the purpose of measurihged-dimensional mechanical
displacements, lineal displacement transducers (CMBere installed at the L1, L2 and L3

as also shown in Figure 2.8.
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Figure 2.8. Thermocouple and displacement transducdocations at the YGN Korean
plant purge line. [Yu et al. 1997].
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The measurements did reveal that the purge lowe $tratifies during start-up and remains
stratified with more or less intensity at all oéthperation phases of the plant. Temperature
differences between the higher and the lower fatiepurge line have been associated to

level changes in the pressurizer.
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Figure 2.9 Circular temperatures distribution in an outgoing purge flow at the YGN plant
[Yu et al 1997].

Let's focus on that when the T value in 180 °C esponds to the lowest part of the pipe,
then we have a temperature in this position veogelto the one in the hot leg. Also this
temperature does not change very much with timethtn upper part of the pipe the
temperature increases with time because of the filom the upper part of the pressurizer

that is at a higher temperature.

2.3.2 THERMAL STRESS IN THE SPRAY LINES

Thermal stratification in spray lines was obserired 984 at start-up operation following
the same lines of evolution as in the case of plirgs. However pressurizer spray lines
need special attention at both start-up and shutdasvthese lines can present different

conditions of operation, as shown in Figure 2.10.

Figure 2.11 shows the results of temperature measamts at the German Grohnde plant

four spray lines where thermal stratification waserved [Metzner, 1998].
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Figure 2.10 Different working conditions at the presurizer spray line.
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Figure 2.11 Pressurizer spray lines arrangement @ahe Grhonde plant.
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2.3.3 THERMAL STRESS IN OTHER LINES

Nuclear power plants contain a large variety ofpipnd ramifications (injection systems,
residual heat extraction, small diameter pipes) atd nozzles that can be damaged by
thermal stresses arising from operationally induradsients and their consequent thermal
shock phenomena. Turbulent penetration and thecyding has been known, since the

eighties, to result into pipe cracking.

2.3.3.1 SAFETY INJECTION LINES

Figure 2.12 illustrates the production of stradifion at the safety injection line upon the
influx of hot leg turbulence. The turbulence inténsdecreases exponentially as it
penetrates in the leg, however the temperature insnmaactically constant along some
diameters length and later it decreases. The levfgthe penetration does depend on both
main pipe flow velocity and on the pipe layout. Fastance the length of penetration in a
branch of a PWR plant containing stagnant coolarfteitween 15 and 25 diameters of the
branch. The turbulent penetration does interadt wie existing stratified layers resulting

into stratified flow conditions.

Under some specific conditions, the range of theupeation usually fluctuates around

some values resulting into thermal cycling phencemen

Stratified flow can also be produced by leaky valve
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Turbulent penetration Stratified covlants  Leaking valve
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Figure 2.12 Interaction between the turbulent flowin the main pipe and the stagnant
coolant at the branch.

Pipe lines cracking induced by turbulence was fepbrted to appear in 1982 at the Crystal
River plant. Since this first case, several moreeweported to occur at a variety of sites:
Farley 2, Tihange 1, Oconee. In Figures 2.13, 2ahdl, 2.15 layouts of the points where

these cracks were produced are shown.

Otherwise it is interesting to note that NakamorHgnzawa made an experiment to
simulate the safety injection line with the corafig that the Farley plant had when the
leakage was detected [Nakamori, 1995]. In this erpnt the existence of stratification

and the temperature cycling close to the cracks meagigible. Facing this situation, the

NRC concluded that while not having consistentltesuith the Farley and Tianghe cracks,
and all the phenomenology involved, it will not bempletely sure that these analytical
models are correct. For this reason the Farley Badghe incidents must be used as

reference cases to prove that the analytical madelsppropriate [Lund, 1998].
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Figure 2.13 Crack produced in 1987 in the Farley 2eactor. The crack is situated in the
welding between the elbow and the pipe. It was 12G&ircumferentially extended at the
inner face and had a 25 mm length at the outer suate.

Hgz oz

Figure 2.14 Crack produced in 1988 in the Tianghe fieactor. The crack is situated in the
elbow with an internal length of 89 mm and a extenr one of 41 mm.
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Figure 2.15 Crack produced in 1977 in the Oconeer2actor. The crack was situated in
the welding and was extended circumferentially 360 at the inner face and 77 ° at the
outer face.
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Resuming, the leakage through some valves to tlaingosystem of the reactor from
external high pressure water sources resultedaoksrand afterwards to leakages in the
cooling system pipes. We should look for the origfrthese cracks in the incoming fluid
from the leakages of the high pressure cold waterce that stratifies with the hot fluid at
the exit of this one. In this pipe exists a disdiray pipe that communicates with one of the
loops of the cooling system of the reactor throaghelbow. The cold incoming fluid
interacts with the turbulence from the cooling eystof the reactor. Therefore depending
on the mixing level reached which will depend oe tirade of turbulence we will have
more or less thermal stratification in this elbalhis will origin cracks with time in the
welding used to join the elbow with the pipe asveihdn Figure 2.16.

Twbulent penetration l

[ vzt B
|

- i s —— Leakages flow

-I"‘— “‘\_._-._.J

\ | Stratified layer
~ Crack location

& SLIRHR

Loop B coldleg

Figure 2.16 Leakage flow interaction effect with RCSurbulence and its influence on the
thermal stratification.

2.3.3.2 STEAM GENERATOR FEEDWATER LINES

When operating at low cold feed water flows, ipisssible that hot fluid from the steam
generator to flow back to this pipe. In this casermal stratification can be produced, and
can result in thermal tensions, what can resuttatks in the welds, as happened in several
unities of USA (Cook 2 (1978), Sequoyah (1992) dmaCanyon (1992). In 1979 the NCR

issued a newsletter IE 79-13 “Cracking in feedwagestem piping”.

In the Doel 3/4 (Belgium) temperature measuremergee made in these lines and the
existence of this reverse flow that results inrat#éication as shown in Figure 2.17 was
revealed De Smet, 1998].
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X electrovalve

m cold water

Y hot water
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auxiliary feed water
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reactor building containement intermediate building

Figure 2.17 Schematic representation of the steanegerator feed water line in Doel 3/4
plant.

2.3.3.3 RHR SYSTEM LINE

In the Genkai 1 plant a crack was produced in thtRRsystem line (Residual heat

removal). The crack position is shown Figure 2.18.

In order to investigate the cause of this eventexgeriment was made by the Mitsubishi
Heavy Industries. It was concluded form this resedhat the crack in the welding was
caused by the temperatures cycling by the thermnatifecation, which fluctuated as the

leakage flow of the valve changes [Shirahama, 1998]

From Reactor

—
= E

leartor RMA  AHA

; ! Eﬁlﬁ;":‘ Pump Coolar

LoGalion of Crack FHR 5y ziem

B Conuinmt'rus«mp

Figure 2.18 Crack situation in the Genkai 1 plant.

To RHR Pump
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2.4 STRATIFICATION IN THE COLD LEG DUE TO THE SAFET Y
INJECTION

There exists a phenomenon in the nuclear literataiéed PTS (Pressurized Thermal
Shock), which may occur during safety injection HRigh pressure injection) in the PWR

reactors through the cold leg. It is related tottiemal stratification phenomenon.

If the mass flow rate in the primary is significatiten the cold water from the HPI system
mixes with the hot water flowing through the cokll However, when the mass flux
flowing through the leg is small, the cold watejerted gets stratified in the loop and
creates a cold water plume in the downcomer, whiely originate thermal tensions in the

vessel.

Thence it is really interesting to study the coiodis under which the loss of natural
circulation flow during the actuation of the safetyjection systems (ECCS) occur,
resulting that the flow circulating through the jogs important due to the fact that the
existence of the same, tends to keep the flow é pghimary well mixed, reducing or

avoiding the impact of the PTS.

Figure 2.19 shows the different regions of a PWRelthe thermal stratification produced

by the safety injection (HPI) in the cold leg cappen.

Reactor core

Downcomer

Laop seal

%

Figure 2.19 Thermal stratification regions in the pimary of a PWR reactor as Reyes
(2005).
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In order to find out under what conditions a gooiking or thermal stratification in the
cold leg of a PWR reactor is produced when coldewa injected by the high pressure
safety injection (HPI), Theofanus et al. (1984)retated with success the conditions under

which natural circulation was established, andvatito the following criterion:

-75
Flp :{14’ % } (2.1)

HPI

where Q is the flow circulating through the cold legi€Qis the flow through the safety

injection nozzle and Ripyc. is a modified Froudenumber defined as follows:

Qe
7 (2.2)
Pup ~—PL ]

Frip oo =

AL [g DL
Prpi
where, A y D, are the cross section and the cold leg diamesperively; g is the gravity

acceleration;p,;, and p_ are the fluid densities at the injection nozzladitions and at

the hot leg conditions.

Equation 2.2 defines the separation border betwleenvell mixing flow and the stratified
one, for the geometry in Figure 2.21. Afterwardy&e(2001) developed a similar criterion
to Equation 2.1 by making a Hydraulic jump analydibe criterion obtained with this

methodology was:

Prur Qu Qupi

The criteria given by Equations 2.1 and 2.3 arellamexcept when the relation between

-1/2 -3/2
Z =[1+"LQ“P'} {1+ = } (2.3)

the flows Q/Qgp, is smaller than 1, differing each time more utftis relation gets close to
0. The curves obtained with both criteria are repnéed in Figure 2.22, for the conditions
of the experiments carried out in the CREARE 18litg [Fanning et al 1983].

! The Froude number expresses the relation betvieeimértial forces and the gravitational
forces. When we are under stratified conditions,ghavitational forces that actuate are the
buoyancy ones.
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Figure 2.20 Comparison of the Reyes and Theophanousteria for the beginning of the
thermal stratification in the cold leg.

There are two plumes formed as can be observedgurd=2.21; the first one is in the

nozzle discharging zone of the high pressure iigedHPI), and the second one is in the
downcomer due to the cold leg coming from the gafgection. The study of these plumes
has been made by Reyes [2005]. Let's focus thetfiattthe cold water of the first plume is
divided into two flows, one flowing to the reciration pump and another one flowing to

the downcomer which as falls through it forms theand plume studied by Reyes.

The previous criteria tells us that after the lo$satural circulation in the loop, when
Q.=0, the flow in the cold leg stratifies thermallyhe fluid coming from the safety
injection enters by the upper part of the pipe tingaa column or plume that falls to the

bottom of the pipe.

As is indicated in Figure 2.21, this plume scattarBoth directions, towards the pump and
towards the downcomer, but the lock of the loopl gwavents the flow to go in this

direction unless it overflows, what forces the watecreate a small pool and then it flows
to the downcomer, where the cold water that ertten@ugh the cold leg forms a plume

again as it is observed in Figure 2.21.
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HPSI Nozzle
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Figure 2.21 Safety injection and stratification inthe cold leg during a PTS.

2.5 DESCRIPTION OF THE PHENOMENA THAT MAY BE
INVOLVED WHEN STUDYING THE THERMAL
STRATIFICATION IN THE COLD LEG

The problem which we will study in the following aters is the steam-water biphasic
countercurrent flow in the cold leg due to a LOCAsé of coolant accident), and the
corresponding further actions in order which gutgarthe reliable removal of decay heat
from the reactor core. During this scenario, it mesult into a stratified flow at the cold leg

due to its depressurization.

The physical phenomena which may concern to thisison are:
- Interfacial heat transfer and condensation.

- Interfacial and with the walls friction.

- To the walls heat transfer at the liquid phasel the heat transfer and condensation at the

walls of the steam phase.

- Hydraulic jump.

In the present work we haven't study the hydraguliop which may occur if some factors

concur.
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2.5.1 FROUDE NUMBER AND FLOW REGIME CLASSIFICATION

In order to describe and classify flow phenomersd tan appear in an stratified flow, we

must introduce some definitions:

The local Froude number of a liquid film at the itios in a horizontal channel of length |

is defined as:

F =Y /(%) (2.4)

* Jay(x)

where, x is any position in the chanel[0,l], g is the gravity acceleration, (%) is the

mean liquid velocity and y(x) is the liquid depthtlae x position.

Y Sy /0 bauid” o
T

Figure 2.22 Liquid Froude number in countercurrent dratified flow.

The Froude number is a dimensionless number wheiplesents the ratio of the inertial to

gravitational forces.

The inertial forcesFa are expressed as:

2
u u mg u
Fa:mFa:me:mpizFi
t dolu o

where m. is the mass of the fluid, a is the acceleratias the time, u is the velocity ard

(2.5)

is the characteristic length.
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The gravitational force is expressed as:

Fo=m. g (2.6)
So, the ratio can be expressed as:
Fa m u’ ?
A 2.7)
Fg an g g o
It can be seen that the Froude number is justdbare root of this expression if the liquid

depth y is chosen as the characteristic ledgth

We can say that the Froude number is a ratio betweeliquid velocity and the celerity of

an elementary gravity wave:

(2.8)

According to this definition we can lead to somteiasting conclusions when classifying
flow regimes. Hence, depending on the Froude numidnave the following flow regimes

for our horizontal countercurrent stratified flow:

A) SUBCRITICAL FLOW (FR < 1):

The flow is subcritical when, for a channel of gaetS, the Froude number is less than 1.
In a subcritical flow, the mean velocity is relaiy low although a subcritical flow always

accelerates in the direction of the flow, as we saa in Figure 2.23. The liquid depth
decreases progressively in the flow direction, thetefore, the liquid velocity increases

downstream. In a subcritical flor gravitationaldes are dominant.
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Figure 2.23 Subcritical countercurrent flow.

If the Froude number is less than unity, the cglarf an elementary gravity wave is higher
than the velocity of the flow. So, surface waves travel faster than the flow it-self, and
this wave can propagate upstream against the flodviupstream areas are in hydraulic
communication with downstream areas. This mean$ ithaa subcritical flow, any
disturbance influences the upstream conditionghab surface wave can propagate either

upstream or downnstream.

B) SUPERCRITICAL FLOW (FR >1):

The flow is supercritical in a channel if the Freudumber is higher than unity. In a
supercritical flow, the mean velocity is relativdtygh and the inertial term is dominant.
However, a supercritical flow always deceleratethindirection of the flow and the liquid

depth increases progressively in the downstreaectiim (Figure 2.24).

Figure 2.24 Supercritical countercurrent flow
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In a supercritical flow, only the supercritical wess can be observed, and they propagate
always in the flow direction and generate a typmalique interference pattern with small
amplitudes and small wavelengths. Large amplitudges which propagate upstream are
not possible in a supercritical flow, since theoedly of the flow is greater than the celerity
of an elementary gravity wave. So, upstream ardaheo channel are not in hydraulic

communication with the downstream areas.

C) HYDRAULIC JUMP:

The hydraulic jump is by definition, the transitidrom supercritical to subcritical flow
(Figure 2.25). Therefore the hydraulic jump meassdden increase in the liquid depth at a

certain position of the channel and hence, a chantie type of waves of the flow.

Xy

Hydraulic jump: Fr,=1, 0<X, <l
Fr.>1, X <X,
Fr,<1, X>X,

Figure 2.25 Hydraulic jump in horizontal countercurrent flow.

We should notice something in the previous debnisi. Since subcritical and supercritical
flow are defined in relation to a natural wave witly they are closely analogous to
subsonic and supersonic flow respectively, whicé defined in terms of the natural
velocity of a small amplitude compression wave igaa (velocity of sound). Therefore,
the supercritical waves in a liquid flow may be lagaus to the supersonic waves in gas
flows, as there is a parallelism between the Froudaber for incompressible flow and the
Match number for compressible flow. So, the hydmajmp corresponds to the shock

front in gas dynamics.
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(D) REVERSED FLOW

In horizontal, stratified countercurrent flow ofggand liquid, a limit can be reached when
the liquid flows partially in the gas direction, cartherefore, liquid flow at its initial
direction is reduced. A breakdown of the stablentexcurrent stratified two-phase flow
occurred. This phenomenon is often called floodinthe literature. Since flooding defines
the flow conditions, for which the liquid begins flow, partially or totally, in the gas
direction, the terms reversed flow and flow revergdl be defined below. The onset of
flow reversal defines the maximum rate at whichhbdiuid and steam can flow
countercurrently. A further increase of the gaswflmate leads to instabilities and the

countercurrent flow can not be sustained as afstchflow.

We have then two types of reversed flow dependim¢he quantity of liquid that is carried

over by the gas: partially reversed or totally reee flow.

D.1 PARTIALLY REVERSED FLOW

For high gas velocities, part of the liquid staad$low in the gas direction, while the rest of
the liquid remains flowing in the initial directiofFigure 2.26). This phenomenon is

referred to as partially reversed flow.

3 '/ "_/'/ b4 i 7 /" 4
S o= /0 Liquid
5 S ' B i P

/

Figure 2.26 Partially reversed flow

When partially reversed flow occurs, a part of ihigial liquid mass flow rateri. flows
backwards driven by the gas. So, we can say @heti: < o, where M:is the mass

flow fraction that flows backwards, and as we sedrigure 2.26,IM:is the mass flow
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fraction that keeps flowing in the same directibience, it is useful to define the following

ratio:

2

b=""7 where obviously 0< b <1 (2.9)

Mo

D.2 TOTALLY REVERSED FLOW

For much higher velocities, the entire liquid isread over by the gas. This flow regime is
defined as totally reversed flow. In reactors aggilons, a totally reversed flow is often
referred to as zero liquid penetration point. lessential to avoid the occurrence of such a
flow regime, since if this point is reached, thaater core refrigeration during the transient

cannot be guarantied.

+— Steam

7
S,

N /7 —m,
OOOOTCT? /7 Kiquid =~

Figure 2.27 Totally reversed flow

While a partially reversed flow corresponds to eslfior b of0 < b <1, the value of b=1

corresponds to the totally reversed flow.

D.3 COUNTERCURRENT FLOW LIMITATION

Flow reversal represents a natural boundary lirhitauntercurrent flow, beyond which
flow limiting mechanisms play a predominant rolend® reversed flow has set in, it is
impossible to increase the liquid delivery into tthewncomer by increasing the liquid
supply. The liquid level increases considerably doeturbulence and air entrainment
caused by the onset of reversed flow. The flow mathilable for the gas can reduce
significantly or even be totally blocked by liqustugs. This leads to an immediate increase

in pressure what results in a limitation of theuldjdelivery rate, even if the liquid mass
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flow rate is increased. This mechanism which lintlits liquid delivery rate is often called

Countercurrent Flow Limitation (CCFL).

2.6 MODELLING OF THE COUNTERCURRENT PHENOMENON
BY THE TRACE CODE

A special model exists in the TRACE code that afiaWwe user to invoke characteristic
CCFL correlations at specific locations of the 3BSSEL component or in a 1D vertical

component. This capability exists in the axial diien in the 3D VESSEL component.
Countercurrent flow and CCFL can occur at any liocein the reactor system.

For instance, in the case of a reflux-condensatiansient associated with a small-break
LOCA, countercurrent flow is predicted to existthe hot leg and in the entrance to the
steam-generator inlet plenum. In the VESSEL, CC&h occur during blowdown as ECC
liquid is attempting to fill the downcomer. Durimgflood, CCFL can occur at the tie plate,
where the upstream flow of steam prevents or lintlits fallback of liquid. This is

especially important for those systems that emplayer-plenum ECC injection.

Excluding mass transfer, the accurate predictiomefflow rates is dependent primarily on
the interfacial drag between the phases (whictsé@fidependent on the accurate prediction
of the flow regime). In a given flow system, CCF&ually occurs at a flow area restriction.
Typically, without the use of the CCFL model, thede predicts the complete turnaround
point (zero liquid delivery), but over predicts tAmount of liquid flow downstream in the
region of countercurrent flow. To improve the pdiin in the countercurrent region, we
added a special CCFL model to the 3D VESSEL arbdovertical 1D components.

2.6.1 BASIS FOR THE MODEL

The TRAC CCFL model is designed to provide the usigh an alternative method for
calculating countercurrent flow in geometricallyngolex reactor hardware. This model
allows the user to input the characteristic flogdanrve parameters for a specific geometry

applied at a particular location in the vessel. itglly, these parameters have been
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developed from experimental data for the geometrinterest or for hardware of at least

similar dimensions. Bankoff has shown that the dataelate well with the relationship:

1/

2 1/2
H, +MgH, =C, (2.10)

g

where H ; is the dimensionless gas fluki, is the dimensionless liquid deliverg, is the

abscissa intercept, ard ; is the slopeH

This relationship is used in the CCFL model becauakows the user to implement either
the Wallis scaling (diameter dependence), Kutatdadscaling (surface-tension
dependence), or a combination of the two. Thisoisedby defining as follows a variable

length scale in the determination of the dimengisalflux:

1/2
H, =jk[ka (2.11)
gwAp
w=D L (2.12)
1/2
L={U] (2.13)
(¢AV)
where:
k refers to the phase (gas or liquid).
j is the superficial velocity.
D is the diameter of the holes.
g is the gravitational constant.
o is the surface tension.
P is the density.
Ap is the difference between the phase densities.
E is an interpolation constant between 0 and 1.

Note that forE = 0, the correlation reverts to the Wallis scalingd &or E =1, reverts to

the Kutateladze scaling. Ferbetween 0 and 1, the user can input the scalingosexd by
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Bankoff. This scaling can be calculated for tietplgeometry even if no experimental data
are available based on the critical wave numkgrs= 277/t , so that:

E = tanh(7k.D) (2.14)
wheren is the ratio of the area of the holes to the arethe tie plate andt, is the

thickness of the tie plate. Also, Bankoff develogedorrelation forC, based on the Bond

numberL = n7D(gAp/o)"? | so that:

C, = 107+ 433e-3L for L <200 (2.15)

and

C, =194 for L > 200 (2.16)

where n is the number of holes.

2.6.2 DIRECT CONDENSATION THEORY AND LITERATURE
SURVEY

This point will be divided into two main parts. time first one, the reader will be introduced
to the direct condensation phenomenon and intco#tséc principles, concepts, variables

and main relations, in order to get a better oewvi

In the second part a literature survey of the dimndensation phenomenon will be

presented.

The direct contact condensation is a very imponr@nomenon, which is directly related
to the problem of the thermal stratification in@ikontal stratified two-phase flow that we

are facing.
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2.6.2.1 DIRECT CONTACT CONDENSATION THEORY

Some basic concepts and their definitions will bespnted:

Condensation: Condensation is the change of the physical sthtmatter from gaseous

phase into liquid phase.

Saturation temperature;: The saturation temperature is the temperature dor

corresponding saturation pressure at which a ligoits into its vapour phase.

Direct contact heat transfer Direct contact heat transfer can occur wheneves t

substances at different temperatures touch eaeh pttysically.

Direct contact condensation Direct contact condensation is called when wateam

condensates over sub-cooled liquid water free cesfa

Filmwise condensation It is called filmwise condensation when a continsi condensate

film wets a surface, at a temperature below theratibn temperature.

Dropwise condensation If the condensate does not wet all the surfackfanms discrete

droplets, then it is called dropwise condensation.

Sensible heat Sensible heat is heat exchanged by a body omtigynamic system that

has as its sole effect a change of temperature.

Latent heat: Latent heat is the heat released or absorbedbndg or a thermodynamic
system during a constant-temperature process. idlypxample is a change of state of

matter, meaning a phase transition. The term wasduaced around 1762 by Joseph Black.

Flow regime: A range of stream flows having similar bed forrfiew resistance, and

means of transporting sediment.

The flow type which we are focusing on in this wigskhe countercurrent horizontal flow.

The flow regime patterns for horizontal flow arewim in Figure 2.28.
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Fig. 2.28 Flow pattern in horizontal flow.

The two-phase flow patterns for condensation irizomtal tubes are illustrated in Figure

2.29 as the condensation phenomenon is being dreathis Chapter.

(a) |

xal %=1
HIGH MASS VELDCITY
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(b) VAPOLR SHEAR CONTROL GRAVITY CONTROL
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x=1

Fig. 2.29 Two-phase flow patterns in horizontal tubs: (a) Condensation with high liquid
loading; (b) condensation with low liquid loading.
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One flow pattern that is widely used in petrochahiadustry (Baker, 1954) is shown in
Figure 2.30.
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Figure 2.30 Flow pattern map for horizontal flow (Baker 1954).

The flow regime as a function of the superficialssiaelocities (g G) of the liquid and
steam phases respectively is shown in Figure Z/B8.factorsA andy are given by the

following relationships:

Az e e

The subscripts A and W refer to the values of thgsal properties for air and water

respectively at atmospheric pressure and tempetatur

Another relevant flow regime map for the flow of ain/'water mixture in a horizontal, 2.5
centimeter diameter pipe at 25 °C and 1 bar isMhadhane et al. (1974) map shown

below:
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Figure 2.31 Two-phase flow regime map of Mandhane al. (1974)

Heat transfer coefficient The heat transfer coefficient, in thermodynamasd in
mechanical and chemical engineering, is used icutating the heat transfer, typically by
convection or phase transition between a fluid asdlid, or between a vapour and a fluid

on its surface.

Since, the phenomenon which we are dealing witthésdirect contact condensation, the
heat transfer coefficient, can be modeled throughNusselt number. Hence, the Nusselt
number for interfacial condensation between steadhaaliquid layer since we are trying to
study the stratified steam-water flow, can be medehs a function of some different

dimensionless numbers.

These correlations are obtained from different erpents and presented in some papers in
different international scientific journals. Theyeausually presented as a function of

dimensionless numbers like, Nusselt number (Nwné&t number (Pr), Reynolds number

(Re), Grashoff number (Gr), Froude number (Fr)obakumber (Ja) and Stanton number
(St).

Once we get a correlation and, under certain cimmdif we can calculate the heat
transferred between the steam and the liquid phaSexe, this heat is inversely
proportional to the mass condensation rate; wehesate calculate the mass condensation

rate using the following equation:
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S qim erface

Mk = (2.18)

iy =i

where;

i, —i;; latent heat (KJ/Kg)

g

heat transferred between the steam and thiellat the interface (KJ/s).

q int erface ;

We will in general have an equation as the onevizelo

8

c cr ¢
NU s = C1 Re, ®? Re,©* Ja “PreEr s Gr (2.19)

cond

Where, the coefficients from c1 to c8 have to beadated with experimental data. Now

below, these dimensionless numbers will be defined:

Nusselt number:

It is a dimensionless number and, Named after Wilhgusselt, is the ratio of convective
to conductive heat transfer across (normal to)kbendary (surface) within a fluid. The
conductive component is measured under the sanditioms as the heat convection but

with a (hypothetically) stagnant (or motionlessjdl
Nu, =— (2.20)

where:

L; Characteristic length

k,; Thermal conductivity of the fluid

h; Convective heat transfer coefficient.

Reynolds number:
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The Reynolds number (Re) is a dimensionless nuttfilaérgives a measure of the ratio of
inertial forces to viscous forces and consequegubntifies the relative importance of these
two types of forces for given flow conditions. Relads numbers frequently arise when
performing dimensional analysis of fluid dynamiagelems, and as such can be used to

determine dynamic similitude between different ekpental cases.

pulL _ulL

Re= — (2.21)
U v

where,

0 ; Density (Kg/n)
4 ; Dynamic viscosity (P&)
v; Kinematic viscosity (fs).

Jakob number:

It is a dimensionless number which is used in plifisage heat transfer calculations. It is

defined below:

- Cpl (Tsat _TI )
h

Ja (2.22)

fg

where,

Cp, ; Specific heat of the liquid phase (KJ/Kg°K)
T, ; Saturation temperature

T,; Ligquid temperature

h Phase change enthalpy (KJ/KQ).

fg ;
Prandtl number:

The Prandtl number is a dimensionless number whidluates the ratio of momentum
diffusivity (kinematic viscosity) to thermal diffusty. It was named after the German
physicist Ludwig Prandtl.

It is defined as:
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pr=" = CPH (2.23)
k
where;
Cp;  Specific heat (KJ/Kg°K)
7% Dynamic viscosity (P&)
k; Thermal conductivity (KJ/m°K).

Froude number:

Named after William Froude, the Froude number éénaensionless number defined as the
ratio of a characteristic velocity to a gravitatimave velocity. It is defined for horizontal
stratified flow as:

u

Jay

Fr =

(2.24)

where;

u; Velocity (m/s)

g ; Gravitational acceleration (MJs

y; Liquid depth (m).

Stanton number:

The Stanton number, St, is a dimensionless numhba&r measures the ratio of heat

transferred into a fluid to the thermal capacityloid. It is defined as:

S= h (2.25)
CppV
where,
h; Convection heat transfer (Kwffi)
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Cp;  Specific heat (KJ/Kg°K)
0 Density (Kg/r)
V ; Velocity of the fluid (m/s).

Grashof number:

The Grashof number is a dimensionless number id flynamics and heat transfer which
approximates the ratio of the buoyancy to viscausd acting on a fluid. It frequently
arises in the study of situations involving natucainvection. It was named after the

German engineer Franz Grashof.

It is defined as:

_9p(T. -T.)D°

Gr = K (2.26)
where,
g; Gravitational acceleration (nf)s
B Volumetric thermal expansion coefficient (1/°K)
T, ;  Saturation temperature
T.; Bulk temperature (K)
D; Hydraulic diameter (m)
V; Kinematic viscosity (fis).

2.6.2.2 LITERATURE SURVEY

A literature survey will be presented in this pointorder to give an overview of which
experiments related with the direct condensatioenpmenon have been made in the past,

under which conditions, and what is the actuaksitun of this knowledge.

The first experimental study of the stratified steaater flow that | found in the literature

was performed in 1981, by Segev, A.; Flanigan, IKdrth, R.E.; Collier, R.P.
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- Reference: Segev, A; Flanigan, LJ; Kurth, RE;l€nl RP 1981. Experimental study of

countercurrent steam condensation. Journal of theasfer transactions of the Asme 103

(2), 307-311.

Some different correlations can be found in thisclr for the interfacial heat transfer,

which depend on the experimental conditions andrggcal configuration. The case of

countercurrent steam-water flow was studied foeehdifferent slopes of the channel (0.5,

17 and 45 degrees).
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Fig. 2.32 Liquid film temperatures as functions of lhe inlet steam flow rate

Region A:

Nuiint = 85e— 4Re, °%° Re, 025 Pr, 05
Region B:

Nuiint = 116e- 3Re| 087 Reg 028 PrI 005
Region C:

Nuiin = 579 - 4Re, **® Re, **° Pr, *°

(2.27)

(2.28)

(2.29)

As a conclusion of this article it is said that theneral behaviour in the 17 and 45 degree

was similar to the behaviour of the 0.5 degreernation, even though the films in the latter
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where much thicker. However the results in the Zworial positions were more sensitive to
variations in steam flow rate since wave action prapagated further along the horizontal

films compared to the inclined films.

In 1984, I.S. Lim, R.S. Tankin, M.C. Yuen, publisha paper with the results of an

experiment for cocurrent steam/water flow.

- Reference: I.S. Lim, R.S. Tankin, M.C. Yuen 19&bndensation measurement of
horizontal cocurrent steam/water flow. ASME J. Heatnsfer, 106 (1984), pp. 425-432.

The facility geometry was a rectangular channehv&t35 cm high, 30.48 cm wide and
160.1 cm long. Different measurements where maddifferent steam mass flows, liquid

inlet temperatures and mass flows. The experimeastperformed at atmospheric pressure.

Two interfacial surface configurations for the liduwvere performed depending on the
boundary conditions. They are smooth and wavy fater Obviously for the wavy

interface, we might have more area, more heatfegrend hence, more condensation.

Finally we resume two correlations for the data,sete for smooth and another for wavy

interface:

Smooth interface:

Nu,,, = 0534Re, ®® Re ** Pr, * (2.30)

Wavy interface:

Nu,,,, =0.0291Re, *2 Re ** Pr, ** (2.31)

In 1985, H.J. Kim, S.C. Lee, S.G. Bankoff publishadpaper with the results of an

experiment for countercurrent steam/water flow.
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- Reference: H.J. Kim, S.C. Lee, S.G. Bankoff 18t transfer and interfacial drag in
countercurrent steam—water stratified flow. IntMultiphase Flow, 11 (1985), pp. 593—
606.

The interfacial friction and the condensation haatl mass transfer for a countercurrent
steam/water flow are studied in this paper. As eeia the correlation below, the Reynolds
number of the steam has been replaced by the Froudder to take into account the

thickness of the gas and liquid layers. The obthowrelation is:

Nu,,, = 0966Re, %% Pr, % Fr °° (2.32)

In 2000, I.C. Chu, S.O. Yu, M.H. Chun 2000 publdhe paper with the results of an

experiment for countercurrent steam/water flow.

- Reference: I.C. Chu, S.O. Yu, M.H. Chun 2000elfsticial condensation heat transfer for
countercurrent steam-water stratified flow in awlar pipe. J. Korean Nucl. Soc., 32 (2)
(2000), pp. 142-156.

An experimental study of steam condensation on lecaaled thick water layer in a

countercurrent stratified flow was made in thisgrap

Two correlations were obtained. The difference leetwthem is that the Prandtl number in
the first one was substituted by the Jakob numheorder to take into account the

subcooling in the water layer.

Nu,,, = 796e- 7Re, **! Re ™' Pr, ™" (2.33)

Nu,,, = 713e- 9Re *?Re, ™ Ja*** (2.34)

In 2006 Kyung-Won Lee, In-Cheol Chu, Seon-Oh YugHzheon published a paper with

the results of an experiment for countercurrerdrstgvater flow.
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- Reference: Kyung-Won Lee, In-Cheol Chu, Seon-@hNee Cheon No 2006. Interfacial
condensation for countercurrent steam-water stdtifvavy flow in a horizontal circular

pipe. International journal of Heat and mass Trang®, 3121-3129.

A countercurrent steam/water flow experiment caooed in this paper, which was made
in order to study the interfacial condensation. dkrelation was obtained from making a

least-square fit of the experimental data, whicshiswn below:

082

Nu,,, =12e- 7Re °°Re " Ja (2.35)

This correlation is obtained for a wavy interfacel applicable ranges of:

jg >25m/s
4000 <Re, < 14000
12000 < Reg < 23000

435 <Ja <180.

In 2009 Hyun-Sik Park a, Sung-Won Choi b, Hee ChNon published a paper with the

results of an experiment for countercurrent steaténflow.

- Reference: Hyun-Sik Park a, Sung-Won Choi b, i@&beon No, 2009. Direct-contact
condensation of pure steam on cocurrent and cawmtent stratified liquid flow in a

circular pipe. International Journal of Heat andsklaransfer 52, 1112-1122.

The direct-contact condensation for a steam/wadantercurrent and for cocurrent flow at
atmospheric pressure, and for a circular pipe wadied in this paper. The correlation

which was obtained and which is shown in this papéne following one:

Nu,,, = 966e-4[Re, * (Fr * [P, ** (2.36)
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CHAPTER 3

ANALYSISWITH TRACE CODE OF ROSA TEST 1.2
SMALL LOCAINTHE HOT-LEG WITH HPI AND
ACCUMULATOR ACTUATION

3.1INTRODUCTION

The analysis of the experiment ROSA 1.2 with theATUR code was assigned to the
"thermal-hydraulic and nuclear engineering groug"tioe Polytechnic University of
Valencia. This test was performed in the nuclefatgaesearch centre of the Japan Atomic
Energy Agency in the large scale test facility (IE3®n May 17, 2007.

The test ROSA 1.2 consists of a 1% small break LOGAhe hot leg B of the LSTF
facility. The orifice has a hydraulic diameter &.1 mm, and is located in the bottom of the
pipe. The orifice is connected to the blow-downtegsthrough a pipe of higher hydraulic
diameter. The actuation of the high pressure imgactsystem (HPIS) is activated
automatically with a delay of 12 seconds when thesgure falls below 12.27 MPa. The
accumulator injection is activated when the pressalls below 4.51 MPa. The cold water
injected into the cold legs by the ECCS mixes lid hot primary coolant and stratifies in
the pipe flowing back toward the downcomer of thesgure vessel. Because of the injected
water being cooler than the one already in the taid it doesn't completely mix with the
fluid of the cold leg and accumulates at the bottdrthe pipe by forming a cold layer that
moves towards the downcomer. However the upper parttains fluid at higher
temperature that is normally in form of steam dgrthe transient progress. This steam
partially condenses on the lower boundary layeerfate, and some local pressure
variations can occur that may create unstable @euillations that in turn promote thermal
mixing. Such multidimensional and non-equilibriulovf phenomena are of concern for
pressurized thermal shock (PTS).
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The goal of test series 1 was to obtain the mufigdisional temperature distribution in the
cold leg and the vessel downcomer during the EGEtion for verification of computer
codes and models. In test 1.2 the break was loedtta bottom of the hot leg B, in such a
way that actuates since practically the beginnifhthe transient, and later at 2537 seconds
from the start of the test, and at the time instahén the pressure in the primary falls

below 4.51 MPa, the accumulator injection systeacisiated.

This chapter is organized as follows; first thet téself is described, i.e. the initial
conditions, the boundary conditions, and hencewilledisplay the graphs of the data set

measurements in the test 1.2 experiment.

Afterwards the steady-state case obtained withTTRACE code is demonstrated, and
finally, we will compare the results of the tes hbtained with the simulation with the

TRACE code with the experimental data.

3.2TEST 1.2 DESCRIPTION

The test 1.2 is described in this point. The expental procedure is explained, the initial

and boundary conditions are presented ad the naaiable graphs are displayed.

3.2.1 EXPERIMENTAL PROCEDURE AND INITIAL CONDITIONS

The preparation procedures are similar to thogbetxperiments performed previously in

this facility, which is described next:

» The primary is empty before reconfigure the facilor the experiment, and the measure

systems are reconfigured.

» The primary is filled with demineralised watendathe air is injected by vacuum pumps
connected to the head of the pressurizer and texitef it until the value of 735 mmHg of

pressure is reached.

» The steam is generated using electric heatetiseiraccumulation tanks to purge the air
while the vacuum pumps are working. The injectiontmues during 60 minutes until the

temperature of the gas reaches the saturation tainpe.
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« The primary pressure is completed with the denalised water injection, until 18 MPa

with the help of the HPI pump.
 The primary system is depressurized and theditpuel in the pressurizer is decreased.

* The gamma ray densimeter and the conductanceunesaeye calibrated again while the

primary fills with water.

« For the heating of the primary, in the core othia pressurizer heaters, electrical heaters

are used simulating the fuel rods.

The initial conditions of the primary system areim@ined during 60 minutes, to stabilize

the thermal system in the LSTF, including the nlietatructures.

The data Collection starts 6 minutes before thenpégg of the experiment. The end of the

experiment will be done when the core power turfiiguad the valve closes.

3.2.2 BOUNDARY CONDITIONS

Figures 3.1 and 3.2 show the break unit. This bisasimulated with a 10.1 mm inner
orifice diameter at the bottom of the hot leg, veharvertical pipe was mounted, which has
a valve that simulates the break. In this unit antMg flowmeter (FE-570-BU) was

installed. The inner diameter of the pipe is 60 mith a length of 506.8 mm.

e

Pressurizer ﬂL
Pg% 10m High -f} S
1 ﬁjh ) L Steam
{- 7] Generator
d 1

141 U-ubes

=

29 m

Accumulator

' Primary
Coolant
Pump

BREAK

Cold Lég ol \P/ressn.llre
i ' essel

Figure 3.1 Break Configuration Figure 3.2 Break unity scheme
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3.2.3 EXPERIMENT DEVELOPMENT
The chronology of the test 1-2 events of the OEAEXNROSA is indicated next:

* The SCRAM signal is actuated when the pressute falow 12.97 MPa, after which the

main steam valve is closed and the feedwater is¢bendary is turned off.

« The safety injection signal is actuated when suesfalls below 12.27 MPa.
« The high pressure injection is actuated with layef 12 s.

« At 303s, the pumps stop with the correspondirgstadown curves.

e The accumulator is actuated at 2537 s when the@@t signal turns on, and stops

actuating at 4696 s.

Table 3.1 shows the experiment actuation logic. &meriment starts at the moment when
the break unity valve opens, what happens at 0t shésame time the pumps rotational
speed rises up to 161.8 rad/s, for a better pressun temperature simulation in transients

of reference PWR reactors.

Table 3.1 Actuation logic specifications and setpoints

Event Condition
Break Zero time
SCRAM signal generation Primary pressure = 12,9aMP
Start of the power decay curve SCRAM signal or liquid level in PRZ
<2,3m
Start of the coastdown of the SCRAM signal
pumps
Turbine valves closure SCRAM signal

End of the main feedwater systen SCRAM signal

Heaters turning off SCRAM signal

Injection signal generation Injection signal

Start of the high pressure injection

system Injection signal + 12 sg

Start of the accumulators system Primary pressdygt MPa
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The initial power of the core is 10 MW, corresparglto the 14% of the nominal power
volumetrically scaled at 1/48 of the reference P\(BR23 MWt). The SCRAM signal
actuates when the primary system pressure faltsbg&P.97 MPa.

Figure 3.3 shows the core power decay after the ACRignal, based on calculations
considering the decay heat and the accumulateddme#iie fuel rods. The core power is
maintained at 10 MW during the following 18 s aftee SCRAM signal actuates, and then
the core power decay starts, so that the typicaRP\@Actor temperatures are obtained.

Equally Figure 3.3 shows the evolution of the pummstional speed after the SCRAM
signal actuation.

0

Gare Poser (M)

P

0 i i
0 500 1000 1500 2000 2500 ETH
l'ime after Scram Signal Generation {s)

Figure 3.3 Power decay curve

The secondary pressure was rised up to 8.0 MPaasarte secondary temperature also

increases, the primary-secondary heat transfedisaed. The steam generators liquid level
is maintained over the U tubes.

The opening and closing pressure setpoints ofdéberglary side relief valves are, 8,03 and
7,82 MPa respectively. The flow area of the relialves is simulated using an orifice of
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16.2 mm inner diameter to provide a steam flow.8fky/s when the secondary pressure is
8.0 MPa.

The proportional heaters of the pressurizer ard tsadjust the pressure, while the support
ones help to mitigate the system heat losses. Topogional and the support heaters

power are, as the initial steady-state conditi@i®,and 33.9 KW respectively.

After the break, they are incremented up to 8.5&%h@& KW. The proportional heaters are
turned off after the SCRAM signal if the liquid Efalls below 2.3 m.

Many regions of the LSTF are equipped with propori heaters in order to mitigate

losses to the ambient.

Rotation Speed Ratio

0 i i
Q 5 100 150 200 250
Time after Scram Signal Generation (8}

Figure 3.4 Pumpsrotational speed coastdown

324 EXPERIMENTAL RESULTS
The initial steady-state operating conditions pttthe experiment are shown in Table 3.2.

In the following points we will show the graphs the main physical variables evolution.
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3.24.1INITIAL STEADY-STATE CONDITIONS

The data shown in Table 3.2, were obtained befbee start of the experiment, and

correspond with the LSTF facility steady-statetfgse conditions.

Table 3.2 Tablewith theinitial steady-state conditions

Component wihiwithout PZR) | withwthout PZR)
Vessel

Core power (MW) 10,0+/-0,07 10.10
\?gg\gl:%r;s;;g zf/?)?er head of the 0,3 No measured
Primary loop

Hot leg liquid temperature (K) 598,1+/-2,75 5987®
Cold leg liquid temperature (K) 562,4+/-2,75 56363,0
Mass flow rate (Kg/s for each loop) 24,3+/-1,25 63424,33
%?g?f&?ﬁg;%)“pper head mass flow ; 549./.0 01 0,048/0,044
Pressurizer (PZR)

Pressure (MPa) 15,5+/-0,108 15,52
Liquid level (m) 7,2+/-0,25 7,28

Steam Gener ator

Secondary pressure (MPa) 7,3+/-0,054 7,31/7,32
Secondary liquid level (m) 10,3+/-0,38 10,25/10,23
Steam mass flow (kg/s) 2,74+/-0,10 2,66/2,58
Main feedwater mass flow (kg/s) 2,74+/-0,05 2,722,
Main feedwater temperature (K) 495,2+/-2,63 49%7/@
Auxiliary feedwater temperature (K) 310+/-2,37 39,
Accumulators

Pressure (MPa) 4,51+/-0,054 4,49/4,50
Temperature (K) 320+/-2,3/2,4 321,5/321,3
Liquid level over the base of the tank 6,80+/-0012/ 15 6,70/6,72
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L ow pressure injection system

Pressure (MPa)

1,24+/-0,108

1,20

Temperature (K)

310+/-2,63

309,9

3.2.4.2 PRESSURE

Figure 3.10 compares the primary and the secondgsyem pressure evolution. The

primary system pressure starts to decay at theifistant, simultaneously with the break.

The Scram signal is generated at 49 s when theapyipressure falls below 12.97 MPa.

This signal provokes the shut down of the mainatoh valves and the start of the pumps

rotational speed decay. The secondary pressuridlies between 8,03 y 7,82 MPa due to

the relief valves opening and closing cycle frondd@, being the moment when it starts to

decay due to the heat losses to the exterior thrdlg lagging. The safety injection signal

starts at 77 s due to the primary system presaaaycbelow 12.27 MPa.

1 ——PE13 (Pressurizer)
-—PE19 (5GA)
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N
N
g 8 4’\“ by i—__‘_“__‘_‘_—-—%“_-‘ﬁ i
@ [ ]
[
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Figure 3.5 Primary and secondary pressures

The accumulators system starts around 2537 s, wheerprimary system pressure falls

below 4.51 MPa. As from this moment the accumutatojection actuates depending on
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the pressure differences between the accumulatbtheninjection point. Figure 3.6 shows

the cooling flow rate injected by the accumulators.

Around the time 1000 s the secondary pressuressimartiecay due to the change in the
natural circulation conditions as it is illustratedFigure 3.5. The cooling discharge by the

accumulators is completed when finishing the test.
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Figure 3.6 HPI massflow rate

3.243FLOWSAND LIQUID LEVELS

The cooling inventory distribution in the primaryst¢em and in the secondary was

calculated using different pressure values, coadlieigsity and temperature.

The liquid level in the pressurizer starts decregsmmediately after the break happens,

and it empties around the 90 s (Figure 3.7).

Figure 3.8 shows the mass flow rate in the pringystem measured in the pump, using a
Venturi. Natural circulation starts at 350 s of tegperiment when the pumps are
completely stopped. The natural circulation ostegdaonce the accumulators injections

happen.
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Figure 3.8 Primary system mass flow rate. Loop A

The measured data in the Venturi, of the loss olatd in the break are shown in Figure

3.14. However, in Figure 3.15 the integrated inetimass flow in the break is displayed,

namely, the total of coolant lost in the experimeith the time.

The collapsed liquid levels in the upper plenumrecand downcomer, decrease at 50 s, not

being recovered, but in the upper plenum wheresbimehow recovered.
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Figure 3.9 Break mass flow rate
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Figure 3.10 Integrated flow

The natural circulation continues until the endtlod experiment. The liquid level of the
cold and hot legs start recovering due to the tigamf the accumulators, so incrementing

the natural circulation, which could become monaggh

The liquid level in the hot legs, which were obtinwith a gamma ray densimeter, can be
appreciated in Figure 3.11.
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Figure3.11 Hot legslevels

In Figures 3.12 and 3.13 the liquid level of themsw®lary side of the steam generator and

the system mass flow rate of the auxiliary feedwedspectively are displayed.
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Figure 3.12 Secondary liquid level of both loops
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Figure 3.13 Injected mass flow rate by the auxiliary feedwater system

The liquid level of the steam generators remaink2ain, at the higher part of the U tubes.
The liquid level in the secondary of the steam gatoe descends mildly during the

experiment.

3.244 TEMPERATURE

The objective of the test 1.2 is to make a studyhefthermal stratification under certain
conditions. In Figure 3.14 this stratification isbserved. Because of different
thermocouples placed at different heights inside tbld leg there are differences in

temperatures.
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Figure 3.14 Cold leg temperaturein the loop with pressurizer
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The thermal stratification in the loop B can be ragmted in Figures 3.14 and 3.15. It can
be observed that there is a vertical temperatuadignt in the pipe which remains with
time. We can also observe that the temperaturghditibn and evolution is different in the

loop with pressurizer than in the one without pueizer.
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Figure 3.15 Cold leg temperaturein the loop without pressurizer

3.245ACCUMULATORSINJIECTION
The total quantity of nitrogen in the accumulatiansks is 1800 mol.

The gaseous phase pressure in these tanks stadestend simultaneously with the

injection of water, and continues descending thélinjection is completed.
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Figure 3.16 Mass flow rate injected by the accumulator
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The temperature of the gas in both tanks, varynguttie coolant injection as a function of
the injection flow. This temperature decreases wuthe adiabatic expansion during the
long injection and is recovered by coolant and wadls of the tanks heating when the

injection flow decreases.

3.24.6 END OF THE EXPERIMENT

The experiment concludes by closing the valve siratilates the break at 4696 s.

3.3STEADY-STATE DEMONSTRATION

The present chapter is dedicated to the verifinatibthe results obtained for the steady-
state case of the TRACE model for the LSTF facilfgr this case we compare the results
obtained with the developed TRACE model with th@erkmental ones provided by the
JAEA, which are the starting point of the experiten

Table 3.3: Initial steady-state conditions

Tag name Specified M easur ed
Component

(loop A/B) (loop A/B)
Pressure vessel
Core power (MW) WE270A-T 10.0 10.1
Primary loop
Hot leg fluid temperature TEO20C-HLA 598.0 597.2/596.9
(K) /TE160C-HLB
Cold leg fluid TEO70C-CLA 562.0 563.1/563.0
temperature (K) /TE210C-CLB
Mass flow rate (Kg/s/ | FEO20A-LSA/ 24.3 25.38/25.37
loop) FE160A-LSB
Pump rotational speed | FEO10-HLA/ FE150-| 13.3 13.9/13.9
(rev/s) HLB
Pressurizer
Pressure (MPa) PE300A-PR 155 15.54
Liquid level (m) LE280-PR 7.2 7.34
Steam gener ator
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Secondary-side pressure PE430-SGA/ PE4504 7.3 7.32/7.33
(MPa) SGB

Secondary-side liquid | LE4330-SGA/ 10.3 10.26/10.23
level (m) LE450-SGB

Steam mass flow rate | FE440-SGA/ FE480-| 2.74 2.68/2.61
(Kg/s) SGB

Main feedwater flow rate FE430-SGA/ FE470-| 2.74 2.75/2.65
(Kg/s) SGB

Main feedwater TE430-SGA/ TE470-| 495.2 496.3/495.5
temperature (K) SGB

ECCSwater tank

Accumulator A water TE660-ACC 320.0 321.3

tank temp. (K)

Accumulator B water TE700-ACH 320.0 321.9

tank temp. (K)

HPI water temp. (K) TE800-RWST 310.0 309.8

3.3.1STEADY-STATE RESULTSWITH THE TRACE MODEL

We will display now all the graphs of the main plaariables for a steady-state and we will

comment the results.

3.3.1.1VESSEL

The core power of the facility is given by the campnt power-250, and it is constant, with

a value of 10 MW until some incident happens. Ais ilisplayed in Figure 3.17, the core

power with the TRACE code is constant at steadtestanditions.
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Figure 3.17 Core power

In Figure 3.18 the mass flow rate through the dnyeass, at different nodes, i.e. the flow

that gets to the upper head without passing thréligltore channels is shown.
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Figure 3.18 Downcomer to upper head bypass flow, measured in different points.

3.3.1.2PRIMARY LOOP

The results obtained in the stationary case in bmtips for the primary system will be

shown in this section.

The hot leg liquid temperature (Figure 3.19) ib#ized around 598.9 K in both loops, this
value is a bit higher that the one which we wenkiing for (598.1 K), but it is a reasonably
valid result when we compare with the measuredafz®8.2 K.
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Figure 3.19 Hot leg liquid temperature

For the liquid temperature in the cold legs (FigBr20), both calculated values attain to a
stationary value of 561.9 K, a bit lower than thesided value (562.4 K), however, we are

inside the uncertainty interval of +/-2,75 K arduthis value.
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Figure 3.20 Cold leg liquid temperature.

In Figures 3.19 and 3.20 can be seen as both tatopes deviate from its objective value.
This is because of the primary system liquid terapge control which has been introduced
in the model and which makes the mean legs temper&d be as closest to the half of the

sum of the objective values (580.25 K).

The primary system mass flow rate (Figure 3.2-etermined by the rotational speed and
heights of the pumps (components Pump 14/24).isrvihy, as the initial liquid velocity in

the thermal-hydraulic components of the primaryd, it takes some time to attain the
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flow value at which the steam becomes stationahjchvis 23.8 and 23.7 Kg/s in loops A

and B, respectively. The specified value for thenpkteady-state is 24.3 Kg/s.
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Figure 3.21 Primary loop mass flow rate.

3.3.1.3PRESSURIZER

The pressurizer takes the value for the primargqree from the cells located at the bottom
of it, that as we can observe in Figure 3.22 rematable at a value of 15.4 MPa, which is

a very close to the desired one (15.5 MPa).
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Figure 3.22 Primary system pressure
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3.3.1.4PUMPS

The main pumps in the LSTF facility are modeledhwite TRACE components Pump-14
and Pump-24. The initial steady-state rotationaespis 13.3 revolutions/second as it is
shown in Table 3.3. This is equivalent to 87.5 satli the TRACE pumps model we need
to introduce the rotational speed in rad/s unitswe introduced the value of 87.5 rad/s for

both pumps, as can be observed in Figure 3.23.
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Figure 3.23 Pumps rotational speed (rad/s)

We can observe in the previous displayed figuras e pumps rotational speed with the
TRACE code for the steady-state condition is eyattte same as the specified value of

87.5 rad/s given in table 3.3.

3.3.1.5STEAM GENERATORS

The secondary side pressure (Riser) of the steargrs, should have an objective value
of 7.3 MPa, for a better simulation of the heansfar between the primary and the
secondary side. It can be observed in Figure hadwe attain a stationary value of 7.18
MPa for loops A and B.
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Figure 3.24 Pressurein the secondary side of the steam generators.

In Figure 3.25 the steam mass flow rate through rtieén steam valve at the steam

generator is displayed. This value is approxima®eh6 Kg/s for loop A and 2.74 Kg/s for

loop B. These values stabilize at the specifieddtestate values of the LSTF facility as

observed in Table 3.3.
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Figure 3.26 Steam mass flow rate versustime at steady-state conditions.

We can observe the main feedwater flow rate in feigu27, which stabilizes at the same

value for the main steam mass flow rate, so thatsgstem is stable and all the mass flow

rate coming in from the feedwater system, goeghoough the main steam valve.
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Figure 3.27 Main feedwater system flow.

We can observe that the feedwater temperaturenistaot as it is defined in Figure 3.28,
which is, 495.2 K.
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Figure 3.28 Main feedwater temperature.

The auxiliary feedwater temperature, as it cang@eciated in Figure 3.29 is 310.0 K.
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Figure 3.29 Auxiliary feedwater temperature.

3.3.1.6 ACCUMULATORS

The accumulators are an isolated system until tleenemt when they are turned on,

therefore its pressure is maintained constant duhia stationary.

The pressure of the accumulators which was obtaioeitig the TRACE simulation for the

steady-state case, having a specified pressure @al8.51 MPa is shown in Figure 3.30.
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Figure 3.30 Accumulators pressure.

So as the pressure, the temperature of the acctoraila shown in Figure 3.31. It remains
constant in the value given at the beginning, uhélsystem starts to inject. It has an initial
value of 320 K.
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Figure 3.31 Accumulatorstemperature

3.3.1.7HIGH PRESSURE INJECTION SYSTEM

Like all the other systems which are modeled witth ¢@dmponents, the high pressure
injection system mass flow rate has been defindll witable. In this table we have the
system pressure as the input variable, and theom&tof the table is the HPI mass flow

rate.

The HPI mass flow rate vs time is displayed in Fég8.32. We can see here the mass flow
rate evolution with time, according to the presdatde shown in the released information

by the JAEA (Japanese Atomic energy Agency) fas tast.
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Figure 3.32 High pressureinjection system mass flow rate.

For the liquid injection temperature of the HPI,iahas been displayed in the following

figure, we have a constant value which was spektifielable 3.3.
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Figure 3.33 HPI liquid temperaturefor thetransient of the experiment 1.2

The results obtained with the TRACE code at stestdie conditions are very close to the
ones provided by the Japanese agency (JAEA) foextkeution of the case, as is shown in
Table 3.4.
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Table 3.4 Comparison of thetest 1.2 results

Specified M easur ed TRACE M odel
Component
(loop A/B)

Pressure vessel
Core power (MW) 10.0 10.1 10.10
Primary loop
Hot leg fluid temperature 598.0 597.2/596.9 598,9
(K)
Cold leg fluid temperature 562.0 563.1/563.0 561,9
(K)
Mass flow rate (Kg/s / 24.3 25.38/25.37 23,85/23,72
loop)
Pump rotational speed 13.3 13.9/13.9 13.3
(rev/s)
Pressurizer
Pressure (MPa) 15.5 15.54 15,43
Liquid level (m) 7.2 7.34 7,50
Steam gener ator
Secondary-side pressure 7.3 7.32/7.33 7,18
(MPa)
Secondary-side liquid 10.3 10.26/10.23 10,31
level (m)
Steam mass flow rate 2.74 2.68/2.61 2.70
(Kg/s)
Main feedwater flow rate 2.74 2.75/2.65 2,76/2,74
(Kg/s)
Main feedwater 495.2 496.3/495.5 495,2
temperature (K)
ECCSwater tank
Accumulator A/B water 4,51 4,52 4,54
tank pressure (MPa)
Accumulator A/B water 320.0 321.9 320
tank temp. (K)
HPI water temp. (K) 310.0 309.8 310
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34 RESULTSOF THE EXPERIMENT REPRODUCTION WITH
THE TRACE CODE AND COMPARISON WITH THE
EXPERIMENTAL DATA

In this section we will show the evolution of thexim variables, obtained in the simulation

of the experiment 1.2 with the TRACE code, andititerpretation.

The graphs show the experimental curve of the tesifilthe experiment conducted at the
ROSA/LSTF facility, provided by the Japanese ageh&lyA, and the data obtained for the
same variable with the thermal-hydraulic code TRAQf the Nuclear and Chemical

engineering department at the Polytechnic Universitvalencia.

3.4.1 PRIMARY PRESSURE

The decrease of the primary system pressure, dilee toreak in the hot leg, is very similar
to the experimental one as can be observed in &igu84. This implies that the scram
signals and the safety injections at times and wietss flow rates are produced very close

to the experimental values.
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Figure 3.34 Primary side pressure evolution
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3.4.2 SECONDARY PRESSURE

Concerning the pressure in the secondary side f loops (Figure 3.35), we notice the
cycling of the relief valves of the steam linesnaintain the secondary pressure below 8.03
MPa, what was also performed in the real experim€herefore, the secondary pressure

really follows the behaviour observed in the exmeit.
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Figure 3.35 Secondary pressure

There is only something that we should mention harel this is that the secondary
pressure decay as we can observe in Figure 3.8%isfaster than the experimental one.
This might be caused by a not completely perfettukition of the heat released to the

surroundings from the secondary side of the stezmergtor.

3.4.3 CORE POWER

The decay of the core power is absolutely identicdhe experimental one. We can assume
here that the point kinetic model that has beerpéhiced in the TRACE model gives

accurate response for the core power, as we obseRigure 3.36.
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Figure 3.36 Core Power

3.4.4BREAK MASSFLOW RATE

In Figure 3.37 we have displayed the mass flow tiateugh the break. We can observe
here that the TRACE results follow very closely theerimental ones, so we can assume
that we have correctly modelled the break flow atéscharge loss coefficients and all the

dimensions related with the break line.
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Figure 3.37 Break mass flow rate
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3.4.5VO0OID FRACTION

The void fraction evolution in the hot leg, at tpesition where the break occurs, is

displayed in Figure 3.38.
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Figure 3.38 Void fraction versustime computed with the TRACE code at the hot leg
position where the break occurs

As can be observed, the pipe is practically filgith steam, i.e. the liquid level becomes
practically zero, at about 1000 seconds. SincéHfkis actuating, in the cold leg, and the
pumps are turned off, the hot leg fills back witater coming from the U tubes. Since the
primary pressure rapidly decays, this allows thelbg to refill with water, otherwise it

would keep on releasing fluid through the breala dtigher mass flow rate and the void

fraction would remain close to 1 (i.e. all steam).

3.4.6 HPI MASFLOW RATE

In Figure 3.39 can observed the HPI mass flowirgéetion to the cold leg. The red one is
the TRACE value, and the black one the experimeota at the ROSA facility. Both
graphs are very similar, and hence we are correatigielling the HPI injection to the cold

leg.
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Figure 3.39 HPI flow rateinjection

3.4.7ACCUMULATORSMASSFLOW RATE INJECTION

In Figure 3.40 it is displayed the accumulators srflaw rate injection. We observe that the
Trace values (red) are very similar and have timeesbehaviour as the experimental ones
(black).

15—

0.5 L 1 L
0] 2000 4000

Time (s)

Figure 3.40 Accumulators mass flow rate
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348 PRIMARY MASSFLOW RATE

In Figure 3.41 it is displayed the mass flow réwe®tigh the loop A. We can observe that it

is very similar to the experimental data.
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Figure 3.41 Primary loop A massflow rate

3.49MASSFLOW RATE THROUGH THE SAFETY AND RELIEF
VALVES

In Figure 3.42 the mass flow rate through the gadeid relief valves in the TRACE code

compared to the experimental values is displayed.
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Figure 3.42 Experimental and calculated with TRACE mass flow ratesthrough the
safety and relief valves

34.10LIQUID TEMPERATURESAT THE COLD LEG

In Figure 3.43 the thermal stratification at theédcleg with time is displayed. This is the
main issue we are dealing with in this thesis, esitids was the genesis and starting point
for it. It can be observed in Figure 3.43 thatlifaid temperature in the cold leg becomes

axially stratified from the very first instants thfe start of the experiment.

As the cold leg becomes partially filled with watmd there is steam coming from the
downcomer of the vessel, and flowing countercutyente thought it would be a good
research issue to study this scenario going on fére main outcome of this study would
be a computer program which solves all the requégdations to predict this scenario in
the cold leg in order to, in future, provide the AGE code with a tool for a better
capability to predict the evolution of the physiea@riables that play a main role in this

phenomenon.
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Figure 3.43 Liquid temperature at an axial cut of the cold leg

3.5 CONCLUSIONS

The reference steady-state situation was firstiodtawith the TRACE code using the
same initial boundary conditions of the LSTF fagilifor this experiment. Some
improvement in the nodalization of the plant mdaz$ been performed in order to consider
some LSTF specifications. The TRACE results arsecto the experimental ones at steady-
state.

For this transient the ability of TRACE to corrgcfiredict the fluid regime in the hot leg is
very important. At the beginning of the transiem fluid is discharged through the break
located at the bottom of the hot leg. This fluidridiquid state and as a consequence the
mass flow rate discharged through the break is tégly, and the pressure drop very high
during the first seconds of the transient until theginning of the HPI injection. This
behaviour is predicted very well by the TRACE codater, the flow at the hot leg
becomes biphasic with low void fraction, and thessnflow rate discharged through the
break is still high because the TRACE off-take miaimsiders the fact that at the bottom
of the hot leg we have liquid. Finally, the flow tine hot leg becomes biphasic with high
void fraction and we discharge mainly steam throtighbreak. In this test the contraction
of the fluid vein during the steam discharge has important influence on the
depressurization rate during the steam flow regifgeontraction factor of 0.6 has been

considered only during the steam regime in ordéake this fact into account. The TRACE
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code predicts very well the change of regime froiphésic to practically single-phase

steam that takes place between time 900 second&aad 000 seconds.

The injection of the HPIS in the cold leg produaesignificant thermal stratification in this
pipe that attains the value of 100°C. TRACE cod®juts well the average temperature in
the cold leg, especially in the loop seal. Howewsme of the complex 3D thermal
stratification phenomena that take place in the ¢& during the HPIS injection cannot be
reproduced with a 1D model as the one used to septehe cold leg in the TRACE code.
As a consequence the liquid temperatures prediosyed RACE in the downcomer that
match well the experimental data during the fir80 $econds start to separate from the

experimental ones at this point of time.

The evolution with time of the rest of variablestls pressure in the primary system, mass
flow rate through the break, pressure in the seagndand mass flow rate through the
primary are all of them well predicted by the TRAE€&de along the transient. The pressure
in the secondary is well predicted, for instance thaximum pressure attained in the
secondary and the cycling of the safety and retidies are well predicted by the TRACE

code. It is also well predicted by TRACE the depuegation rate in the secondary.

The mass flow rates through the safety and rebdéfes are a little bit smaller about 0.25
Kg/s than in the experiment, but Figure 3.47 shives when the safety and relief valves
are closed the experimental values have a smal ftas rate through the valves, equal to
0.25 Kg/s. So the 2.5 Kg/s predicted by TRACE foe thass flow rate through the SR
valves seems to be correct. The opening and clasings of the SR valves are a bit

displaced with respect to the experimental ones.
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CHAPTER 4

STEAM-WATER COUNTERCURRENT FLOW
PHENOMENON AND ITSMODELIZATION

4.1 INTRODUCTION

In this chapter our mathematical modelling of a PW&ctor hot or cold leg for the

steam/water countercurrent flow study is presented.

In light water nuclear plants, countercurrent flawd thermal stratification can occur in
some pipes, mainly during the startup and shutddyawever, in our case we will study

the scenario of an accident of the small LOCA type.

Since we are studying this LOCA type scenario, @edaim to study a specific period of
time during this accident, we suppose that a stwatef countercurrent and stratified flow

is taking place.

In Figure 4.1 a graphic scheme where all the playgbenomena which are taking place

and which we are modelling is illustrated:
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Figure 4.1 Cold leg physical phenomena during the stratification
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The model hypothesis as well as the equations faseithe modelling of our problem will

be presented. The mathematical model consistx @osiservation equations which are; the
mass, momentum and energy conservation equatiansafth phase. Apart from these
conservation equations for each phase, we have sauations which will be later

explained, and which are called jump conditionsctorsure relations. These relations
connect the steam and liquid conservation equatibinsse jump relations consist of some
mathematical equations which assure that the phlysiiscontinuities at the interface,
which correspond to the interfacial phenomena ttemt be seen in Figure 4.1, are

accomplished when solving our problem.

There are presented the considerations which waderrior to solving our countercurrent

problem in the next point. Then we present andargiow the conservation equations and
the jump conditions are obtained. Also all the #ddal phenomena which have been taken
into account and calculated in our code, like thathiransfer to the walls and the different

frictions, are described.

Thereafter the discretization of the differentiqliations is presented.

4.2 CONSIDERATIONS OF THE MODEL

The main considerations for this model are:

It is a one-dimensional model. Both phases interghamass and energy through the
interface which is supposed to be at the saturagonperaturd, =T_ (P) while the

steam can be superheated or not, and the ligsidbiscooled.

The pressure drops are different for each phasee diquid and steam are stratified and

flowing countercurrently.

Both phases are assumed to be stratified, andahe@easation process takes place at the

interface at saturation conditions.

Steam can condense also on the tube walls.
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4.3 CONSERVATION EQUATIONS

In this section the conservation equations whichehldeen implemented in the code are
deduced. These equations are then used to solstettim-water countercurrent flow in the
hot or cold leg of a PWR reactor. Since the modelD, it won't have the capability to

predict axial temperature profiles at the liquigela However depending on the interfacial
and the wall temperature, below the interfaceguaidi temperature profile will be assumed.

Proceeding in this way, we will achieve an estioratof the thermal stratification in the

pipes.

4.3.1 LOCAL AND INSTANTANEOUS CONSERVATION
EQUATIONS

The conservation equations are the starting paintbiphasic systems analysis. These

equations are presented for each phase separatkig &artesian geometry.

We start here by presenting the conservation espmtapplied to an infinitesimal volume
and at an instant of time. These are the goveraiumtions for a viscous fluid flow (in our
case, biphasic flow), and they are called local enstiantaneous conservation equations.
They are expressed in general by using the subdcriphich represents the liquid (k=I), or
the steam (k=g).

> MASS CONSERVATION EQUATION

aﬂJ,ﬁ[(pk i,)=0 k=l,g (4.2)
ot

wherep, is the density of the phase k, amgis the velocity of the phase k in the time
instant t and in the considered point.
Since Equation 4.1 is a local and instantaneouatemufor each phase at a given point and

it is only applicable to open domains in spacerehis no mass generation rate per unit

volume.
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What we have just said means that Equation 4.ppsicable to each phase just up to the
interface. Therefore, at the interface, the densiglocity, and energy suffer an abrupt
change and it is necessary to specify conservateprations in order to mathematically

simulate these singularities at the interface. €hepiations are called the jump conditions.

We need to introduce here the concept of interfabe. interface is an imaginary surface
between the steam and liquid phases through whieh ghases interchange mass,
momentum and energy. By supposing that the inteabetween the steam and the water
phases moves with a velocity, , which depends on the considered time instant and

position, then the mass flow from one phase tarttexface, must equal the mass flow from
the interface to the other phase. This conservatiration at the interface is expressed as

follows:

2P (l_jk -4, )mk =0 (4.2)

k=l,g
Let's notice that the unitary vectong and n, point out to opposite directions for the liquid

and steam phases.

Liquid Liquid

A4 v

control control

Figure 4.2 Unitary vectors ﬁg and ﬁ, in an arbitrary point of the liquid-steam
interface
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> MOMENTUM CONSERVATION EQUATION

a(pkak)

at +0dp GG, )= pG+0, (4.3)

where p,gis the momentum source due to gravity, aﬁgj is the stress tensor due to

pressure and the shear stress due to the visamisrniei.e.:

Te=—pl + 1 (4.4)
where 7« is the viscous shear stress tensor of the phasddre the tensiori(ﬁk) in an

arbitrary point of the interface with unit vectay is given by:

t(A, )= A, = -p, A, +n, (4.5)

In this case, the jump conditions consist of supypshat in every point of the interface,
the momentum flow rate from one phase to the iaterfequals the momentum flow rate
from the interface to the other phase plus thetesldensions by the phases at both sides of
the interface. This condition can be expressedl&sAfs:
- ¥ p i, (G, -G, )oh, + TA, 0, =0 (4.6)
k=l g k=l g
Basically, this means that when integrating theralvénterfacial area, the momentum rate

that one phase loses goes to the other.

> ENERGY CONSERVATION EQUATION
a p e - - - —n - hag — — . m
(aktk)+D[(pkekuk):—D g, + 000, L, +p,9 0 +q, 4.7)
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where, G, is the heat flux received or released through thentary surfaces]] EFk u, is
the rate of work done by the pressure and viscorces$, p, g [, is the rate of work done

m

by the gravity forces, and; is the generated heat rate inside the volume.

Let's remember that the stored energy per unit inhsKg ) is given by:

] 1 2
e =-e +-uU,+gz (4.8)
where €, is the internal specific energy.

In this case, the jump conditions express thetfatt the energy transported by convection
and the work done, through the interface, that vansoses one phase equals the energy

that the other phase loses or wins respectivelis ddn be expressed as follows:

- Y6, th, + Yt(A ), - Yep, (G —0,)mh, =0 (4.9)

k=l,9 k=l,g =l.g

where f(ﬁk) is the stress vector as defined in Hetsroni’s bpage 1-9, see Equation (4.5).

4.3.2 3D AVERAGED CONSERVATION EQUATIONS

Now well, the equations that all the thermal-hyditacodes use, and which we are going to
use in this thesis, are always time and space gedraquations. In these equations, a
double space and time average (Ishii 1975) or aespgerage and an "ensemble average"
(Banerjee 1980) is performed on the local and iniatzeous equations. The mathematical

development of the time and space averaging ig &xplained in Appendix G.

We are introducing here a few definitions beforattwiing.

Let's suppose that we have a voluxhavith two phases, as is shown in Figure 4.3.
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v

control

Figure 4.3. Occupied volume by phase k at thetimeinstant t in the volume element V

Now, let's consider the characteristic functiontfer phase k, defined as follows:

if rOk

4.10
if roOk (4-10)

. 1
Xk(r,t)= 0

We define the mean volumetric fraction for the ghlsin the volumeV/ , centered at

(a, (F,t)>:\]/'jxk(F,t)dV:1 JdV=Vk(F't) (4.11)

V v (Fit) V
where the symboq >represents the space averaging of a variable.

Now well, the volume fraction also changes withdinThat's why we define the time

averaging of the magnitude (4.11) as:

.y 1 =
(a (Ft))="[la, (F.t))dt (4.12)
TT
where the symbor represents the time averaging of a variable, amsl & time interval

centered int, i.e.:
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{t—T,t+T} (4.13)
2" 2

This averaging leads us to the so called macroscegpiations, which are presented next.
In these equations all the magnitudes are averagaphitudes. For the sake of simplicity

we have omitted the averaging symbol in the corsmn equations.

> MASS CONSERVATION EQUATION

Here the time and space averaged mass conseregi@tion is presented:

M + |j E(pkakljk ): |_k k:|,g (414)
o Ty %
N

1

where a, is the averaged volume fraction of the k phasgis the density of the phase k,

U, is the velocity of the phase, and:

1)M: Is the rate of change of the stored mass per vwolitmein an arbitrary

ot

position and time instant of the domain.
2)0 [ﬂpkakﬁk ): Is the mass flow rate through the fluid elemees.

3)I, : Is the mass generation rate per unit volume Herghase k that can be positive or

negative.

In the further conservation equations, when sepaydhe conservation equations for each

phase, we will use the following definitions of uaie fraction:
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- Steam volume fraction:
(ag)=a (4.15)
- Liquid volume fraction:

(a)=1-(ay)=1-a (4.16)

where we say that is the steam volume fraction and hente,a is the liquid volume

fraction.

Finally, by inserting the previous definitions inquation (4.14), the averaged mass

conservation equations used in the thermal-hydrawldes for both phases are:

Liguid phase
a((l_af)p ). Ao a-a)i)=r, (4.17)
Steam phase
0 .
(a'og)m[(,ogau,_},)zr,_}l (4.18)
ot

being I', the steam generation rate per unit volume at point

As it is explained in Appendix G, the mass jumpditian can be expressed as:

ro=-T, (4.19)

9
Hence, Equations (4.17) and (4.18) can be comhimede single equation, where the mass

conservation for the total mass is given by:
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a(apg +(1_a)pl )
ot
> MOMENTUM CONSERVATION EQUATION

+i[ﬂapg +p,(1-a)q, ):0 (4.20)

Here the time and space averaged momentum coriseregjuation is presented:

dla, pu -~ oo - = - . == _
w-‘-m[ﬁakpkukuk)+akDP_DmkrkT P9 =F R + T U
J,t_/ 2 3 4 Y =7 s

1

(4.21)

where a, is the averaged volume fraction of the k phasgis the density of the phase k,

U, is the velocity of the phase K, ' is the Reynolds viscous shear stress tensor fok the

phase, and:

ola, p.u . .
1)w: Is the rate of change of the stored momentum ysgr volumein an

ot
arbitrary position and time instant of the domain.

2)0 Eﬂakpkﬁkﬁk): Is the momentum flow rate through the fluid elemfaces.
3) akiP: Pressure drop in the element of fluid.

4)@ o, 7, : This term is the rate of change of the momentemymit volume due to the
viscous shear stress.

5)akpk§: Is the rate of change of the momentum per unitime due to the gravity
forces.

6) IEki . Is the rate of change of the momentum per uriiime due to the friction between

phase$5ki .
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This term is produced due to the fact that theidigand the steam move at different
velocities, what produces a frictional shear sttbas causes the steam to be slowed down
by the liquid and the liquid dragged by the steamesthe steam velocity is higher than the

liquid one, and inversely if the liquid velocitylisgher than the steam one.

ﬁmzi¢?kﬁnd3 (4.22)

VA|

7)F,, : Is the rate of change of the momentum per uritme due to the friction with the

wallsF,, .

ﬁm,:J:jfk[ﬁkds (4.23)
VAkW

8)[ U, is the rate of change of the momentum per unitimel due to the momentum

interchanged due to the phase change.
_ 1 S Y
MUy === [ty (uk -4, )Ehk ds (4.24)
A

where T, is the mass generation rate per unit volume optrese k, and,, the velocity of

the phase k at the interface.

The integration of the jump condition all along theerfacial area, leads us to the following

expression:

F, =-F, (4.25)

g
In the momentum conservation equation and alschénfollowing energy conservation
equation, we are assuming tRat= P. This yields the pressure to be the same for both
phases. This is because we are supposing that veeghlhomogeneous flow, i.e. we are
analyzing a volume where the phases are mixedwlnere we have volumetric weighted

properties for every phase. However this assumjigiot true for stratified flow.

Finally, the averaged 3D mass conservation equatimmmally used in thermal-hydraulic
codes are:

4 11
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Liquid phase
0. - ~-_ 1 - C - TN ~
—u, +u, Mu, ==—0p+-—"—(d, -4, Ju, —u
at | | | 0 (1-0’),0| ( g IX g l‘
My (- Cu = - -
- i, -0, )- G |d,[+g
(1—0'),0I | (1—a)pI ll
Steam phase
94, +d, M, =-* Fp--% (4, -a,)d, -4,
ot Py ap,
I'+ R R Co. _ | R
- (ug_ul)_ ug‘ug""g
ap, ap,
where:
Fg+ = max[rg ,O]
r, =min[— r, ,O]
> ENERGY CONSERVATION EQUATION

Here the time and space averaged energy conseni@tion is presented:

M*'i [(akpkekak):_Piak - PO [(akak)+rk & +i
ot — o T
ﬁ—/ T’ [

5

(4.26)

(4.27)

(4.28)

(4.29)

* Oy
[
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+ Gy + @, 0, (4.30)
R

where g is the stored energy per unit mass in the fluighelet, and:

1) a(akalfkek)

position and time instant of the domain.

; is the stored energy rate of change per unitnael@J /sma) in an arbitrary

2)i[ﬂakpkq0k): This term when integrated over V, is the energyfrate through the

fluid element faces.

3)- P%ak: Is the loss of energy per unit volume due to pragansion.

4)- PO [(akuk ): Is the work done by the pressure due to expansion
P, L

5)F,| e, +— |: Is the variation of stored energy due to masssfiex between phases.
Pk

6)q, : Is the rate of heat per unit volume interchanigetiveen the interface and the phase

k.

7)q, : Is the rate of heat per unit volume interchanigetiveen the phase k and the walls.

8)a,q, : Volumetric source of energy in the fluid element.

By integrating the jump condition of the energy &iipn with respect to the interfacial area

A contained in the fluid element volume (neglectihg work done by the viscous forces)

we get:

~ [(G', +d. o, Jas— [ (h,m, +hymy) dS=0 (4.31)
A A

where:

4 13
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m, = 0, (Uk -4, )Dﬁk (4.32)
he =6 +P/ g, (4.33)

Thence we can write the jump condition equatiofoliews:
. n o A|
(Chi +dg4 )7*' hyi Iy +hey My =0 (4.34)
Vv
By using in Equation (4.26) the mass jump condjtien I'; =-T, we can say that:

R (4.35)

o (hogi - holi )V

Finally, in order to obtain the 3D energy consaobraequations for the internal energy, we
subtract from (4.30), the kinetic energy equatibimis last equation is obtained multiplying

each momentum component equationgy and summing up the three resulting equations.

After some calculus it is obtained:
Liquid phase

Ae=adoel). & f1-a)p,era, )= - 2 (1-a)-PEf(a-a)s,)
ot ot

+ Q\M + Qil + qdl + I_I hI,i (436)
Steam phase

0% ), 5 a5, )=p, O e, e+, + G 411,
ot ot

(4.37)
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4.3.31D AVERAGED CONSERVATION EQUATIONS

Since our code is a 1D code, we must first obth# dveraged 1D equations from the
previous 3D averaged equations. We can find thigeldpment at the "Handbook of

multiphase systems by Ged Hetsroni ", or in thekbthermo-fluid dynamics of two-

phase flow" by Mamoru Ishii.

> MASS CONSERVATION EQUATION

We assume both phases as separated as we cantbeenaxt figure, where we show an

AV of the pipe with cross sectional arkgx) :

Steam

aug
AF <—
oxX

u, + m
cond  Interface

u; >

Ou
—> u, +—LAX
oX

AX

»
»

Figure 4.4 Countercurrent separated flow

Then, we apply the continuity equation for thehlage at the volumAv, as follows:

Rateof changeof the | _ | Incomingmass Outgoingmass
Massstoredn AV, - | flow ratetoAV, flow rateto AV,

N Generatednas
in AV,

where AV, is the occupied volume by the k phase.

Steam phase:

4 15
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olp a A(x)
Lg7)+i(,oga'A(x)ug)=I'g A(X) (4.38)
ot ox

where t is the time (S)A(x) is the cross sectional area of the pipezb, Py is the steam
density (Kg/ms), u, is the steam velocityni/s), I'y is the condensation rate per unit

volume (Kg/sms). The g subscript refers to the steam phase, anepresents the x

direction which corresponds with the axis of theepi

Liquid phase:

W + 2 (ph-a)au)=r, A0 (4.39)

where t is the time ), A is the cross sectional area of the pi;mezq, p is the liquid

density (Kg/ms), u, is the liquid velocity (n/s), I, is the liquid mass generation rate

per unit volume (<g/sms).

The equations (4.38) and (4.39) assume the jumgitomn.

~[p, (U, -0, )da TR, - [p, (G, -, )Jdath, =0 (4.40)

where A is the interfacial area in the volundsV .

i.e. the mass flow rate lost by one phase is wothbyother.

Let's introduce now some definitions:
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ﬁhizgpgwg—aJHEdA (4.41)

Is the steam mass flow rate crossing the interfidogice thatm, is positive when there is

condensation, and negative when there is evaparafiberefore the condensation rate at

the interface is defined am =my . Now the evaporation rate per unit volume is

condgi
defined to have a positive sign when we have ewjoor, so we write taking into account
(4.41):

1 . . m
Mg = v my; =-m, a (4.42)
Notice thatlg is negative when there is condensation. This méaatsthe vapour phase

loses steam.

where, a' is the interfacial area concentration {min the considered volume, and is

defined as follows:

m A Pin er AX IDin er -
am = A Porar 8% Pover [ml} (4.43)
\% A(X)Ax  A(X)

Now, we must say that the condensation mass fléevtrat is simulated in our CC code,
includes the steam condensation at the interfaue,adso the steam condensation at the

wall of the pipe where there is only steam phasetdihaving a separated flow.

m, = -FV =, +m, (4.44)

where M is the steam condensation at the liquid/steam fater andm,, is the steam
condensation or evaporation at the steam pipe wall.

As we already said, the jump condition in the camity equation means that:

r,=-T (4.45)
where, g is the steam condensation rate per unit vquMg/(smS), and ["1 is the liquid

. . 3
mass generation rate per unit volumé&g( sm ).
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> MOMENTUM CONSERVATION EQUATION
A scheme of the forces and shear stresses thactrating in the volum&V is shown in
Figure 4.5.

Py

LAX

p, (1 —a A

Figure 4.5 Forces and shear stresses schemein thevolume AV

We apply the momentum conservation for the k phiasthe AV, volume as follows:

Rateof changeof the _ | Rateof incomingmomentum
Momentumstoredn AV, - toAV, through tleAV, contour

_ Rateof outgoing momentum N Sumof forcesthatacton the
from AV, through treAV, contour volumeelementAV,

Next we define the friction stresses of the steathlmuid with the walls:

1 1
T = 5 fo0,U, U, and7,, =5 f,o,u lu (4.46)

gw

The interfacial stresses are defined by the exjmess

Ly :; fi Py (ug Y )i‘ug —u ‘i and Tg =70 (4.47)

Concerning the liquid we notice that for the waé have,7,, = -7,,€,, with 7, >0, and

sinceu, >0, this term contributes to decelerate the liquide Term of the interfacial shear

stress isT,, = —7,€,, with 7, > 0 and also contributes to decelerate the liquid.
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Steam phase:

do,u,a AX)  (o,u,’a AlX) P,
p =- o —T4 P, — TPy —aA(x) o +I A(x)[uk]

+ P, gaA(x)cosH (4.48)
where, the variabler , represents the steam viscous shear stress at thedeimed

previously, T . represents the interfacial shear stress at theface steam-liquid that tends

g
to slow down the stean®), is the pressure of the steam, i the steam transversal area, g
is the gravity acceleration afg is the condensation rate per unit volume (Kdysm

Due to that the pipe is horizontél= 90, the gravity force doesn’t act in this directiamda

the momentum equation results into the following:on

a( U, A(x)) __ 6( U a A(X)) ~7,P, ~T P, ~a A(X)(E +T, A(x)[u, ]

ot X 9 d
(4.49)
where;
(T A(x)u| if r,>0
ry Ax)\u, )= {rg A, it T, <0 (4.50)
Liquid phase:

As in the steam phase, the gravity term doesn’teapfpecause we are considering a
horizontal pipe.

alp u, (1—0')A(x)):_a(p|u|2(1—a)A(X))+T b o+ p

ot ox o

~(1-a A0 41 AX)u,] (4.51)
0x
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where:
(T Ay, if Ty <0
M A(x)u, )= {F|Ahﬁu T >0 (4.52)
> ENERGY CONSERVATION EQUATION

The energy conservation equation is applied tatimrol volume shown in Figure 4.6:

Py

P, + £ AX

P
% Bipy
ax

Figure 4.6 Scheme of energy sources at the volume AV,

{Rateof changeof the}

Rateof totalenergyincoming
Energystoredn AV, r

to AV, through tle AV, contou

Rateof totalenergyoutgoing . Heatratereceived
from AV, through tleAV, contour| | through tteinterfac

{Energyreceivedhrough heinterfacen the}

+ . s .
condensatin proceserunit tlmelnAVk

N Heatratethrough he | Work performedperunit
walls time duringexpansionn Avk
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Steam phase:

9 (pg €, A(x)) =9 (PgU e, A(x)) -P, 9 (uga'A(x))+ q;w + q'gi
ot ox ox

p 2@Ab) - oagn @ss)
ot

where e,, (J/Kg ) is the internal energy stored in the steayy, is the heat removed from
steam through the walls\(/m), ¢ is the heat removed from the steam through the

interface W/m), P, is the contact perimeter steam-waln), and B, is the

interfacial steam-liquid perimetem().
Liguid phase:

9 (p ey (1-a) A0)= "2 (pue, (1-a ) A - R 2 (u, (1-a )A()
ot 0Xx 0x

+q|,w + q|'| -R M +I A(X)hli (4.54)
ot

Considering the energy equation, we can truly ¢t the interchanged energy in the
interface is conserved. This means that the enatggchange through the interface surface

is zero, what can be expressed as follows:

- —n

- [ p, (i, ~, )ch,hydA- [, (G, ~ G, ) h, dA- (G Th,dA- [G) (hdA=0 (4.55)
A A A Al

From this expression and taking note of the défing of 'y and I, and the

equalitylg =T, we get an expression to obt&ip
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K

g

o . . n .
@t A %ty _w

r a| (4.56)

g

<hgi _hli> v h;

g

3
slin

We present in Table 4.1 a resume of the 1D averagedervation equations for each
phase:

Table 4.1 Resume of the 1D averaged conservation eguations
MASS CONSERVATION EQUATIONS

Liguid phase:

ApL-alAx) o 4 -
T"'&(M(l a)A(X)U,)—ﬂ A(X)

Steam phase:

olp a A(x)
kg)+a(%aAUM@FFng
ot 1)

MOMENTUM CONSERVATION EQUATIONS

Liquid phase:
olou -a)am) _ olou’t-a)aw) o o
ot 0x ¢ 9
~(1-a )Ac0 T 41, Ay, ]
ox
Steam phase:
3(p,u,a A()) _ 3(o,u,%a Ax) oP

-71,P, TP, —a Alx) ==~
ot 0x woen e ()ax

+T A(X)[uk]

ENERGY CONSERVATION EQUATIONS
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Liguid phase:
9 (p, ey (1-a)A)= " (pue, (1-a )A00) - B L (u (1-a )A)
ot 1) 4 1) 4

+Q, +G; ~ R 6((1— a)A(X)) +T, A(X)hli
ot

Steam phase:

9 (p,ea AlX)= =2 (p,u e AX) - P, 2 (u,0a(x))+ ), + 4,
ot 1) 1)

a(a A(X)) + rg A(X)hgi

ot

-P

g

4.4 DISCRETIZATION OF THE EQUATIONS

Once we have obtained the differential equations dar problem, they have been

discretized in order to transform them from a d#f#tial equation into an algebraic

equation whose unknown variables in our caseared , B, P, T, T;.

We might say at this point that we will have twdfalient systems of equations, one for
each phase, with three equations (mass, momentdrarergy), for each one. They will be
solved separately and they are coupled througtinteefacial heat, the condensate mass

and the interfacial friction.

The discretization of the differential equations ¢ made by two methods; explicit and
implicit. In the explicit methods the value of theknown variables matrix at the new time
step are calculated from the variables at the previtime step. The advantage of this
method is that the solution is obtained with a munn number of arithmetic operations at
each time step. However this advantage is affetipdhe stability and convergence

conditions which impose severe restrictions torttaximum time step to choose.

The implicit methods normally have pentadiagonafliagonal or bidiagonal unknown
variables matrices. As we will later see, the C@ecsolves a tridiagonal matrix. The

advantage of this type of discretization methoithé it has no time step limitation.
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In our CC model we will solve the mass and energyations with an implicit method and
the momentum equation with a semi-implicit one. Wik do a velocity correction by the
pressure variations, so the method to solve thél@m in semi-implicit and its main

restriction is the courant limit:

Courant = Y2t <1 (4.57)
AX

In order to discretize the equations a finite coln'olume has been used. This technique
was introduced by Mc Donald in 1971 and Mc Cormaonk Paullay in 1972 in order to
solve the Euler equations. In this technique tha@seovation equations are directly
discretized in a determined physical space. Figureshows the finite volume used in the

discretization. Now we will describe the grid mddethe discretization.

Momentum Continuity
cells cells
j-1 j j+1
;3 1 1 3
J 2 ] 2 j+ 5 j+ 5

Figure 4.7 Grid for the problem

4.4.1 GRID DESCRIPTION

The space domain has been divided in small paderstin Figure 4.6 (continuous lines).

Those domains are the ones where the conservatjoatiens are discretized, and the
variable values are calculated in the centre ofmth&he velocities are calculated at the
faces of the cells. This is the reason why it isdeel to construct an auxiliary grid and to
displace it from the other (the discontinuous l)n&o we have one grid for the mass and
energy equations (continuity cells) and anothertf@ momentum equation (momentum

cells).
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4.4.2 DISCRETIZATION OF THE MASS CONSERVATION
EQUATION

To discretize the mass conservation equation wegriate the Equation (4.38) in the

volume AV, shown in Figure 4.3. We must remark that whenrdising all the gas and
liquid areas i.eA; = @A andA = (1—0')A, both the continuity cell and the momentum

cell ones are discretized explicitly.

Steam phase:

We integrate the steam mass conservation equatitbnrespect to the time between the
time stepst and t+At, and it is also integrated with respect to the ddrdinate that

represents the length of the continuity cell, bemthe coordinates;X, and X.1.

t+AL j+1J20(p aA(x)) t+AL j+1/2 P t+AL j+1/2
T B tax+ | [ (o a AU, )Jdtdx= [ [, A(x)dtdx (4.58)
tj-12 ot t j-12 9X t j-12

The superscriptd and t + At indicate that the variables are calculated atiithe stepst

andt + At respectively.
Let’s analyze each term separately:

For this first term we assume that the variajpleandA, , are at the control volume we are

integrating, constant and equal to the value incéwtre of the continuity cell. The area is
supposed as constant for the considered time steft,appears as a constant, and its value
is updated at the end of each time step. This gssumfor the value of the area will also

be made in all the further integrations.

t}At J+}26(,09Ag (X)) ot dxzt}ma(pgAg)ijdt = |:(pg )t'mt_(pg )t' :|AgtAX

toj-12 ot t ot :

(4.59)
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In this second term, we have the convective fliatdbe faces of the continuity cell.

So we notice that we need to evaluate the valye, of Ay and u,at the faces of the cell.

The convective term when it is discretized yields:

I | I:X(puAg (x))at x= {((pgAg Vo) -(loga)'u )H,jm

(4.60)
Now we are going to integrate the condensation text@. We suppose the condensation
rate as constant in all the cell and equal to tdeevat the centre of it. We have the same

for the value of the interfacial perimeter.

One thing that we must notice here is that the eosdtion term is discretized implicitly.

For the semi-implicit resolution of the momentunmservation equation as we will see at
sections 5.2 and 5.4 for the liquid and the stehases respectively, the condensation term
is considered as explicit, otherwise we couldnitéhaleared up the corresponding velocity

at tHAt.

t+At j+1/2

[ [roA(x)dtdx=dgl™ (4.61)

tj-1/2

Finally we get the following algebraic expression:
+A + +,
|:(pg)tj 1_(:09)11‘:|AgtjAXz_|:((pgAg)lugtm) _((pgAg)lugtm) :|At
j+1/2 j-1/2
+¢gfm(4ea

Liquid phase:

Analogously for the liquid phase, we get:

|_(,0| )Tm —(p| )tj IA1t,AX = _l((pl A )t ule )j+1/2 _((pl A )t ule )1—1/2 ]At

+®," (4.63)
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443 DISCRETIZATION OF THE MOMENTUM CONSERVATION
EQUATION

The momentum equation is integrated similarly te thass equation one, but we must
observe that the momentum cell is displaced wispeet to the continuity one. So what we

have is that the limits of this cell will b¢ and j +1.

Steam phase:
We integrate the steam momentum conservation exqualith respect to the time between

the stepst and t +At, and it is also integrated with respect to the o¢rdinate that

represents the length of the momentum cell betwleemodesX ; and X ;_;

[ Lj—lcw dtdx = ["[,| - (’0 u, @ Alx )— Tg P — T4 P

~a A(x)ai +T, A(x)[u, ]} dt dlx (4.64)
0X

Let's analyze each term separately:

When discretizing the rate of momentum change, stenate the value of the variables

o, Ug, Ag @s constant in the considered control volume, apaleto the value at the centre

of the momentum cell.

t+At
t+At

[ ] at( Ug Aq )dtdxz[(pgugA )J 12 (pgugAg)j_l,z}Ax (4.65)
toj-1
For the convective momentum through the faces@htbmentum cell, we get the values at

j and j+1 as follows:
t+At

[ Jfl- (pg gAg)dth_—|:(ng:Ag)tj —(pgu;AgIJAt (4.66)

t
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Now we integrate the viscous shear stress at tileawd at the interface. We consider the
friction factor and the perimeter as constant m ttomentum cell and equal to the value at
j-1/2.

t+At

] 1 +
[ ] 7 P dtec= (0P, )00 0

toj-1

t
9j-1/2

AXAt

(4.67)

t+At ]

j 1
j J.Tgi Pgi dtdx:(ng[ugi‘lﬂ _u'j'llzju

toj-1

P

int erf

u

9j-1/2 Ij-1/2

t
f”J AXAt

j-1/2

(4.68)

We have to make a distinction here. The momentuardhange between phases depends

on the relative velocity.

In our main case, in which we are trying to stuldg tountercurrent flow, the steam flows
countercurrently to the liquid, and for solving #guations, we consider the liquid velocity
in the downstream direction to be positive, and niselving the steam equations we
consider the steam velocity to be positive tooha downstream direction for the steam,
which is, opposite to the liquid downstream direti So, the contribution to the steam

momentum by the liquid is:

t+AL

1
J' J' Ty Py dtdxz(ng [U| j-1/2 _ugj—l/z]

t -

P

int erf

Uijaz “Yg 0

t
f, J AXAt

j-1/2

(4.69)

This term diminishes the amount of countercurrlw imomentum of the steam.

When flowing cocurrently, the steam condensatiatsadomentum to the liquid phase, and

when flowing countercurrently, the steam condepsatikes momentum from the liquid.

Now we have the pressure gradient term. As werdegjiating in the momentum cell, we

get the pressure difference betwegrand j — 1.
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t+AL |

| j—axgAg(x)dtdxz—(ng—ng_l)‘A‘ At (4.70)

. 9j-1/2
t -

We can see that the pressure gradient is discdegzelicitly, because the momentum

equation is solved with a semi-implicit method.

The last term is the integration of the momentunange due to the interfacial
condensation. We have the value of the condensaditenat the centre of the cell, so, at
i-12;

t+AL ]

J
[ 71, AX)uJdtax = @ “ ut (4.71)
-1

d 9j-1/2 9j-1/2
We substitutedukay u, since we are assuming here that condensationiiggtakace. In

this casel [uk] =I,u, with ', <Oandu, <O0.

Here we have the terd , which is negative as we will see in Appendix B the steam

velocity is negative in the x direction, the whtdem is positive what means that the steam

condensation takes negative momentum from the steam

Finally we get the following algebraic expression:

t+At

[(pgugAg ) 1—1/2_(pgugAg )tj—l/z}sz _|:(pgungg )tj—(pgungg )tj_l}At

t

u
9j-1/2

AxAt

1 t t+At
_E(pg Pgw fgW)j—l/2ugj—1/2

(;pg[ugj—l/z —U i-l/ZJu

gj-1/2 U, j-1/2

t
t t
I:?nterf fgij AxAt _(PQJ - ng—l) AJj—l/zAt
j-12

ALt
+ (Dg 112 u, 12 (4.72)

Liguid phase:

Analogously for the liquid phase, we get:
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t t

[(p| u A )tjt?.I/Z _(pl u A )tj—lIZ]AX: _|:(pl u’ A )j _(:0| u’ A )j—1:|At

1 t +
_|:2 (,0| P flw) j—l/2u|tj—?.t/2

}AXAI

t
Ui

V-2 " Y,

t
1
- [Zpg [u, j-1/2 _ugj_l/zJ u Prtar i ) JAVAs

j-1/2

J AL, at+0 8wl (4.73)

j-1/2 lj-12 ~gj-1/2

(p

I

-P

lj-1

We must note here that, in the interfacial momentarm for the liquid phase, we have
here the steam density. This is because this tasrd be the same one for both phases,

and actuating as opposed to the corresponding floage

4.44 DISCRETIZATION OF THE ENERGY EQUATION

To discretize the energy conservation equationniegrate Equations (4.52) and (4.53) in

the volume AV, shown in Figure 4.5. The cell in which we integrtitese equations is the

continuity cell.

Steam phase:

We integrate the steam energy conservation equafittnrespect to the time between the
stepst andt +At, and it is also integrated with respect to theo¥rdinate that represents
the length of the continuity cell between the nodes,,, and X, .

+, j+ 6 + j+ - 6 6
10157 o o g @ A= J[ax (0, Uy 25 M) =P,  [u, @)

~ Pou q;W -Py q;. - P (3(09;(>()) +y A(X)hgi dxdt (4.74)

So we get:
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Now we will analyze each term separately:

In the first term we suppose that the values ofvlables p, .e,, and A, are constant

ag

and equal to the value at the centre of the celénconsidered control volume:

t+At j+1/2

0 t+t t
.[ *(pgeag aA(X))dth = [(pgeag ) i _(pgeag ) i :|AgtjAX
t j-1/20t
(4.75)
The convective term is discretized semi-implicdlywe can see below:
t+At j+1/2
[ ] _7(pgugeagaA(X))dth =
t j-12  OX
U tent U tent
_|:((pgeagAg) Ug ) _((pgeagAg) Ug ) }At (4.76)
j+1/2 j-1/2

The following term represents the time variationtled steam expansion in the continuity

volume. We integrate it implicitly:

t+At j+1/2

j j - %(ug a A(X))dth = _Pgt;m [(UQHMAQt )j+1/2 B (ugHmAgt)j—l/z]At (4.77)

t j-1/2
Now we will discretize the heat transfer to the Iveald the interfacial one. As we see we

will integrate these terms implicitly:

t+At j+1/2
!_£@N;mm=@;f“%%m=@wﬁ“ (4.78)
-
t+At j+1/2
" n \t+At +
{ _ {Egi qg dxdt = (qgi )j Ay Ot = (Qgi )tJ " (4.79)
I

We will discretize now the energy loss term dudahe condensation, so, because of the

phase change of the steam:

t+At j+1/2
{_%ﬁ@%mmz@ﬁwmﬁ (4.80)
.
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The last term is the change of the steam energytaltiee change of the volume. As the
variation of the liquid or steam volume does natyveaery much for one time step in the
countercurrent cases that we are studying, this i2equaled to zero

The value of the areas and the rest of geometvimahbles will be updated at the end of

each time step.

In the case of a big increase of the liquid arem dle case of having a HPI (high pressure
injection) in the middle of the pipe, as in thette® of the ROSA facility, we cannot make

this term zero, and we have to take into accoumftlea as another unknown variable in the
iterative process.

t+At j+1/2

0 + +
P e

Finally we get the following algebraic expression:
t+At t
[(pgeag ) i (pgeag ) i }Agtj Ax
+|:((pgeag Ag)tugHm) _((pgeagAg)tuQHm) / :|At
-2

e g Ay ) -l Ay ) ey )T (Qu) = (0, )y
(4.82)

j+1/2

Liquid phase:

Analogously for the liquid phase, we get:

(pres) "= (pie)) A ax

+Hiloes A ut® )~ ((orew A) U)ot

R A A bt (@) (@) = (0 ) e

(4.83)
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4.5 CLOSURE OR CONSTITUTIVE EQUATIONS

As we saw before, the general conservation equatiare those called local and
instantaneous conservation equations. Due to tbetfat the contour between phases
changes with time, we necessarily have to do a éintespace averaging in order to obtain
the final 1D equations that we will use. In thigsls we necessarily will lose information
that has to be compensated with additional relatetnthe contours of the phases so as on
the inside. Those relations are called closureamstitutive relations and they naturally

appear in multi-phase flows theory.

The main constitutive relations in our CC model #ne interfacial heat transfer, the

interfacial mass transfer and the interfacial ioict

4.5.1 INTERFACIAL AND WALL FRICTION

We will firstly define the expressions for the walscous shear stress for both phases, and
the viscous shear stress for the interface witHithed and steam phases. In order to have

the proper signs for the interface with these dquatwe set:

1 1
Tgw :Epgug‘ug‘ fgw v T = E,O|U|‘U|‘ flw (4.84)
1
Iy = E Py (ug_ul )ug_ul‘ fgi (4.85)
T, =-T, (4.86)

gi
In order to evaluate those expressions when digitrgtthe momentum equation, we need
the value for the friction factor coefficients feach phase and the interface. The discretized
viscous shear stresses are:

- ~ 1 t t+At

_ __+ t
Towivz = "Tgwj-128 = 2('09 QW)j—lIZ 9j-1/2

9j-1/2

(4.87)

X

We can observe in Figure 4.7 that the steam sheassswith the wall is positive in x
direction, and since the steam is flowing countemtly, it will take momentum from the

steam as it flows downstream.
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- _ 1

t t+At
T

wi-v2 = Dwj-128 = _E(pl flw)j—llzul i-1/2 u

We can observe in Figure 4.7 that the liquid steeess with the wall is negative in x

t —
Ij-1/2 €

(4.88)

direction, and since the liquid is flowing to theliection, hence, it will take momentum

from the liquid as it flows downstream.

u e (4.89)

Ij-1/2| ©x

r e, == (o,1,)
Taiwe = 7Tgj28 = 75 WPy fy j—l/2[u9j—l/2 _Uij_uz]u

We can observe in Figure 4.7 that the steam intiaifashear stress is positive in x

9j-1/2

direction, and since the steam is flowing counteemtly, it will take momentum from the

steam as it flows downstream.

u e, (4.90)

~ ~ 1( )t
Dijorz = 28 = =5 Py fgi j—l/2[u'1‘1’2 _ugj‘l’ZJulj_llz IRt

2
We can observe in Figure 4.8 that the liquid irteidl shear stress is negative in x
direction, and since the liquid is flowing with tkedirection, hence, it will take momentum

from the liquid as it flows downstream.

Steam-wall
shear-stress
P Sa——
—
W
Interfacial shear-stress 4 Steam
— i gi
T
Liquid —» i T,
[ S—
I——
Liquid-wall

shear-stress

Figure 4.8 Scheme o the shear stressesfor theliquid and for the steam
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We can find several different definitions of thecfion factor. We will use the most
commons, which use the Reynolds number. So we ear hwo different expressions

depending on the Reynolds value, and hence, theréigime:

Wall friction factor:

For laminar regime we will use:

f - 64
" Rex

If we have a turbulent regime flow, we use the Bia$l] equation:

Rex < 2300 (4.91)

f, = 0079Rex Rex > 2300 (4.92)

Interfacial friction factor:

For the interfacial friction factor we will use, amg the correlations we can find in the

literature, the Kim et al. 1985 [38] correlation:

f, = 014010  Re.+ 0021 (4.93)

This correlation was developed specifically forastewater countercurrent flow in a duct.
This friction factor is obtained from pressure Essand hence, the corresponding fanning

friction factor in order to obtain the interfacstlear stress is:

014010 ° Re.+ 0021
4

fy

(4.94)

4.5.2 STEAM MASS CONDENSATION

In the CC code there has been simulated as the dniarfcondensation as the steam

condensation at the steam wall.

We deﬁneCDg as the condensation mass for one cell and onestiepe(Kg).
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® (Kg)=T, (sKrSSJ Alm?)ax(m)at(s,) (4.95)

From now on, we will express with the termgthe condensation at the liquid-steam

interface, and the condensation at the wall, i.e.:

=0, D, (4.96)

4.5.2.1 INTERFACIAL CONDENSATION

As it was deduced by making an energy balanceeainterface, the mass transfer between

phases will be calculated and implemented as caeée in the following equation:

Qi +Qgi
hgi - hi
¢ =-0, (4.98)

Py (Ko) =~ (4.97)

where Q,;,Q are the heat transferd() interchanged with the interface, for the liquid
(Qy), and for the steam(;) during one time step inside one ck||, is the steam
enthalpy @ /Kg) and h; is the saturated liquid enthalpy (Kg ).

Here we can observe as the interfacial condensatising one time step is inversely

proportional to the latent heat, this is, to thieased heat when phase changes from steam

to liquid, and directly proportional to the heatrisferred between phases.

In order to calculate this interfacial heat transfee consider an interface between phases,
which we consider to be at the saturated temperatithe steam pressure. So, the steam

and the liquid interchange heat with this interfatéhe saturation temperature.

Q(9)=a; [S“]mzj A (m?)at(s,) (4.99)
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Q)= (o A ()t (4100

sm
Therefore, when discretizing, the ter(iimg it is calculated to give us the interchanged mass
between phases in Kg.

In Appendix D, it is explained the calculation bétmass condensation at the interface and
its derivatives, which will be needed, to solve #ystem of equations (mass and energy)

which is explained in Chapter 5.

45.2.2 STEAM WALL CONDENSATION
In Appendix E it is explained with more detail hawhas been calculated the condensation
at the pipe wall.

However, the steam mass condensation at the walllirisctly proportional to the

interchanged heat with the wall, and inversely prtipnal to the latent heat.

Qy
CDQWBH(KQJ: h _h'

where ng is the heat interchanged] | with the pipe Wall,hgi is the steam enthalpy

(4.101)

(J/Kg) and h is the saturated liquid enthalpy (Kg ).

ng (‘]): Pinteff AXAJ[H(TW\/ _Tsatv) (4102)
where T, is the saturation temperature at the steam pmessurd T, is the wall

temperature,ﬁ is the condensation heat transfer coefficient atgipe walls explained in

Appendix C.

453 INTERFACIAL HEAT TRANSFER

When solving the equations system, we need thefacial heat transfer to evaluate the
coefficients of the matrix to be solved. We als@dehe derivatives of the heat transfer

with respect to the pressure, temperature andrdsspre differences for each phase.
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As we saw in the previous point, we have two iteidl heat transfers. One represents the
heat interchange between the interface and themstmalk, and another between the

interface and the liquid bulk.

The expression for the liquid interfacial heat gfen is as follows:

Qi = Ahy, (Te -T)At ) (4.103)

The expression for the steam interfacial heat feairis as follows:
Qg = A hyu (T —T, )AL (3) (4.104)

T, is the steam temperature (K) at the correspongdiegsure,T, the liquid temperature

(K) in the centre of the nodd,, is the interface temperature which is saturatethet

steam pressure.

Different correlations will be used for calculatitite interfacial heat transfer for the liquid

and the steam.

The well known Dittus-Boelter correlation [112] Wibe used for calculating the heat
transfer from the steam to the interface as a tartbiflow and a forced convection heat
transfer mode for the steam is supposed:

K

h. =—%Nu

K
o = NUge = 5% 0023Re,” Pr,** (4.105)

hg hg
Different correlations will be used for calculatitige heat transfer from the liquid to the

interface, which have the following pattern:

= Ko, =K aRe®* Re,® Ja™ Pr® (4.106)

lint lint
D hi D hl

h

where h . is the liquid interfacial heat transfer coefficiédWV /°Km?), h . is the steam

lint gint
interfacial heat transfer coefficienW{/°Km?), K, is the liquid conductivity {W/°Km?),
Ky is the conductivity of the steam{(/°Km ), Dh is the liquid hydraulic diametem(),
Dhy is the steam hydraulic diametem{, Re is the Reynolds number, Ja is the Jakob

number, and Pr is Prandtl number.
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For the interfacial heat transfer from the liqum the interface, we can use different
correlations, where c1, c2, c3, ¢4, c5, are diffemnstants which change depending on

the flow regime we are studying, the pipe inclioatietc.

We show the definitions for these dimensionless lensbelow:

Re = (WIJL‘;D““) for each k phase (4.107)
k
C T -T
Ja= [F)"Q(g')J (4.108)
pg hfg
Pr, = [Cpck:'ukJ for each k phase (4.109)
k

In Appendix C, it is explained how the interfacta¢at transfer for each node, and the
derivatives that we need in order to solve theesystf equations are calculated, as we will

explain in Chapter 6.

4.6 HEAT TRANSFER TO THE WALL

When solving the equations system, we need the theadfer to the wall to evaluate the
coefficients of the matrix to be solved. We als@dé¢he derivatives of the heat transfer

with respect to the pressure, temperature andrdsspre differences for each phase.

As the phenomenon is different at the steam walhtlat the liquid wall, due to the

condensation, we are going to explain them sefgrate

4.6.1LI1QUID WALL HEAT TRANSFER

The expression for the heat transferred with thi atdhe liquid phase is as follows:

Q|W = AIw hlw (TIW _-I—Im)At (4110)
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where, A, is the area of the liquid in contact with the walti, is the convective heat

transfer coefficient,T,, is the temperature of the wall in contact with liqeiid, and T, is

the mean liquid temperature at the bulk.
For calculating the convection to the wall, twofeliént correlations will be used. The

Dittus-Boelter and the Grashof one. When solvirgylihuid-wall heat transfer the one that
gives the higher value will be taken.

_ K

h, =h,, = —"Nu,, =" 0023Re* Pr* Dittus-Boelter ~ (4.111)

Dhl Dhl
hw=fhr=|§'NuGr=l<'059Gn”5pfﬁ Grashof (4.112)

hl hl

D

Relz(‘mL“’“} (4.113)

H,
PH=EEL57 (4.114)

KI
9814 (Tt —T tat) 52 3

Gr, = A('J o )p' n (4.115)

H

In Figure 4.9 the thermal resistances that we bavee liquid wall are presented:
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Liquid-wall Wall Exterior
T thermal resistance  thermal resistance ~ thermal resistance T
" WA AMN—
1 5 log(r2/rl) 1 3
R, =—— * Rwan =—0g(r il : exterior
T A An,, KA : h, A

~

H]

~

o3

5

wout

&

\

X
Figure 4.9 Heat transfer resistances schemefor theliquid wall
R[i] _ 1 e/, 1 (4.116)
w) g Rdxh, 6K,dx & (R+t)h, dx

where, h,, is the convective heat transfer coefficieW(mzK ) for each phasela is the

. - 2 . . .
convective heat transfer coefficiew/( m K ) for the exterior,g, is the phase angle at this

dx (rad), R is the pipe radiusn), K, is the wall conductivity,this the wall thickness,

and g and p are, the inner and outer radius respectively.

4.6.2 STEAM WALL HEAT TRANSFER

The expression for the heat transferred with thik atdhe steam phase is as follows:

ng = Awg[h wg_sens+ h wg_condj (T|g - Tgm)At (4117)

4_41



Chapter 4

where, A, is the area of the steam in contact with the whl}, . is the convective heat
transfer coefficienth,; ., is the condensation heat transfer coefficient atsteam-wall
zone, T, is the temperature at the interface between trarstnd the condensate film and

T,,is the mean steam temperature at the bulk.

The heat transfer equation for the steam phaseniglsow different to the liquid phase due
to having condensation at the wall. Then, we hadéfarent way of transmitting the heat.
So, we have two parallel processes at the condeffidat boundary layer to the steam,

which are, convection and condensation, as carbbereed in Figure 4.10:

R =
. —
Tgm R condensate R wall Re Xxterior T
a
T . L logr2/r) 1
4 R =— K4 XA hod

~ ogq

o

S

out

N o

Q

ol /

Figure 4.10 Heat transfer resistances scheme for the steam wall

As we can observe in Figure 4.9, we have diffethatmal resistances. We first have two
parallel thermal processes, which are the senhisé due to convection to the condensate

film, and the condensation term.

In order to calculate the convective heat trangfeéhe wall (sensible heat), we will use two
different correlations. The Dittus-Boelter, and tBeashof one. We will take the one that

gives us the higher value.
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Kg Kg 08 04 .
bg_sens = Nog :D— Nupg =—— 0023Re, ™ Pr, ™ Dittus-Boelter  (4.118)
hg hg
Kg Kg 025 025
Nug s = Ner = o Nug, =——059Gr, " Pr, Grashof (4.119)
hg hg

where the dimensionless numbers are defined as:

u,D
Re, =[p99“'-‘] (4.120)
Hy
C
pr, = ot (4.121)
Kg
9814.(T R o 2p 3
Gr, = 9( T ) 9 h (4.122)

Hy
For the condensation heat transfer coefficientwileuse a self-deducted equation which

we obtained from making a mass and energy balarte ateam fraction wall, which is:

114 a 3 w4 s
B K 1/4

JLsn @[, 3A (F@O)" |,
1/4 1/3

A" ao(F@)"* | sre"sen (9)

h(é,) =
Equation (123). M ean condensation heat transfer coefficient

In Appendix C it is explained how the condensatioean wall heat transfer coefficient for

the steam is calculated, and the derivatives tleab@ed to solve the system of equations, as
we will explain in Chapter 5.

We hence have three different thermal resistancéd®asteam wall. These resistances are:
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Roondensate :

It represents the thermal resistance due to thedumiion heat transfer through the
condensate film at the steam wall.

As we know, ¢'(W/m?) =-KOT (Fourier law). So, in the radial direction, we can
approximate this asg(W) = —KA% , whered is the thickness of the condensate film. The

thermal resistance for the condensate film will be:

_aT(K)_ o (4.124)

condensate

R

Ruvall :
This thermal resistance represents the conducteat transfer through the wall as it is
obtained for a cylindrical pipe wall:

_ log(r2/rl) (4.125)
KA

Ruall

Re xterior :

This thermal resistance represents the convectaat transfer to the exterior. As we

already know,q = —~h[CALAT , and hence, the thermal resistance is:

Ao 1 (4.126)

Rexlerior -

gw) haA

Finally we get the wall global thermal resistancethis dx piece of pipe. The expression is

as follows:
R,() = 1 o, 0 In(ra/ry) 1
WG RAX My wrs Mg o) K G, RAX 6, K, dx 6, (R+tn) h, dx
(4.127)
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At the next point, it is explained how it is itegdtin order to get the interfacial temperature
at the condensate film boundary limit and thus steam wall heat transfer is calculated

with the following equation:

Qo = AglNg_ame * hw_cond](Tig —Tgm)At (4.128)

4.6.3WALL TEMPERATURESAND LUMPED THERMAL
RESISTANCE COEFFICIENT

In order to calculate the heat transfer to the syatl is necessary to determine the wall
temperatures. The reason is, because the convédwairtransfer coefficients (for sensible
heat or condensation) depend on the phases pregeatid these properties depend on the
phases temperatures, which depend on the heafaraoghe walls. So, every variable is
dependant on the others as a loop. Hence, thevamyjyfor solving this is by means of an
iteration process, and reaching a converged valudghe wall temperatures and thermal
resistance coefficient.

As in the previous point, the liquid and steametglained separately.

4.6.3.1L1QUID PHASE

Firstly, we need the value for the convective hemtsfer coefficient to the watk . This
will be the one as we said in the previous poiiisTs, we take the higher value between

the Dittus-Boelter and the Grashof one.

hw( w j (4.129)

m’K

Secondly, we need the thermal resistance for thigiete of pipe. It is as follows:
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1, Infra/r) 1

K =
R[W] 6 Rdxh, 6 K,dx 6 (R+t)h, dx (4.130)

where, h,, is the convective heat transfer coefficieW(mzK ) for each phasela is the

convective heat transfer coefficiew/(/ m2K ) for the exterior,6, is the phase angle at this
dx (rad ), R is the pipe radiusn{), K, is the phase conductivityn is the wall thickness,

andr; andr, are, the inner and outer radius respectively.
In order to make an iterative process we first makenergy balance at the wall as follows:

dc, = h, (T, ~ T, )R dx = T'mF; Ta (4.131)

From this energy balance, we can iterate and obtaifiquid wall temperature.

A flow chart of the iterative procedure is showrFigure 4.11:
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START

Y

FIRST ASSUMPTIONS
T, =T}, »ERRORMAX =1¢ -3

wo >

v
CALCULATION OF THE CONVECTION
COEFFICIENT

()
'

CALCULATION OF THE THERMAL
RESISTANCE COEFFICIENT
R,(f]: 1 +ln(r2/r1)+ 1
") 0,Rdxch, ©,K,dc 0, (R+t)h, dx

Y

CALCULATION OF THE LIQUID WALL
TEMPERATURE

ST, =|1- L T, + E
RIE dXhlw R[ PI dXhIw

Y

COMPARISON OF THE LIQUID WALL
TEMPERATURE
ERROR=T,, —T,,

if ERROR >1e—3
if ERROR<1e—3

A 4
END

Figure 4.11 Iterative procedure for finding theliquid wall temperature

In words;

First, we assume a wall temperature. Then the thenas)dR« are calculated. From

Equation (4.128) we get a new value for the watigerature:

I i P S © P PR (4.132)
R R dxh, R Rdxh,

Now the obtained value is compared with the assupnedand, in case of being bigger, we

take this new value as the wall temperature and wego back to the first step.
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This iterative process is continued till we reactpaverged value for the wall temperature
and the thermal resistance coefficient.

4.6.3.2 STEAM PHASE

For the steam phase, the procedure is exactly ahesThe difference is that, the heat

transfer coefficient at the wall changes due towth# condensation.

So we have;

. 1 J In(r2/r1) 1
Rg(f]_ + + +
WG RAX (Mg s Mg ana) Ki G, ROX 6, K, dx 6, (R+tn)h, dx
(4.133)

Then, the energy balance gives us:

3 T m Ta
iy = (Mg e + Mg g J(Tpn =T, JR X =022 (4.134)
R,
So, clearing the wall temperature value from Equa#i.131, we obtain:

1 T,

- Ty = Ll— JTgm +
Ry Py (N s # My rs) ) ™ R P XNy e * Py )

(4.135)
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CONSERVATION EQUATIONSDISCRETIZATION RESUME

M ass conser vation equation:

Steam phase

[(pg )tjmt_ (pg )tJ }AQIJAX—F{((/OQ A )tugt+At )j+1/2 _((pg A )tUgHAt ]H/Z }At = CDgTAt (4.136)
Liquid phase
l(pl )tj+At —(p| )tj ]AjAX+l((p| A )t u|t+At )j+l/2 —((p, A )t ultJrAt )j—1/2 IAt = CDITM (4.137)

Energy conservation equation:

Steam phase
i) loveu ) v 2= oy ) o

j+1/2

U teat t+At tHAL At tHAL At
_((pgeagAg) Ug jj—1/2:|At_ ng [(ug Ag )j+1/2 _(ug Ag )j—ll2 ]At

+Qy )T+ (Qu) (0 ) (4.138)

i i i gij

Liquid phase
[(p.e@):*“—(p.ed):}A;m{((pleﬁ)‘u.“m)_ ((aea)u) UJN—P.TA‘ o))
I+ 1=
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+(Q) "+ (@u) [+ (@) ny

M omentum conser vation equation:

Steam phase

[(IogugAg) tJ‘J:?tlz_ (pgugp\g) tJ'-1/2]AX = —[(pgungg) tJ_ (pgungg) tJ'-l]At —;(,09 Pow fgw)li-l/zugtthll/z

_(;pg[ugj—l/z —U J‘-l/ZJ u

t

ug j-1/2

AxAt

9j-1/2 uIJ'-1/2

t
t t t
Rmerf fgij AxAt - (Pg; B ng—l)l AQj—l/ZAt + CDQ j-1/2 ugj—llz

j-1/2

Liguid phase

t

[(mu' A) - (ouA) j_uz}ﬂx = ‘[(PMZA )~ (007 A )L}At —;(M P T Jiaro U750

‘AxAt

t
Uiz

Ui jy2 ~Ug j-1/2

1 t t t
—(2,09 [ul -z ~Ug j-1/2} Prter fi ) j-12 DXAL _(PI ;P j—1) A1tj_1/2 At +q3|tj_1,2 Ug j_q/2

(4.139)

(4.140)

(4.141)
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CHAPTER 5

NUMERICAL RESOLUTION AND STRUCTURE OF THE
CC PROGRAM

5.1 INTRODUCTION

This chapter presents the numerical resolutionhef discretized mass, momentum and
energy conservation equations, and the incorparabib high precision schemes to the
general method using limitators. The interpolatioethod FOU (first order Upwinding) has
been applied for the calculation of the convectarmn. In order to evaluate the convective
terms of the momentum equation we used the QUICKH®Dadratic Upstream
Interpolation for Convective Kinematics with Estitmd Streaming Terms) method. Both
methods have been incorporated using a TVD (Togaladon Diminution) scheme called
ULTIMATE, developed by Leonard [B.P.Leonard].

The manner how we are going to find a solutionuo mroblem is by solving two systems
of three equations for each phase separately varietweakly coupled mainly through the
areas for each phase and the interfacial terms. tBugaving liquid and steam flowing
countercurrently, we will have two different pressudistributions, two velocity

distributions, and two temperature distributionse dor each phase.

We have to remark that the way the countercurngstem is being solved is by solving the
1D mass, momentum and energy equations for eacteg®parately. The liquid and steam
fields have to be coupled in order to correctly eiathe interfacial discontinuities as we
explained in Chapter 4. Hence, to correctly predln liquid and steam velocity,
temperature and pressure fields, we couple bottesysby calculating the interfacial heat
transfer from the steam to the liquid, the inteidhmass transfer through the interface, and

the interfacial friction between phases.
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Another remarkable point we must notice, is thatsithe steam and the liquid are flowing
countercurrently, the pressure drops are oppositéhe liquid and for the steam. This is
that the liquid pressure decreases in the liquidredtream direction, and the steam in the

opposite direction, since it flows countercurrently

The method that we will follow to solve each systefrequations is the SIMPLE (Semi-
Implicit Method for Pressure Linked Equations) noethas proposed by Suhas V. Patankar
and Spalding in “Numerical heat Transfer and flfiav”, 1972. This method consists of
semi-implicitly solve the momentum equation, anéntimplicitly solve, the mass and
energy equations, making actualizations of thequnes temperature and velocity for each

iteration.

As it appears in the Patankar book, the importaetrations, in order of their executions

are:

1. Guess the pressure field p

2. Solve the momentum equation to obtain u

3. Solve the p' equation.

4. Calculate the new p, by adding p' to p.

5. Calculate u from its starred value using theei&y correction formulas.

6. Solve the discretized equation for other vadalftemperature in our case).

7. Treat the corrected pressure p as a new gugsessure p return to step 2 and repeat

the whole procedure until a converged solutiorbigimed.

This is basically the procedure which is performedour code in order to solve the
conservation equations. In point 5.2 we explain haw are solving the momentum
equation in order to obtain a new velocity profie each phase. In point 5.3 we explain
how the energy and mass equations are numeriaaied in order to obtain the pressure
corrections, and thence, the new profiles for thiecity, pressure and temperature for each
phase.
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When solving a differential equation, there are twmethods which can be used. These

methods are an explicit method and an implicit rndth

Depending on how we make the discretization ofettpeation, the method would be one or
the other.

> Explicit method
Here it will be explained what an explicit methodnsists on. When solving a partial
differential equation, we substitute the derivasiey their algebraic differences. We can
approximate these derivates with these differenneseveral ways. One would be by
approximating them using the values of the varmbliethe actual time step. So, we would
have an explicit scheme since, we would only have unknown value, and the rest would

be evaluated at the actual time step and henc&yrkno

For example, when solving:

2
ou J U
— = > (5.1)
ot 0x
We would have a discretization like:
Ui g ~ U Uy — 22U + U
= 2 (5.2)
k h

where the index i denotes the spatial discretinatimd the index j denotes the time

discretization; being h the space step and k the &tep.

An example is illustrated in Figure 5.1 for showagetter comprehension.
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! <«——— Unknown value

! «x!| ex/ <——— Known values

Boundary conditions
-
>
>

time step {

Initial conditions

Figure 5.1 Representation of the explicit scheme

> Implicit method
A partial differential equation can also be solvieyl substituting the derivatives by
differences at the time step+1 , and hence, we have a discretized scheme where th
value we are looking for depends on the values@tactual time step, which are known,

and on the neighbour values which are unknown.

For example, when solving:

2
w o 59

ot ox

We would have a discretization like:

- 2 - 2

Ui i U _i Uisg s _2ui,j+l +ui—l,j+l + Ui _2ui,j +ui—l,j (5.4)
k 2 h h

An example for showing a better comprehensioriustilated in figure 5.2.
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17}

]

1)

E

g JH o x/ o <«——— Unknown values
=) = i i+l

8 : 5

5 o ey X/, <«——— Known values
2

m

time step {
k >
Initial conditions

Figure 5.2 Representation of theimplicit scheme

The explicit and implicit schemes have differenthéeours when solving them. An explicit

method is strongly restricted by the Courant number

c=UA 4 (5.5)
AX
In order to relax the explicit restrictions, a sémplicit method is used when solving the

momentum conservation equation in the SIMPLE methsdve will see in point 5.2.

The implicit schemes are more stable, and thigéabse the mass and energy equations are

solved by using an implicit scheme, as we will segoint 5.3.

In order to numerically solve the conservation eigus, we need first to define some
functions where, all the terms are put in one hsidd and so, every function is set to zero.
These functions come from the mass conservatioatiems for the liquid and the steam
(4.13, 4.14), the momentum conservation equatiohi® liquid and the steam (4.22, 4.23)
and the energy conservation equation for the ligaid for the steam (4.32, 4.33).

We define here three functionss,,, F,,,F,;, for the mass, energy and momentum
respectively for each phase k (k=l,g), which wel willve in order to get the solution for

u,,T,,P,.
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» Mass conservation equation:

Fa = |_(pk )Tm _(pk )tj JA1tJ AX+[((pk A )t u, )j+l/2 _((pkAk )t u ™ )1-1/2 ]At

+At _ —
-0, =0 k=l,g
> Energy conservation equation:

F, =
(o ea A )™ (o A, Jx
(o0 ea A U ) o = (04 €0 A U ) s e
LN TR RS VRN iy

—(Qki )1J+At B (ka )tj+At ‘(‘Dk )tj+At hktj+At -0 k=|,g

» Momentum conservation equation:

(o, A ), ~(,u A ), Inx

tllouiaf -louaf, o

t+At

1
+E(pk P fkw)lj—llzukj—llz uktj—llz AxAt
1 t
+{pg[ugj_l/2 _ulj—llz] ugj_l/z _ulj—llz Pinterf f|} AxAt
2 i-1/2
t t t t — —
P, ~PoL AL at-0 U, ,, =0 k=l,g

(5.6)

3.7

(5.8)

In the momentum equation there are some terms vthersubscript is not k and it is g or I.

These terms are;
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- The interfacial friction; the steam density itdensidered for calculating the interfacial
friction term. Then we have the relative velocigtlween the steam and the liquid, which is

the source of interfacial friction.

- The momentum transfer due to the interfacial emsdtion. It is evaluated as the mass
generation of the phase k multiplied by the steatoaity, because the steam is the phase

which is condensing and losing momentum due tog@hhange.

5.2 SEMI-IMPLICIT RESOLUTION OF THE MOMENTUM
EQUATION

As can be seen in Chapter 4, the momentum equatam discretized semi-implicitly.
Every time step and in the Newton-Raphson itergti@mtedure, the obtained velocities are

also updated due to the changes that the new peedistributions induce.

We are trying here to solve the momentum equatimh @btain a new velocity profile.
Since the momentum cell is displaced from the cwity one, and by making a
reformulation of the method by Raithby [W.J. Minkgnz], we must guarantee that the
continuity equation is accomplished in the momentgiis, as it is accomplished in the
continuity cells too. This is because the masseffuthat appear in the momentum equation

must be known.

In order to assure this condition in the momentwitscthe mass conservation equation is
discretized in a momentum cell. Hence, we obtaimaas conservation equation, where the
convective terms are taken at the faces of the mame cells, i.e. the centres of the

continuity cells.

Fa =

[(pk )tJ+—A11/2 _(pk )tj—1/2 JAktj—lleX+|.((pk Ak )t uka )j _((pk Ak )l uka )j—lJAt

_(D‘

kj-1/2

=0 k=19 5.9

The first step we have to do in order to follow B®PLE method is to guess a pressure
field. This is made in our code by establishingiahiconditions for each phase. The second

step is to get the velocity at the time step neinfthe momentum equation.

57



Chapter 5

In order to being able to treat both equations ttogre we multiply the mass conservation

equation ) by uk‘J.*_Al‘,Z(implicit velocity of the phase k, at the centretioé momentum

cell). This is made so that the resulting equatiaa momentum units, and we can operate

this equation jointly with the momentum conservationctionF, .
t+At — t+At t t t+At
U 212 Fa = |.(pk )j—1/2 - (pk )1—1/2 JAkj—1/2 Uiz Ax
t t+At t t+At t+At t t+At —
+|.((pk Ak) Uy )j _((pk Ak) Uy )j—l]ukj—l/z At =Dy ,U sy, =0

k=1, (5.10)

t+At

As we already saidf,, equals zero, and hence, |, ,

F... equals zero too.

We now make the next subtractiou;ff_ﬁ‘,2 Fi. - Fys =0. This makes the momentum

equation to accomplish the continuity equationitothe momentum cell.

We can observe in the discretization of the monmangéguation in the Chapter 4, that the

convective term is estimated atMy which is multiplied by the velocity again inAt-in

different faces. So we approximate; "™ [, \™ =u,’ L, ™, and we take the velocity

in t+At as the velocity in t. Hence, we have the follayveguation:

t+AL _
U icaso Fia = Fus =

+A +A
- (pk A )tj—llz uktj—ltlz Ax + (pk u, A )tj uktj—ltlz At
t t+0t t t+At
_(Iok U, A<)j—1ukj—1/2 At_q)kj—ll2 Uitz
t t
+(p, uy A )tj—llz Ax - (pk u A, )j At+ (pk u A, )1—1 At

1 .
_E(pk Pav fiow )tj—l/2 uktj—Altlz

t
Uy oz ‘AtAx
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t
Pinterf fli ) AxAt

j-1/2

Ug iz “Wj-u2

1
B Epg [ugj—llz U j—1/2J

- (P, ‘ij-l)t A, B+ Uyt =0 k=19 (5.11)

We obtain here an equation where the explicit \ilappears here to be a constant, so we

can directly clear the implicit velocity bt At as follows:

Uy - A (5.12)
where we define A and B as:
t t
A=(p u A )\, Ax—(pk u A, )J. At + (pk u A, )J._l At
1 t
_(pg[ugj_m —ulj_l,zJ U, 1o = -ar2| Prcet f“} AXAt
2 i-1/2
‘ (5.13)

t t t
_(ij - ij—l) A B+, Ug i

and:

t

B=(pk Ay )t ax=(pu A )i bt + (o uy A, )tj_lAt+chj—112

j-1/2

+;(pk Pa Fra)|-ar2 | Ui}z | AOX (5.14)

The velocity that is calculated in the Equationlgy.is not the ultimate one for this time

step, since it depends on the pressure correctiodsis updated every iteration of the

Newton-Raphson procedure explained in point 5.3.
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We also need the derivative of the velocity withpect to the pressures difference, for the
later updating of the velocity and temperature whelving the mass and energy equations

as we will explain in the point 5.3.

We can obtain the derivative of the velocity in tim@mentum face with respect to the
pressures difference by deriving the Equation (pwlith respect to the pressures difference
between the adjacent nodes. As we can observe uatieq (5.13), the only term that

depends on the pressure difference is the pregsadéent term in the momentum equation.

So we get that this derivative is:

t+At t
ouy j-1/2 - - A j—l/ZAt (5.15)
G(ij —ij_l) B

5.3IMPLICIT RESOLUTION OF THE MASS AND ENERGY
EQUATIONS

The next step is to solve the discretized massesmetgy equations, in order to determine

the variable values that we still need. The sotutb this system of equations will give us

t+At

the value forP, ., and Tk‘i+At in the centre of the continuity grid. We shall ghgt in the

mass and energy equations we have the velocititiseifaces of the continuity cell, but
these velocities depend on the pressures differatitee centres of the continuity cells. The
SIMPLE method of Patankar works by solving the epwation equations obtaining the
velocity field at the faces by solving the pressudéference at the adjacent nodes, since
the velocities directly depend on the pressurderdifce. When solving this equations there
will appear the convective fluxes at the faceshefdontinuity cells, and hence we will need
the velocities in these faces. These velocitiesl uisehe actual time step are the ones we
already calculated in the previous point when smjthe momentum equation at the centre
of the momentum cells, which coincides with theefof the continuity cells. At each
iteration, we obtain a temperature and pressuldsfiand then, since we used the velocity
field obtained from the momentum equation as weagned in the point 5.2 for solving the
mass and energy equations, we need to update tbeityefield after doing another

iteration. This is done each and every iteratiois @&xplained at the end of this point.
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This fact leads us to the following system of hlgéc equations for each node of the

continuity grid:
E |p o g ova (P BAL_ Gl ) (P BBt )J -0 516
mlTkj Tk o \Fkj ki1 P \"kju kj - (5.16)
m=12

Therefore, we have, for each node, two algebraiaions, two unknowns evaluated at the
centre of the cell and two pressures evaluatetieaneighbor nodes. This system is non-
linear due to the fact that the velocity field ispgndant on the pressure and temperature
fields, and at the same time this pressure fieldejgendant on the velocity field and the
temperature field. So, all the variables are imfeted, and it cannot be solved directly, but
by an iterative procedure. Hence, we will solvétetatively using the Newton-Raphson

method.

We will explain here first how the Newton-Raphsorethmd works for a single 1D

equation.

If we are trying to solve the equatioh(x) =0 and we cannot obtain the exact solution

just an approximatior, so ax = x, +h we will get:

f(ﬂzf(m)+hm'ﬁnﬁzh=—f(M) (5.17)

so that;

X=X, = (5.18)

n = Xp T (519)
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If we construct, by using the Newton-Raphson foamuhe successior(xn) and it

converges, we will have thdim x, = X, since by applying limits in (5.19):

lﬂﬂﬁil:fomxgzo (5.20)

limx,,, =limx, - :
f (Ilm xn)

always if f'(lim X, );t 0, what is accomplished if we demand that the famctias one

unique root in the interva{la,b] .

In Figure 5.3 a geometric scheme of how the NevRaphson method works is shown:

/’(xo)

Figure 5.3 Newton-Raphson geometric scheme

In the Newton-Raphson method we get more approxithttt the root by the calculation of
the derivatives. We can obtain the linearized systé equation that we need by making a
Taylor approximation of the system of conservationctions in the same way as for a
single equation. We cut this development at th&t filerivative, so we get the following

system of algebraic equations for each phase k:
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F (X, + &, )=0=F, X, )+F0 (%, )&, (5.21)

This can be expressed in terms of the Jacobian:

4
ZlJ X5 =—Fn ()Zk) m=1,2 (5.22)
p:
where:
(%, )=[po= mi (pes —p s ) (R —p ) (5.23)
r+l r
XK,=X, -X, (5.24)

Jp are the Jacobian matrix elements for phase k, wérietgiven by:

oF,,
0X

p

i

We calculate the terms of the Jacobians matrix:

Jim = A (m,l):a':ﬂ m=1,2 (5.25)
oP,
OF
Jmz = A (M2) = m=1,2 (5.26)
oT,
OF
Js =-A(M3)=- — " m=12 (5.27)
8P ~ Py, |
OF
Joa =-A(Mma)=-—— T m=1.2 (5.28)
a[ijﬂ _ij ]
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Finally, from 5.13, we obtain the following system:

oF,, oF,,
aPk lj+Al a-l—k tj+Al |:d3k :| _
oF,, oF, | or,
OPk tj+At aTk tj+At
_ oF,, ~ oF,,
—Fi _ G(ij _ij—l) _ a(ijﬂ_ij)
{_Fk2:|+5(PkJ ij—l) _ 0|:k2 +5(ij ij—l) _ asz
a(ij _ij—l) a(ij+1_ij)
(5.29)
We can also express it as follows on account ahiiefns 5.25 to 5.28:
{Ak(l,l) /&(12)}{&1} _
A(21) A(22)]
A (15) _ A (13) _ A (1.4)
N RGIELIN o SR LIRCINE
(5.30)

Firstty the terms at the left hand side of the ¢gua ie A (1,1),Ak (1,2),
A (2,1), A (2,2) are calculated:

We calculate the partial derivatives of the massseovation equation with respect to the
liquid pressure and temperature.
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oF p At oD At

A @) =—H = Aa— L (5.31)
P, ™ oP.™ am ™
oF P 0 tAt oD At

A (12) = = A dx— S (5.32)

+ t+At t+At
0Ty, Ty, 0Ty,
We calculate now the derivatives of the energy epragion equation with respect to the

liquid pressure and temperature:

t+At t+At

oF . oe, . 0P |
A D= =AY ; L Axre, M AL —

t+At
K j Pk j aPk j

aQWK t+At At _ aQikHAt At

t+At t+At
oP,' oP,'
6<Dk‘.+m 0h t.+At
i t+At +A kj
ot h _q)kti l t+t (5.33)
P ki
t+At t+At
asz t+At eakj t t+At K j t
A (22) = o = P o A Dx+ey o A DX
6Tkj 0 K oT, J
+At tHat
0 t+AL 90, ot . .
B e L L N D
ot o ot .

These coefficients that we just defined represeatelements of the Jacobian matrix, and
hence, the derivatives of the mass and energyifimsctvith respect to the phase pressure

and the phase temperature.

When we derivate with respect to the pressure tagsrequation we see that the variables

that can be derived are, the phase depgityand the mass transfer to the phége The

derivative of the mass transfer is explained inerdetail in Appendix B.
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When we derivate with respect to the pressure thergy equation, we see that the

variables that can be derived are, the stored gegrgthe phase densip,, the heat
transfer to the wallsQ,, , the interfacial heat transfe®, , and the work done by the
volume expansion.

For the derivatives of the mass and energy funstisith respect to the pressure and
temperature, we have the same terms, with the diffgrence that for the energy function

derivative, we don't have the term of the derivaidf the volume expansion work because

it is not dependant on the temperature.

Now we are going to define the termg (1,5), A (2,5) .

The termA, (15), represent the minus of the mass conservatiortibmevaluated at the

actual time step (t), so we have:

A (15 =-F, =

_l(pk )tj+At _(pk )tj JAktJ AX—[((pkAk )t l"l<t+At )j+1/2 _((pkAk )t ukHAt )j—llZJAt +q)|<tj+At
(5.35)

We might mention here, that the mass conservatioateon is discretized implicitly, due to
that the Newton-Raphson method is based on thelatitm of the derivatives to reach the
converged solution, and so, the condensation hatehiere appears is also implicit, i.e. in
t+At. This affects to the terms that appear in thefiments A, (1,1),Ak (2,2), which are

derivate with respect t®,'™ and T,\"™.
The termA (25) , represent the minus of the energy conservatination evaluated at the
actual time step (t), so we have the following esgion:
A (25)=-F, =
_[ At t J t _l(( )t t+At) _(( )t t+At) JA
(pk eak)j (pk eak)j A DX =P A ) U ™ Jian ~(OcaA) U )y A
- Pktj+m [(uknm Akt )j+1/2 _ (ukum Akt )j—1/2 IAI + (Qik )tj+At + (stk )tj+At + ((Dk )tj+At hktj+At

(5.36)
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We continue with the derivatives with respect te thressures difference between the

considered node and the upstream pu(@ktj*m -P ):

oF au t_+_At 9D t_+At
A, (13)=- 4=l AL, A K (5.37)
O(ij _ij-l) O(ij _ij—l) a(PkJ _ij-l)
oF aukt'tAlt/z
A, (2,3)= - = pktj_l/z —_— aktj—1/2 Aklj—1/2 At+
(P, -P) (P, -P,..)
t+At t+At t+At t+At t+At
+ Pktj+At auk j-1/2 Aklj—llet + aQikj + 6((¢Jk )j hkj )+ anwj
a(Pki _Pki-l) a(Pki _ij—l) a(ij _ij—l) a(PkJ _ij—l)
(5.38)

As we can see, the terms that are derivated innthss conservation equation are the
convective terms where the velocity in the facepeaps, and the mass generation term,

which has this velocity inside its definition too.

In the energy function, and when deriving with exdpto the pressures difference, we have
the convective term too, the term due to the voluempansion, the derivate of the
interfacial heat transfer, and the derivate ofrtfass generation which is explained in detail

in Appendix B.

Now we will obtain the derivatives with respecttte pressures difference between the

downstream node and the considered q'me{Pk‘J:ﬁt -R ):

oF ouy t‘:Altlz 0P, o
Ak (1’4) =" < = _pktj+1/2 J Aktj+1/2At + J
dthjﬂ—ij) apkj+1_ij a(ijﬁL_ij)

(5.39)

OF u t:At
A(24)=-— T2 = pt kR et
a(Pk P, ) (ij+1 _ij )

I

t
Ak j+1/2

At

ja
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U, A
t+At kj+1/2
-P, J

P, — P,

J

P Qiklj+m . P ((CD ) )tv+At hktj+m )+ 9Q,, tj+Al

Aklj+1/2 At +
a(ijﬂ_ij) a(ijﬂ_ij) a(ij+1_ij)
(5.40)
When deriving with respect to the pressures diffeeebetween the downstream node and

a1

the considered one, the terms that appear are dime @as in the previous pressures
difference.

Now we have defined all the terms of the systerEqfations (5.29).

We proceed here by clearilﬁgq]'lfrom Equation (5.29) we get:

_ Fa _ Fa
o\P, . - P . o\pP..-P.
ol - PP ofe e Y o] o)
o(P, R ) o(F,.-P,)
(5.41)
This can be expressed as follows:
{;ﬁ } = 651( +63k 5(ij - Pk j—1)+ 641( 5(Pk i+l ij ) (5-42)
where we define the vectors:
b = |A, ]{:E:j (5.43)
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_ oF,,
- S| o0\P . -P .
by = [Aj ] ! ) 'ész' = (5.42)
a(Pu -P j—l)
_ oF,,
- .l P, -P.
Boc=la 2| T (5.49
d l:)I i l:)I j
We get from Equation 5.42 two linear equationsefach cell from here:
&P, =y, (1)+by, (3[R, ~ Py )+ba (W3R - R, ) (5.44)
aTkj = bsk (Zj + b3k (2) 5(ij - Pk i-1 )+ b4k (2) 5(Pk i ij ) (5-45)

In the Equation (5.44) we havé, as a linear function of the unknowmi{ij —ij_l)
anda'(PkH1 - P ) and thence, we have the pressure in one cetecelaith the pressure
in the neighbor cells for each phase.

The way we are solving this system is by solvimgtfihe Equation (5.44) for all the nodes
of the continuity grid. These equations are assethbhd we have a tridiagonal system of
equations, with dimension NZMAX (maximum numbemaoides of the discretized pipe), as

we see in the next matrix:
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[Ji L. O 0 P1 M1
Kz J2 L2 O 0 P2 M2
0 Ks Js Ls O 0 P3 M3
0 0
0 0 _

0 0 -

0 . . . 0 . .

0 Kn-2 In-2 Ln-2 0 |[Pn-2 Mn -2

0 Kn-1 In-1 Ln-1f Prn-1 Mn -1
| 0 Kn N Py | Mn |

where the elements of the matrix for each phase are

K =b, (1) (5.46)
J=b,(1)-bs1) +1 (5.47)
L=-b, (1) (5.48)
M =b,(1) (5.49)

These elements are obtained in the subroitind P (subroutine in charge of solving the
mass and energy functions in our code) and theystared in the common matrix. This

matrix is solved in the subroutiféRIDIAG.

When assembling all equations depending on incremmkthe pressure in one system of

linear equations, we get a tridiagonal matrix whetdments are: aa, b and c of the page.

The special case of a linear system is the tridiality. This is that, only the elements of
the main diagonal and two parallel bands are diffefrom zero. This is a common system

which occurs frequently and can be solved with adddomposition.

The tridiagonal matrix is solved using the subno&iff RIDIAG. This subroutine solves for
the u vector with a NZMAX length, the tridiagongistem.

We have added the LAPACK libraries in order to sobhe tridiagonal matrix more

efficiently. So, in the VIMPL and VIMPV subroutisewe give the corresponding values
to the matrix T(NZMAX,NZMAX) and H(NZMAX,1). Thesenatrices are the input to the
LAPACK libraries.
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For the resolution of the matrix, as for the liqaidd steam separately, we need to multiply
the inverse matrix by the vectdrsbebz. This multiplication is made with the LU
decomposition subroutines: LUDCMP, LUBKSB, obtairfezim the reference [William H.

Press].

In order to assure the stability of the LU deconiiims a partial pivoting (columns
interchange) is necessary. This partial pivoting ingplemented in the subroutines
LUDCMP and LUKSB in our code.

The elements of the matrix to be solved are obthinem the VIMP subroutine. This
subroutine calls to the subroutine LUDCMP using ftbbowing arguments: A, NLOG,
NOHYS, INDX, D. The subroutine replaces the A mathy the LU one decomposition.
NPHYS is the dimension of the matrix. In our case0©G and NPHYS equal two. INDX
is the exit argument of the subroutine. This vestores the permutation column affected
by the partial pivoting. The argument D is alsoeait of the subroutine LUDCMP which
has the value of +1 or -1, depending on the nurobérterchanged columns being even or
odd.

The subroutine, in combination with the matrix LUBE, obtains the product of the
vectors b by the matrix A. this product receives again theneaofb , and the matrix A

disappears.

The subroutine LUBKSB is called from the subroutvMP with the arguments: A,
NLOG, NPHYS, INDX and b3, b4 or b5 as necessaris the LU decomposition obtained
with the subroutine LUDCMP. When we solve this epstwe get the new values for the
vectors b3, b4 and b5. The obtained values aredtimr their future utilization. The first
values of the vectors correspond to the pressarenments, and they are stored in each cell

for the resolution of the tridiagonal matrix asde:

aai - eim = by, (1) (5.50)
b - wim = by, (1) —bg, (1) +1 (5.51)
G - esm= by (1) (5.52)
i -wm=by, (1) (5.53)
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These values are stored in the common MATRIZ, aa#les the value from 1 to NZMAX.

At each iteration, we calculate eveB; , and in the subroutinBK S, we update the values

of the rest of the unknowns with the calculatedeénuents. Therefore, for the last r iteration

r+l

we have the value faP, = ij”l -P,", and so, the value foP, "™ as the result of the

th . . .
r Newton algorithm. Once we get the pressure valoeshk I +1 iteration, we get for

the rest of unknown variables:

= From Equation (5.38), we obtain directly the nemperature values at the centre

of the continuity cells, as follows:

r+l

T, =T, +oT, (5.54)
= In order to update the velocities for the r itevatiwe have to make use of the
Equation (5.15), and since we have the derivativthe velocity with respect to
the pressures difference, hence we can directigimihe variation of the velocity

due to the pressure corrections as follows:

r+ aukt'tﬁtIZ
&, ( ) )[ﬂdpkj 5P, ) (5.55)
0 ij ij_l
Then:
+ + aukl'til/Z
ukz—luz = Uy, +d“|krj—ll/2 = Uy +6(P : 5 )[ﬁdpkj _5ij—1) (5.56)
K j kj-1

5.9 CONVECTIVE TERMS

The convective terms which appear in the discrétinaof the mass and energy

conservation equations, were evaluated using thelIMATE-SOU (second order
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upwinding) method. For the convective terms of ti@mentum equation, we are using the
ULTIMATE-QUICKEST method. These methods are expaiin Appendix H.

The SOU (second order upwinding) method is usezlincode to calculate the convective
terms of the mass and energy equations. This sciefess diffusive than the FOU (first
order upwinding), but we can have oscillationstie solution. A way of reducing these

oscillations is by using the ULTIMATE strategy, whiis explained in Appendix H.

In order to reduce the oscillations of the SOU rodttin the momentum equations, there
were developed when studying the computationald flsystems, some so called high

resolution schemes with convective kinematics, ¢peine of them the QUICKEST method.

The QUICKEST (Quadratic Upstream Interpolation fGonvective Kinematics with
Estimated Streaming Terms) is used in our codevYafuating the convective terms of the

momentum eq uation.

The QUICKEST and the FOU schemes are used in ode acombined with the
ULTIMATE strategy.

The ULTIMATE strategy belongs to the TVD (Total V&fon Diminution) schemes.

The ULTIMATE strategy is based on an explicit folation that uses a Universal
Limitator. This strategy, expressed by B.P. Leondmas one simple universal limitator,
which can be applied to a differences scheme witlouorder restriction. This limitator

makes the oscillations vanish without affecting éixactitude of the scheme hoped for.

5.10 CONVERGENCE ALGORITHM FOR THE BIPHASIC
SYSTEM AND EQUATIONS LINKAGE

Here it is explained the procedure that we followaider to reach the converged solution. It
has been shown in the previous points how the mamerand the mass and energy
equations for one time step are solved. Now sineehewve a two-phase flow where the
phases are flowing countercurrently and totallyasafed, we have to operate in a special

way in order to find the solution.
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1) First there are set all the initial conditios the steam and for the liquid phases, so as

the boundary conditions.

2) The steam pressure, velocity and temperaturteilbdisons for the next time step by
assuming a constant temperature and velocity fiétdsthe liquid defined as initial

conditions are calculated.

nzmax nzmax-—1 2 1

Iteration for
A <—— Steam
u
LA B .o Constant P, ,T, ,u,
Liquid —> = —
distribution

1 2 nzmax—1 nzmax

Figure 5.4 Iteration for solving the steam phasefield

3) Now, a new liquid temperature and velocitiestriigition for the next time step by
assuming a constant pressure, temperature andityefietds are calculated for the steam

previously obtained for the same time step.

nzmax nzmax-—1 3 1

Constant P, ,T, ,u,
—_— > <—— Steam
distribution ;
L Iteration for
Liquid —> <——
PI >T l 7ul

1 2 nzmax—1 nzmax

Figure 5.5 Iteration for solving theliquid phasefield

4) Once iterated, the temperature and velocity orscfor the liquid and the steam are

updated for the next time step with the distribngidhat we have previously calculated.

5) Now we jump back to step 2) with the variablstidbutions that we have just obtained,

and we go on with this procedure until the converg@lution is obtained.

Therefore we are calculating a transient with giseandary conditions, and so, we finally
reach a converged solution which will give us aspuee, temperature and velocity

distribution for the liquid and the steam.

As for each time step, we solve the system of égpmiffor each phase separately, we need
for each phase the temperature, and velocity bigians for the other phase in order to
calculate all the dimensionless numbers and so,nthes and energy transfer between

phases. In this way, when for one phase we needx@ample the temperature of the other
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phase, and noticing that the liquid and the stdam ¢ountercurrently, we couple the node

i of the phase which we are calculating, with th&MAX-i one of the other.

5.11 GEOMETRICAL VARIABLES UPDATING

For each time step, once the Newton-Raphson afgoréxists for each phase, and before
step 5) and after step 4) as it is explained inptteious point, the subroutine ACTVAR is

called. In this subroutine, all the unknown varia»abl(PI Tu, Py ,Tg,ug) of our

problem are updated to the t+1 calculated values.

In order to solve the energy and mass equationgdch phase separately, we avoided
considering the void fraction in the equations andwe considered the area constant for

one time step for each phase.

In this point at the ACTVAR subroutine, and befamntinuing with the next time step, we

need to update the geometrical variables, incluthegareas for each phase.

For this we force the system to accomplish theidigarea conservation equation. So,
calculate the new liquid area, and then the stesea, and all the required geometrical

variables for our problem. This equation is:

r r

int erface injection

0 . r
i + [0 |:(A1 ul ): wall +
ot P vt DX P irertaceX O ingeat OX

(5.57)

wherel r and T, are the different sources of liquid mass in (Kg/s).

wall ' " interface injection
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Figure 5.6 Pipe nodalization and liquid area scheme

The 1D equation for the conservation of liquid arghich is obtained from equation (5.50)
is:

6A1 (X,t) + 6A| (X,t)u| (X,t) rwa]l (X,t) + I_imerface (X't) + I_injection (X’t)

(5.58)
ot ox P van DX P inpertaceDX O inyea DX

we will integrate now the Equation (5.51) in theoptinuity cell, i.e. betweerj —1/2 and
j+1/2.

j+1/2 j+1/2
AR, oA (xthu bot)
j-12 ot j-1/2 0X
j+1/2 r r
wall

int erface r injection
+

j-12 ,0|_Wa||AX pl_interfaOeAX p'_inyemAX

dxdt (5.59)

We obtain the following discretized equation:

+ o At I At [ iection A
R

j—l/2u| j-1/2

AX Py DX O intertaceDX PO ingea DX

(5.60)
Clearing the value for the new liquid area vahig™ :

tHAL _ pt t t t t At VAN T terf At I jecti At
Aj - Aj + (Aj—l/zul j-u2 A j+1/2 Ij+1/2) +— + S +

AX O waiDX O inertaceX O ingea DX
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(5.61)
Now we get the steam phase area, as follows:
AN =R - A (5.62)

Now we can calculate the steam void fraction fahegell with the following equation:

t+At
A
a, =1 (5.63)

] 2

TR

Now that we have the new values for the steam velraction, we can get the new values
for all the geometric variables for the liquid astéam phases in every cell of the pipe, at
the ACTVARPR subroutine.

Itis to be said here that it would be a bettentoh to include in the unknown variables the
liquid phase area and iterate with it. Since thetdas a constant area, and the source of
mass is small for almost all of the cases it haseein implemented. The difficulties came
up when we were trying to reproduce the case wiverevere taking into account the HPI

injection in the middle of the pipe as it happentha ROSA facility.

This is because in this case we have an extraiaddif mass in one cell, due to the HPI
(high pressure injection), and the code isn't pregbéo deal with this problem called “water
packing” in the literature. For a better simulatiofithis phenomenon we should have
reprogrammed the code and included another equatibith would be the liquid area
conservation equation in the iterative algorithnd amodified the solution matrix and all the

Jacobian coefficients which are involved.

This is something that should be continued in thiaré and hence, keep on improving the
code by the future PHD students that will come utha Nuclear Engineering Department

at the Polytechnic university of Valencia.

5.12 DESIGN AND IMPLEMENTATION OF THE CC CODE

In this chapter we will describe our CC code ardts subroutines that form it. As we

already saw in previous chapters, we need to stileegoverning equations of a 1D

5 27



Chapter 5

biphasic countercurrent stratified flow. We havegrammed this CC problem using the
FORTRAN 90 programming language, under the tool IDKL VISUAL FORTRAN
2010.

We have structured the program using subroutindschware called from the main
program. The common variables which are used irdifierent subroutines, are stored in

COMMON files which are included in the subroutineusing the sentence INCLUDE.

Following the main program flow, we firstly initiae the physical and geometrical
variables, based upon the characteristics andritialiand boundary conditions of the
problem. After having initialized the problem, wentinue with getting a new velocity
distribution, first for the steam, and then for figuid, in the subroutines VEFICV and
VEFICL.

Once we have the new velocity profile, we contirhye solving the mass and energy
equations for steam and liquid as we explain inpgB#ra6. As we saw before, we solve this
system of equations iteratively. So, we proceedetiing a new pressure, temperature and
velocity distriburions of the corresponding phagesbpposing constant velocities, pressure
and temperature fields for the liquid phase forrguvteration. Once we come out of the
iterative process for the steam, we do the sante tit liquid, supposing now constant the
velocity, temperature and pressure fields of thearst at each iteration, as previously

obtained.

The velocity fields are updated at each and evergtion as follows:
t+A

1 _ r gij-1/2
ugj—l/z _ugj—lIZ + (dbgj _dbgj—l) (5.64)
0 ng —ng_l

r+l au| j-1/2

Uy, =4 +( )[ﬁd%_d%-)
j-1/2 j-1/2 ()PIJ.—Plj_l j -1

(5.65)

This process is similar to the Patankar SIMPLERhwétvelocity pressure correction. In

our problem we do this process twice, one for tham first, and then for the liquid.
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The obtained velocity, temperature and pressutaliisons are cheked to be converged in
the subroutine CONVERGEYV for the steam, and CONVER®r the liquid.

When the problem is converged, for the steam aedidid, we continue by updating all

the variables for the steam and the liquid, and the continue for another time step.

Hereafter we show a flow chart of the CC code:

START

CALCVOL

1

INIT

l

INITPHYSL
INITPHYSV

l

BOUNDL
BOUNDV

Here we enter the values of the
geometric variables.

Here we calculate the rest of
geometrical variables that we need
(AREACV,AREACL,AREAMV,
AREAML,PERMV,PERML,PINTERF
,THETAV, THETAL,DHV,DHL) .

Here we initialize the physical
variables (4,U., R, P, Ty, T,
Usn,Uin, Rony Pins Tuns Tin, and
C1,C,,C5,CuCs)

Here we initialize the physical
properties (EH.,Rhq,Cp,C,,
Vis, ,Beta ,Ey,Hy,Rha,,Cpy,Cy, Vi
sv,Beta,) .

Here we initialize the boundary conditions at the
inlet and outlet of the liquid and steam.

(Uunts Punts Tiees Aeint + liquid  physical
properties,

Ueint Pain: Teee + Steam physical properties).
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FALSE

CONVERGED

VEFICV

VEFICL

CONVERGE\

&
<«

d3doOd3aANOD

INdl=

Here we solve the steam mass and
momentum equations in order to get
the next time step velocity profile and

its derivatives, UGN, DUGDP.

Here we solve the liquid mass and
momentum equations in order to get
the next time step velocity profile and
its derivatives, ULN, DULDP.

Here we solve the steam mass and
energy equations in order to get the
next time step velocity, temperature
and pressure profiles

UGN! TGN! PGN)'

This subroutine solves the tridiagonal
matrix of the mass and energy
equations, with the LAPACK
libraries.

This subroutine updates the velocity,
temperature and pressure profilegyJ
Ten, Pone at each and every iteration,
since the algorithm is looking to find the
root for the system of equations.

This subroutine checks if the algorithm
is converged and the root has been found
for the tridiagonal matrix.
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CONVERGED =FALSE

VEFICL

VIMPL

DGESI

BKSL

CONVERGEL

INH 1 =d3IOdIANOD

ACTVAR

Here we solve the liquid mass and
momentum equations in order to get
the next time step velocity profile and
its derivatives, ULN, DULDP.

Here we solve the steam mass and
energy equations in order to get the
next time step velocity, temperature
and pressure profiles

ULN: TLN! PLN)'

This subroutine solves the tridiagonal
matrix of the mass and energy
equations, with the LAPACK
libraries.

This subroutine updates the velocity,
temperature and pressure profilegy U
Twn, P, at each and every iteration,
since the algorithm is looking to find the
root for the system of equations.

This subroutine checks if the algorithm
is converged and the root has been found
for the tridiagonal matrix.

This subroutine updates the velocity,
temperature and pressure profiles for the
steam and for the liquid. Also updates
the geometrical variables for the next
time step.
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INITPHYSL
INITPHYSV

BOUNDL
BOUNDV

TIME#TMAX

XVINL=3NWIL

ENC

Here we initialize the physical
properties (EH.,Rhq,Cp,C,,
Vis, ,Beta ,Ey,Hy,Rha,,Cpy,Cy,Vi
sv,Beta,) for the next time step .

Here we initialize the boundary conditions at the
inlet and outlet of the liquid and steam for the
next time step.

(Uunt, Punts Tiee, Aweint + liquid physical
properties,

Usint, Peint: Teee: + Steam physical properties).
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5.12.1INITIALIZATION

In order to solve our problem, we firstly need hitialize all the geometrical variables,
which we will need later. For this issue, we hawplemented the subroutine ENTERGEO.
This subroutine reads the values for the geométvardables by reading from a file called

Datostuberia. These geometrical variables are:

In case of a circular duct:

The number of nodes NZMAX.

The pipe length L.

The pipe radius R

The pipe thickness TH.

The isolation conductivity CONDAISL.

In case of a rectangular duct:

The number of nodes NZMAX.

The pipe length L.

The pipe width WD

The duct Height HTH.

The pipe thickness TH.

The isolation conductivity CONDAISL.

So in the code we first call the subroutine ENTERGEhere we will get the value of DZ
for each cell. Afterwards, we call the subroutinBLCVOL. In this one we get the value

for the rest of geometrical variables and we stioeen in the common COMMGEO.

The variables that we calculate in CALCVOL are:
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The area of the continuity cells for the steam ARBA

The area of the continuity cells for the liquid AREL.

The area of the momentum cells for the steam AREAMV
The area of the momentum cells for the steam AREAML
The contact angle of the steam with the wall THETAV
The contact angle of the liquid with the wall THETA

The contact perimeter of the steam PERMV.

The contact perimeter of the liquid PERML.

The interfacial contact perimeter between the staadthe liquid phases PINTERF.
The hydraulic diameter of the steam DHV.

The hydraulic diameter of the liquid DHL.

The dimension of these vectors is NZMAX+2. The osafor this is that, when using a
second order upwinding and the quickest schemeaslt@ our problem, we need to have
two virtual cells. So, we have two more cells thiaa total number of cells NZMAX for the
pipe length. These variables are stored in the com@OMMGEO.

Now we have to set the initial conditions for theldem. This is accomplished by setting
all the initial values for the variables which wdlwgolve in the problem. So we call the
subroutine INIT, which reads an already preparkedctlled COND, which has these initial

conditions for the problem. These conditions are:

The initial steam velocity UGI.

The initial liquid velocity ULI.

The initial steam pressure PVIN.

The initial liquid pressure PLIN.

The initial steam temperature TING.

The initial liquid temperature TINL.

The initial steam wall temperature TWINV.
The initial liquid wall temperature TWINL.

The initial steam volume fraction ALPIN.
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All these variables are stored in the common COMBHMNND COMVEL, and they have a
dimension of NZMAX.

We now call the subroutine INITPHYSL and INITPHYSYh order to initialize the
thermal-hydraulic properties and the derivativesalbfthe variables that we will need in
further calculations for the liquid and for the aate These variables are stored in the
common COMPHYS, and they have a dimension of NZIV#X

Now we specify the maximum execution time for thelpem TIMMAX, and the time step
DELTT.

Before starting to solve our problem, the only thileft to do is to set the boundary
conditions for the problem. This is done in thersultine BCNV for the steam, and BCNL
for the liquid. The reason why we have two difféaresubroutines for the boundary
conditions is because, the way that we solve ountwcurrent flowing steam and liquid
problem is by solving first the steam, supposing liquid as constant in the velocity,
temperature and pressure fields, then updatinthallvariables for the steam, and then do
the same for the liquid, supposing now the stealocitg, temperature and pressure fields
as constant. Then we update the variables forigiédland now we continue with another

time step.

The subroutines BCNV and BCNL, read from a fildedIBOUND. First the value for the
variables INLET and OUTLET are read. These speififie boundary conditions for the
inlet and the outlet are a pressure condition eelacity condition. In our case, we have a

velocity condition at the inlet, and a pressuredition at the outlet.
We are going to explain now the inlet and the dawtsditions:

INLET: At the inlet we have a velocity conditionpth for the steam and for the liquid. So
the subroutine reads the value for the inlet vélesi temperatures and pressures for the
steam and the liquid, and the steam volume fractWiéa call then the subroutine PROTER

to get the thermal-hydraulic properties at thetinle

OUTLET: At the outlet, we consider a pressure ctodi So the subroutine reads from the
file BOUND the value for the outlet pressure. Now weall the properties subroutine to get

the thermal-hydraulic properties at the virtual 8ZMAX+2. Then we calculate the value
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for the velocity and the derivative of the veloaitith respect to the pressure differences at
this virtual cell NZMAX+2.

5.12.2 VEFICV AND VEFICL SUBROUTINES

After we have initialized the problem, we call thabroutines VEFICV (for the steam
phase) and VEFICL (for the liquid phase). In thesbroutines we solve the momentum
equations and we get a first estimation for tharmstand the liquid velocities at the time
step n+1. This first estimation will be modifiedds when solving iteratively the mass and
energy equations, and obtaining a new pressura, fiest for the steam and then for the
liquid.

In the subroutines VEFICV and VEFICL we call thdsautines CALCGR and FRICV for
the steam (VEFICV) and to CALCLR and FRICL for figuid (VEFICL).

In the subroutines FRICV and FRICL we calculate ftiwtion factor with the wall for the

steam ad the liquid, and the interfacial frictiactbrs between phases.
The subroutines CALCGR and CALCLR, calculate thenvemtive terms for the
momentum equatio(mpu) and (a'puu) for every momentum cell of the pipe. This moment

flux is calculated at the centre of each contingigyl, or what is the same, at the centre of
each momentum cell. For this calculation we useeeorsd order upwinding scheme,
combined with the QUICKEST scheme and a TVD (Tetalation Diminution) strategy.

These fluxes that we have calculated, are stored FREGR(NZMAX+2) and
FRGR(NZMAX+2) for the steam, and FULR(NZMAX+2) aiiRLR(NZMAX+2) for the
liquid, in the common COMLOC.

So, in this subroutine, and as we already explaingdhapter 6, we solve the momentum

and mass equations and we get a new velocity ffeldhe steam and the liquid.

Now we will show the flow diagram for the subro&iWEFIC:
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Calculation of the convective flows with thie
subroutines CALCGR, CALCLR

l

Calculation of the wall and interfacial friction
coefficients with the subroutine FRICV

FRICL.

Calculation of the coefficients BRG, BRL, AV

AL
Calculation of the velocity fields, UGN, ULN
and their derivatives DUGDP, DULDP

Figure 5.7 Flow diagram of the subroutine VEFIC

5.12.3VIMPV AND VIMPL SUBROUTINES

We firstly need to evaluate the convective terms:

du, ou, au,
PgUgAy s PgAy —, PU A, P& A, — , for the steam, angpu A, p A —,
oP, oP, oP

g g I

ou . .
oueA ,pehA —-. We calculate these terms in the subroutines FVARQ, FEGN
oP,

and FELN.
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In the subroutine VIMPV and VIMPL, we call the sabtines FVAP and FLIQ, where we

ou
calculate the convective termgp u A, , 0, A, —2and guA,.0A g% respectively.
oP |
9
Here, we have to calculate these terms at the faficb® momentum cells. How it has been
already explained, it has been used an ULTIMATE-SSdtegy to get these values. This

is a combination between the ULTIMATE and a secorter upwinding schemes.

We calculate here the courant number using therstaaliquid velocity at the n+1 time
step, and then we calculate the value for the ied6XENTRE, UP AND DOWN, where
the up index is limited to the central one when piwgsical limits are exceeded. These
indexes are used to calculate the convective flamd correspond to the ones explained in
Appendix H. The convective terms are calculatedhwie ULTIMATE strategy, and stored

as arrays in the common COMLOC.

In order to calculate the momentum convective tenves use the subroutines FVAP and
FLIQ. For the energy convective terms, we use thrautines FEGN and FLIQN for the

steam and the liquid respectively.

After having calculated the convective terms thativeed to calculate the coefficients for
the Jacobian matrix, using the subroutine VIMPV tfeg steam, or VIMPL for the liquid,
we update the thermodynamic properties using theostine PROTER.

Once we have updated the thermodynamic propesties;all the subroutine GAMMAV
for the steam and GAMMAL for the liquid to get thalues for the condensation rate and

its derivatives.

Now we call the subroutine CALORV and CALORL, wheve calculate the heat transfer
to the walls and the interfacial one, as the désiea of these heats with respect to the

corresponding pressure and temperature.

After this, and in the VIMPV subroutine, we caletfPRESIONDEVAPOR subroutine to
calculate the steam pressure associated to thiel igmperature, in order to get the limit

where the steam cannot continue condensing.
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Now we calculate the coefficients of the Jacobiairix A(2,2). We invert this matrix and
we multiply it by A(m,3), A(m,4), and A(m,5), whera takes the values 1 and 2. We do
this with the subroutines LUDCMP and LUBKSB.

We evaluate now the vectd}§, 64,65. With these vectors, as we explained earlier we

construct the Tridiagonal matrix, which we solvedet the & values. Then by back

substitution with Equation (5.38), we get tB& values.

We solve the matrix with the subroutine DGESV, whig a subroutine from the LAPACK
library. In order to use this subroutine, we camsttra tridiagonal matrix T(nzmax,nzmax)

and the independent matrix H(nzmax+1,1).

With the solutions we have obtained we call the reutne CONVERGEV and
CONVERGEL, where we see if the solutions we getcamaverged. If they are converged

we continue with another time step. If not, we dueo iteration.

With thesedP and JT; values, we proceed updating the temperature, ymessid velocity

fields and we continue with another time step.

5 39



Chapter 6

CHAPTER 6

RESULTS

6.1 INTRODUCTION

The main goal of this thesis has been to develppeaudo 2D steam-water countercurrent
biphasic code. In this chapter there are reprodwgéd our CC code some experimental
studies made in the past, and hence validate ithénfurther points, some comparative
graphs with which we will prove that our CC codeydes accurate results for the main

physical variables are presented.

At the Polytechnic University of Valencia, an expgntal facility is being set up in order
to obtain experimental data which will be used tiedg the thermal stratification and the
countercurrent flow phenomena. This facility wile lused to study different thermal-
hydraulic phenomena, as the direct contact contiensan a steam-water countercurrent

flow.

This thesis has been the starting point for all fitere works which will be performed
within this facility, and it has helped the worlate at the UPV to clarify which will be the

requirements that will be needed by the facilityd &ence design it accordingly.

Since this facility hasn't been finished yet, w#l slon't have self experimental data sets,
and hence we need to get experimental data fronewbere else in order to validate our
CC code.

The manner how our CC code is being validated im¢hapter is by reproducing different

steam-water countercurrent flow experiments whienesfound through our deep research
in the literature. In the next point the differexperimental data source that have been used
are enumerated. These are, some scientific paparshwexperimentally studied the

countercurrent and direct condensation phenomend, @so the experimental data
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provided by the HZDR (Helmoltz Zentrum Dresden Rostorf) obtained at the
LAOCOON test facility has been reproduced.

6.2 CC CODE VALIDATION

As this study starts from the test 1.2 performethwhe LSTF Japanese experimental
facility, which relates to thermal stratificationdacountercurrent phenomena at the cold leg
of a PWR nuclear reactor, we first searched aedifit bases as science-direct, JRC, etc.
for publications related to steam-water counteentrr flow, and direct contact

condensation.

A deep research has been made to find differeictestin order to get more data and check
the predictions made by the code developed forttigsis. In this chapter we will show
different result comparisons using data obtaineoimfrdifferent experiments. These

experiments which we have used are detailed below:

= Validation 1. The CC code predictions are compavil the data obtained from

the article:

Kyung-Won Lee a, In-Cheol Chu b, Seon-Oh Yu c, Beeon No a, 2006 [83].

= Validation 2. The CC code predictions are compavit the data obtained from

the article:

I.S. Lim, R. S. Tankin, 1984 [37].

= Validation 3. The CC code predictions are compavitk the data provided by the
HZDR (Helmholtz Zentrum Dresden Rossendorf). Thanadeere an outcome from
the so called, LAOCON EXPERIMENTS.

A schematic of the CC code boundary conditionsigométion is shown in Figure 6.1.
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Boundary conditions
nzmax nzmax—1 9 1
P, T, : g <—— Steam . : Uy €<——
—> U . : Liquid —> , I

1 2 nzmax—1 nzmax
Figure 6.1 CC code boundary conditions configuratio
In order to reproduce the experimental conditioinghe following articles which have been
used to validate our CC code, the boundary comditibat can be observed in the previous

figure are set in our code.

As the liquid and steam phase are flowing counteectly, the outlet and inlet conditions
are opposite for each phase. The CC code worksstapleshing an outlet value for the
pressure and the temperature and an inlet valuahforvelocity for each phase as the

boundary conditions for our problem. These valuediied in a table for each case below.

6.3 VALIDATION 1

In this first validation, the CC code predictionre @ompared with the data obtained from
the article by Kyung-Won Lee a, In-Cheol Chu b, 15€xh Yu c, Hee Cheon No a, 2006
[134], for the set of experimental data that appleare.

In this article, the interfacial condensation heansfer for a steam—water countercurrent

stratified wavy flow in a horizontal and circulaipp was investigated.

In contrast to the previous work of Chu et al. [IChu, S.O. Yu, M.H. Chun], 200 0 [114]
that investigated the interfacial condensation lieatsfer in a stratified smooth flow in a
horizontal pipe, this work performs experiments steam—water stratified wavy flow, and

gives comparative results.

The correlation that will be used for all the cadesth for the smooth cases and for the

wavy ones, is the one that appears in the Kyoung-lée et al. article [134].

The correlation that will be used is the followioge:
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hiine = K [NUiine = K [1.2e-7[Re *° [Reg"* [Ja’* (6.1)

hi Dn

This correlation was obtained by correlating theadsets obtained with the experiment of

the paper of Kyoun-won Lee, and it was obtainedaferavy interface conditions.

Depending on the steam velocity the liquid layeteifacial surface can change from
smooth to wavy, due to the instabilities that mapgen. A deep study of the fluid

instabilities has to be done in order to obtainuaate criteria to establish if instability may

happen. This specific theme was studied by sir erdamb In the 1879 book

Hydrodynamics. In chapter I1X of this book, it isidied the surface waves at a liquid layer.
It was also studied by Chandrasekhar in the 19@k btydrodynamic and Hydromagnetic

stability. More theories can be found as the ongsléffreys (1925, 1926), Taitel and

Dukler (1976), Lin and Hanratty (1986), Barnea dmitel (1993) and Funada and Joseph
(2001).

Different criteria can be found to determine ifrao®th stratified flow is stable or not, as

this is the phenomenon which we are dealing witthis thesis.

The classical theory of KH instability of an invidcfluid may be obtained by

makingl; = i, = 0. After some assumptions we get to the followirigecion:

j* > a3l2

Uea/ps

where j" = ————"°_ _anda =

. gH (pL _pG)

More recent studies achieved other criteria asotine of Taitel and Dukler (1976), who

he
H

being H the channel height.

obtained the following criterion:
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" h
>[1--L |g®? 6.2
o) -

Jeffreys (1925, 1926) proposed a linear ad hoaryhieo the generation of water waves by

wind as an alternative to the inviscid Kelvin-Heloitla theory. The criterion was:

4 1/2
U, {i}tﬂ 6.3)

L

There can be found several more criteria in therdiure for the transition from smooth

conditions to wavy conditions.

Even though that the Kyoun-Won Lee et al. [134]relation was developed for a wavy
interface we will reproduce the smooth conditiomplementing the same correlation in our

code and comparing the liquid bulk temperatureltesu

We might say that in this article four liquid bumperature distributions along the pipe
can be found. Two of them are for smooth conditiang two for wavy conditions. We will
then try to predict these bulk liquid temperatuf@sthese boundary conditions with our

code, and compare the results with the graphs vdpglear in the article.

In Figure 6.2 a schematic of the experimental agiparused to get the experimental data is

shown.
Water ﬁ Steam
&\ fm\ iy =)
*J - \mj hd ( m/ C) ( Vortex [
o
WATER Flowmeter h‘/
e =] P/T : Pitot-tube
SUPPLY T/C : Thermocouple
LINE P - Pressure T . “"““'
_ AR : Pressure Transmitter Siorags
@il o . _Tank_| STEAM
urbine ypass Line G ; m
Flowmeter T SUPPLY @
LINE
i Direct

H—

Steam / Water

Separator

Consl S L Heating
Const
W ater Temp.
- Storage . Water

A
:SJ T'mk M Storage | Steam |
L P —
Tank ' Boiler
Water Pump Filter Feae N = Demineralized
Water

Figure 6.2 Schematic of the experimental apparatusf the Kyoun-Won Lee et al.
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[134] experiments

In the Table 6.1 it can be seen the set of expetsnghich were made.

o o Number

Ty ‘in( C) Tqin ( C) Wi i (kg/s) Wy in (kg/s) Re, Reg Ja of data

25 100 0.08-0.22 0.013- 4000- 12000- 77.9-180 41
0.019 10000 19000

45 100 0.08-0.22 0.015- 4000- 14000- 55.2-131 31
0.018 13000 17000

55 100 0.08-0.22 0.015-0.02  4000- 17000- 43.5- 33

14000 23000 99.1
Total number of Data 105

Table 6.1 Test matrix of the experiments
Figure 6.3 shows the experimental data plottedhéinMandhane’s flow pattern map. They
comment in the article that visual observationsaghbthat the transition from the stratified
smooth to the wavy flow occurred when the locahstesuperficial velocity was greater
than about 2.5 m/s for the range of the water digiervelocities of 0.01-0.05 m/s. The
gas superficial velocities required for the transitrom the smooth to the wavy interface
are lower in steam—water experiments than in aiteme@xperiments, because the interfacial

shear stress in the presence of condensationresised by the mass transfer.

1

Bubble
Elongated
Bubble Flow

Slug Flow

Annular,

0.1 Annular Mist Flow -

Stratified Flow %%%Eg%

iy Imis]
:
8
5
&

001}

o Smooth Interface
B Wavy Interface

1E-3 ‘ !
' J, [nvs]

Figure 6.3 Experimental data plotted in the Mandhae's flow pattern map of the
experiments performed by Kyung-Won Lee a, et al. 2@[134]
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The water layer thicknesses were from 0.013 m @& .m. The ratio of the water layer
thickness to pipe diameter varied from 0.155 td38,3vhich was much greater than the

ratio obtained in the previous works for a widetaegular channel.

In Figure 6.4 the bulk liquid temperatures are sidov the smooth and wavy cases:

T T ‘ .
8o L Water Inlet Temperature: 25 °C #5

g m A

— A v

2 sol Wavy Interface B _-4 ]

2 v

© #2 .

g #n__A -

£ 40t s a9

= PR 'T?;”-{:i -

= == W, (kgis) W, (k’s)

':E 20l Smooth Interface 0.083 0.0060 |

s -@ 0.150 0.0080

‘;" -4 0083 00175

0 A v DJ.150 0‘9180

1 L
0.0 0.5 1.0 1.5 20
Distance from Water Inlet [m]

Figure 6.4 Bulk water temperatures along the flow tseam of the experiments
performed by Kyung-Won Lee a, et al. 2006 [134]

It can be seen as for the wavy cases, the bulidligemperature have a higher slope. This is
because for a wavy case, the interfacial areayigebithan for a smooth case, and hence, the

interfacial heat transfer and condensation ratthennterfacial surface is also bigger.

= . . T T ; .
E T.(C) : Re T.C)i Re,
z B 25 ; 4700-5600 o
= O 55 ; 7500 - 9000 —@- 40 ; -6713
0 e 20, -4035
— Wavy Interface o o ° -%- 40 ; -5525
3 "
n

Z 100} it .
o .~ Smooth Interface
= Chuetal. [1]
=
g A . o a
£ o lg. —®
@ Wt R
g v
| =)
= 10 1 1 1

4000 6000 8000 10000

ﬁag (for smooth) or Re,/3 (for wavy)

Figure 6.5 Effects of the steam flow rate on the ietfacial condensation heat transfer
at the experiments performed by Kyung-Won Lee a, edl. 2006 [134]
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In Figure 6.5 a map chart can be observed, whereNilisselt number is plotted as a
function of the Reynolds dimensionless numberah be observed that it is higher for a

wavy interface.

SMOOTH CODITIONS

For smooth conditions we have the following two hdary conditions at the Kyung-Won
Lee a, et al. 2006 [134] experiments, which will dmmpared with the results that were
obtained with our code:

Table 6.2 Smooth conditions at the Kyung-Won Lee at al. 2006 [134] experiments

CASE Smooth 1 Smooth 2
Steam mass flow rate (Kg/s) 0.006 0.006
Liquid mass flow rate (Kg/s) 0.083 0.15
Inlet pressure (Pa) 1.01e5 1.01e5
Inlet Steam Temperature (K) 373.15 373.15
Inlet liquid temperature (K) 298.15 298.15
Pipe diameter (m) 0.084 0.084
Pipe length (m) 2.0 2.0

SMOOTH 1

In Table 6.3 the boundary conditions as they aténseur CC code for this first case are

shown:

Table 6.3 Boundary conditions for the SMOOTH 1 case

LIQUID PHASE
ull T|2 I:>|2
0.101 298.15 1.01e5
STEAM PHASE
u T P

g2

g2
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2.17 373.15 1.01e5

The liquid temperature data, presented at the Kyflog Lee et al. 2006 article [134] for
the (smooth 1) boundary conditions, are comparél eir code results for these boundary

conditions in Graph 6.6.

SMOOTH CASE
318 T T T T T T T T T
- Experimental ref.
——CCcode = n

o
m
T

2
=
T

i
(3]
T

ol
=]
T

306 -

304 -

LIQUID BULK TEMPERATURE (K}
w
-
@
T

02

300 -

e ! L ! ! ! ! L ! ! !
o 0z 04 0GB 08 7 12 1.4 16 18 2

Pipe x position ()

Graph 6.6 Liquid bulk temperature distribution for t he smooth 1 conditions

It can be observed in this graph, as the liquick hlemperature distribution with our CC
code agrees very well with the experimental resatighey appear in the article for the

smooth 1 case.

It can be deduced from this graph that the resi#tsour code provides for the liquid bulk
temperature has a very similar behaviour as theraxent, since both have a very similar

slope.

Therefore, we can deduce that the models which wéreduced and implemented in our
code as the correlation for the interfacial heatl amass transfer through the Nusselt
number, the interfacial friction and the walls cendation model gives accurate results for

this case.
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The next two graphs show the steam and liquid presdrop along the pipe, for the steam

and for the liquid versus time. We can see thatptessure drop oscillates and soon it

converges to the final value which is of 3.7 Patlfier steam, and of 12.37 Pa for the liquid.

STEAM PRESSURE DROP

SMOOTH CASE 1

CC CODE|

0 2 0 4 s e 70 8 % 10
Time (5)

Graph 6.7 Steam pressure drop

200

150/

100

LIQUID PRESSURE DROP

SMOOTH CASE 1

10 20 30 40 50 60
Time ()

CCCODE

Graph 6.8 Liquid presse drop

The next two graphs show the maximum value fomtlass and the energy function for all

the pipe discretization nodes. So, if this valubsfdown to zero, this means that the

converged solution for the conservation equatiastheen reached. The Newton-Raphson

iterative method which we are using works by sdacgtior the roots of the non linear

system of conservation equations in discretizethfd®o, as it can be seen in the Figures

6.9 and 6.10, the problem is completely convergembaut 30 seconds. Even so, this case

was kept on running until the 100 seconds to agbatehe problem was converged.

MAXIMUM FOR THE MASS EQUATIONS

SMOOTH CASE 1

CC CODE

10 20 30 40 50 60 70 80 %0 100
Time ()

Graph 6.9 Maximum of the mass function

MAXIMUM FOR THE ENERGY EQUATIONS

SMOOTH CASE 1

T
CC CODE

Graph 6.10 Mximum of the energy function
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In Figures 6.11 and 6.12, the steam and the liguébsure distributions along the pipe

when they are flowing countercurrently for thisease shown.

10° SMOOTH CASE 1 x10° SMOOTH CASE 1

—— CCCoDE N —— CCCODE

rd 10102 N

101 / e
_ / N 1.0101F \\\
e L

o1 e Loror

P
1.01
o 101
! mo D‘Z 0‘4 O‘S 0‘8 ; 12 I‘l 16 1'5 2 1 mu 05 1 1 2 25
Pipe x position (m) Pipe x position (m)

Graph 6.11 Steam pressure distribution Graph 6.12 Iquid pressure distribution

As it can be observed in the previous graphs feditfuid and for the steam, the liquid and
the steam pressures decrease in opposed direclibissagrees the real behaviour since
they are flowing countercurrently, and it can bersas our code is able to predict this

scenario.

Every flow stream moves in the direction of a nagapressure gradient, i.e. from where
pressure is higher to where is lower. So, the digoiessure decreases in the opposite

direction as the steam.

In Figure 6.13 it is displayed the void fractiorsttibution, and as we can see, it decreases

along the pipe due to the steam condensation.
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SMOOTH CASE 1
0.901 T T T T T T T T
CC CODE

09+

0.899 \
0.898 \

0.897

VOID FRACTION

0.896

0.895 N

0.894 L L L L n L L L L
[ 02 04 06 08 1 12 14 16 18 2

Pipe X position (m)

Graph 6.13 Void fraction distribution

The next two graphs show the temperature distobstfor the steam and for the liquid. It
can be observed that the steam temperature weakiseasses. This decrease is caused
because of the steam condensation rate. As the $keas downstream and it condensates,

the vapour pressure decays and the saturation tatnpe also does so.

SMOOTH CASE 1 SMOOTH CASE 1

316

ar3.2627 :
GC CODE [ CC CODE
3732626 a4 ;
y
/ /
/

3732625 y a2

3732624 p / /
g % g
& 3732623 €
g & a0
H g y
 am32622 // ‘é’ F
3 oz s 2

/

H 7 S s /

ar3262

e S/
/ 302 //
a732619 Y
S
732618 300 P
¥
- i

732617
0

08 1 12 1 15
Pipe x positon (m) Pipe x postion (m)

Graph 6.14 Steam temperature distribution Graph 6.5 Liquid temperature distribution

The next two graphs show the steam and liquid vgloéstributions.
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SMOOTH CASE 1

:
©C CoDE

STEAM VELOCITY (ms)

Graph 6.16 Steam velocity distribution

SHODH BSE T
T

—GOTO0E]

Fiesgestionir]

Graph 6.17 Ljuid velocity distribution

It can be appreciated as the steam velocity deesedswnstream. This is because of the

friction with the walls and mainly due to the steaomdensation.

Here below now, we show the interfacial heat trandistribution, and the liquid

condensation rate. As we can observe, they haveatine shape, as the condensation rate is

inversely proportional to the interfacial heat s&em.

SMOOTH CASE 1
013 v T
cC CoDE

b

INTERFACIAL HEAT TRANSFERRED BY CELL (J)

8

1 15
Pipe x position (m)

Graph 6.18 Interfacial heat transferred by
cell distribution

x10 SMOOTH CASE 1

©C CODE

/

s /

CONDENSATION RATE (Kg/s)

Pipe x positon (m)

Graph 6.19 Liquid condensation rate

In the next graph, it can be observed as the liquéh increases with the direction of the

liquid flow, because of the steam condensationchviimcreases the liquid mass along the

pipe.
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Graph 6.20 Liquid area distribution Graph 6.21 Steammass flow rate
distribution

We can see in this last graph as the steam masgdle decreases in the direction of the

steam as it its flowing countercurrently.

SMOOTH 2

In Table there the boundary conditions as theysatein our CC code for this case are
shown:

Table 6.4 Boundary conditions for the SMOOTH 2 case

LIQUID PHASE
u|1 T|2 PIZ
0.182 298.15 1.01e5
STEAM PHASE
Ugy ng sz
2.17 373.15 1.01e5

In Figure 6.22 the liquid temperature graph at Kyeing-Won Lee a, et al. 2006 [134]
article for the smooth 2 boundary conditions thathave detailed in Table 6.2 is compared

with our code results for this boundary conditions.
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SMOOTH CASE 2
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Figure 6.22 Liquid bulk temperature distribution for the smooth 2 conditions

It can be seen at this graph that the liquid temtpee distribution obtained with our CC
code agrees very well with experimental resultid appears in the article Kyung-Won Lee
a, et al. 2006 [134]. At the final part of the piplee difference of the liquid temperature
between the experimental results and the CC cods @duces to one degree at 1.4 m and

this difference is maintained through this finakgth the pipe.

It can be deduced from this graph that the reshéisour code provides for the liquid bulk
temperature has a very similar behaviour as theraxent, since both have a very similar

slope.

Therefore, we can deduce that the models which wéreduced and implemented in our
code as the correlation for the interfacial heatl amass transfer through the Nusselt
number, the interfacial friction and the walls cendation model gives accurate results for

this case.

The next two graphs show the steam and liquid pressgrop along the pipe, for the steam
and for the liquid. We can see that the pressurp dscillates and soon it converges to the

final value which is of 4.1 Pa for the steam, ahd22 Pa for the liquid.
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SMOCTH CASE 2 EMDOTH CASZ 2
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Graph 6.23 Steam and liquid pressure drop

The next two graphs show the maximum value fomtlass and the energy function for all
the pipe nodes. So, if this value falls down toozehis means that the converged solution
for the conservation equations has been reacheel.NBwton-Raphson iterative method
which we are using works by searching for the rootsthe non-linear system of

conservation equations in discretized form.

As it can be seen in Figures 6.23 and 6.24, thelgmnois completely converged.

i SHDITHCASE 2 ~ SHIITHCASE2
' ' ' ' e . ' ' ' ' ' ' ‘
o !
%77 ézn—
3 :
=
&
I R A N A R I A
Tim () Timz 55}
Graph 6.23 Maximum of the mass Graph 6.24 Maximum of the energy
equations equations

Below the steam and the liquid pressure evolutadosg the pipe is shown.
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i SMOOTH CASE 2 o SY0ITH CASZ2
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Graph 6.25 Steam pressure distribution Graph 6.26 lquid pressure distribution

It can be observed that the steam pressure dineisisbm the right side (inlet of the steam)
to the left side, due to the interfacial frictiothe friction with the walls, and the steam

condensation.

Here next, the void fraction distribution is dispda, and as it can be seen, it decreases

along the pipe due to the steam condensation.

SMOOTH CASE 2
0.801

08r

0799

0798 -

0.797 -

WOID FRACTION

079

0795

0794 1 | 1 1 ! 1 | | !
0

Pipe ¥ position (rm)

Graph 6.27 Void fraction distribution

The next two graphs show the temperature distobstfor the steam and for the liquid.
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Graph 6.28 Steam temperature Graph 6.29 Liquid temperature
distribution distribution

The next two graphs show the temperature distobstfor the steam and for the liquid. It
can be seen that the steam temperature weaklyadeseThis decrease is caused because
of the steam condensation rate. As the steam flbovenstream and it condensates, the

vapour pressure decays and the saturation tempeto does so.

The next two graphs show the steam and liquid wsiastributions.

SMOOTH CASE 2 SMOOTH CASE 2
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Graph 6.30 Steam velocity distribution Graph 6.31 Ljuid velocity distribution

Hereafter the interfacial heat transfer distribntiand the liquid condensation rate are
shown. As we can see they follow the same shap#easondensation rate is inversely

proportional to the interfacial heat transfer.
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Graph 6.32 Interfacial heat transfer
distribution

Graph 6.33 Liquid condensation rate

We point out that the increase in the liquid terapgnre is produced by the steam

condensation along the pipe.

In the next graph, it can be seen that the ligu&hancreases in the direction of the liquid

flow, because of the steam condensation, whicteas®s the liquid mass along the pipe.

0 SMOOTH CASE 2 i SMOOTH CASE 2

" —ccooe] | 55 —cooone
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Graph 6.34 Liquid area distribution Graph 6.35 Steammass flow rate

distribution

It can be seen in Graph 6.35 as the steam massréltendecreases in the direction of the

steam as it its flowing countercurrently.

WAVY CONDITIONS

For the wavy conditions we have the following battef conditions:

Table 6.4 Wavy conditions at the Kyung-Won Lee a al. 2006 [134] experiments

CASE Wavy 1 Wavy 2
Steam mass flow rate (Kg/s) 0.0175 0.018
Liquid mass flow rate (Kg/s) 0.083 0.15
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Inlet pressure (Pa) 1.01e5 1.01e5
Inlet Steam Temperature (K) 373.15 373.15
Inlet liquid temperature (K) 298.15 298.15
Pipe diameter (m) 0.084 0.084
Pipe length (m) 2.0 2.0

WAVY 1

the interfacial area and hence, the steam condensat

In this case, the inlet conditions of the liquiddathe steam mass flow rates, produces
interfacial waves at the steam/liquid interfacee3érwaves enhance the condensation heat

transfer rate along the pipe. We denote by "wathg, existence of waves which increase

The boundary conditions as they are set in our 6d&dor this case are shown in Table

Table 6.5 Boundary conditions for the WAVY 1 case

LIQUID PHASE
uIl TIZ PI2
0.101 298.15 1.01e5
STEAM PHASE
Ugy ng sz
6.33 373.15 1.01e5

code results for this boundary conditions.

Here the liquid temperature graph at the Kyung-Wea a et al. 2006 [134] article, for the

wavy 1 boundary conditions that we have detailethan Table 6.2 is compared with our
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Figure 6.36 Liquid bulk temperature distribution for the wavy 1 conditions

It can be seen at this graph that the liquid teatpee distribution with our CC code predict
very well the experimental results which appearthaarticle of Kyung-Won Lee a, et al.

2006 [134]. Only in the last part of the pipe, theperimental liquid temperature rises up a
little bit faster than our program, and so, thene @ound five degrees of difference at the
exit of it, where both enter at 298.15 K. The expental curve ends with 348.7 K, and the
CC code with 343.25 K.

It can be deduced from this graph that the reshéisour code provides for the liquid bulk
temperature has a very similar behaviour as theréxent, since both have a very similar

slope.

Therefore, we can deduce that the models which w#reduced and implemented in our
code as the correlation for the interfacial heatl amass transfer through the Nusselt
number, the interfacial friction and the walls cendation model gives accurate results for

this case.

In the next two graphs the steam and liquid presdup along the pipe, for the steam and

for the liquid is displayed. We can see that thespure drop oscillates and soon it
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converges to the final value which is of 10.75 Bathe steam, and of 92.1 Pa for the
liquid.

WAVY CASE 1 WAVY CASE 1
400 . . v . 2000 . . . b .
cc CoDE ©c CoDE

1500

1000

‘STEAM PRESSURE DROP
LIQUID PRESSURE DROP.

L " L " e
o 20 40 60 80 120 140 160 180 200 Time (&)

100
Time (5)

Graph 6.37 Steam pressure drop Graph 6.38 Liquid presure drop

Now below the steam and the liquid pressure distidns along the pipe once we have

attained the convergence is shown.

x10° WAVY CASE 1 WAVY CASE 1

—— CCCODE CC CODE

MAXIMUM FOR THE MASS EQUATIONS
MAXIMUM FOR THE ENERGY EQUATIONS

(] 20 40 60 80 100 120 140 160 180 200
Time (5)

[} 20 4 60 80 _ 100 120 140 160 180
Time (5)

Graph 6.39 Maximum of mass function Graph 6.40 Maxnum of energy function

Now below the steam and the liquid pressure ewagtalong the pipe is shown.
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Graph 6.41 Steam pressure distribution Graph 6.42 lquid pressure distribution

Here next, we have the void fraction distributiand as it can be seen, it decreases along
the pipe due to the steam condensation.

WAVY CASE 1
0.805. T
CC CODE

08¢

0795} .

VOID FRACTION
/

°
3
/

0785 N

1
Pipe x position (m)

Graph 6.43 Void fraction distribution

The next two graphs show the temperature distobstfor the steam and for the liquid. It
is observed that the liquid temperature increak@syahe pipe due to the heat supplied to
the liquid by the steam condensing enthalpy whidhudes the change of phase enthalpy.
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Graph 6.44 Steam temperature

distribution
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Graph 6.45 Liquid temperature
distribution

The next two graphs show the steam and liquid wsialstributions.
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Graph 6.46 Steam velocity distribution Graph 6.47 Ljuid velocity distribution

In the next graph, it can be seen that the ligu&hancreases in the direction of the liquid

flow, due to the steam condensation, which incre#ise liquid mass along the pipe.
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WAVY GASE 1
= s program

¥
e

1 15
PIPE X POSITION (s)

WAVY CASE 1
0018, v :
PTS program
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] 05 1 15
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Graph 6.48 Liquid area distribution Graph 6.49 Steammass flow rate
distribution

It can be seen in the last graph that the steans films rate decreases in the direction of

the steam as it its flowing countercurrently.

WAVY 2

The boundary conditions as they are set in our 6d& dor this case are shown in Table

6.6:

Table 6.6 Boundary conditions for the WAVY 2 case

LIQUID PHASE
u|1 T|2 I:>|2
0.182 298.15 1.01e5
STEAM PHASE
Ugy ng sz
6.52 373.15 1.01e5

In Figure 6.50 the results of our CC code are coagpavith the experimental results by
Kyung-Won Lee et al. 2006 [134], for the boundaoyditions that lead to a wavy interface

between the liquid and the steam.
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Figure 6.50 Liquid bulk temperature distribution for the wavy 2 conditions

It can be seen at this graph that the liquid tertpee distribution with our CC code
predicts very well the experimental results whippear in the article of Kyung-Won Lee a
et al. 2006 [134]. The difference between thensriseabout 7 degrees in the middle part of

the pipe and then decreases to only 3 degrees iashpart of the pipe.

It can be deduced from this graph that the resi#tsour code provides for the liquid bulk
temperature has a very similar behaviour as therément, since both have a very similar

slope.

Therefore, we can deduce that the models which w#reduced and implemented in our
code as the correlation for the interfacial heatl amass transfer through the Nusselt
number, the interfacial friction and the walls cendation model gives accurate results for

this case.
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The next two graphs show the steam and liquid presdrop along the pipe, for the steam

and for the liquid. We can see that the pressurp dscillates and soon it converges to the

final value which is of 11.6 Pa for the steam, ah85.40 Pa for the liquid.

WAVY CASE 2

—— CCCODE

STEAM PRESSURE DROP

o 10 20 30 40 60 70 80 % 100

50
Time (s)

Graph 6.51 Steam pressure drop

STFAM PRESSURF DROP

WAYY CASE2
T T

T T
——(CCO0E

rt ® ® 0 % & @ 1 @ m
Tire s

Graph 6.52 Liquid presure drop

The next two graphs show the maximum value fomtlass and the energy function for all

the pipe discretization nodes. So, if this valuésfto zero, it means that the converged

solution for the conservation equations has beaohed. The Newton-Raphson iterative

method which we are using works by searching fer ribots of the algebraic non-linear

discretized system of equations.

0’ WAVY CASE 2

——CC CODE

MAXIMUM FOR THE MASS EQUATIONS

L L L L L L L L L L
0 10 ] Eil o 50 60 7 & %
Time (5)

Graph 6.53 Maximum of mass function

MAXIMUM FOR THE ENERGY EQUATIONS

WAVY CASE 2

——CC CODE

10 El ] ] 5 60 7 E] £l 0

Graph 6.54 Maxhum of energy function

Now below the steam and the liquid pressure distioins along the pipe is shown.
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Graph 6.55 Steam pressure distribution

Here next, we have the void fraction distributiand as we can see, it decreases along the

pipe due to the steam condensation.

08
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Graph 6.56 lquid pressure distribution
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Graph 6.57 Void fraction distribution

The next two graphs show the temperature distobstfor the steam and for the liquid.
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Graph 6.58 Steam temperature
distribution
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Graph 6.59 Liquid temperature
distribution
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The next two graphs show the steam and liquid vgloéstributions.

WAVY CASE 2 WAVY CASE 2
0184

E § oief B
%35’ / 1 émms—\u’/
L 7// | 0.1605
Pipe x position (m) Pipe x position (m)
Graph 6.60 Steam velocity distribution Graph 6.61 Ljuid velocity distribution

Here below the interfacial heat transfer distribntiand the liquid condensation rate are
shown. As we can observe they follow the same stapthe condensation rate is inversely

proportional to the interfacial heat transfer.

WAVY CASE2 xiot WAVY CASE 2

—cccooe P
045
18 / ——cc cobe ] |
P

&

CONDENSATION RATE (Kgfs)

INTERFACIAL HEAT TRANSFERRED BY CELL (J)

\

. L
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. I I I . . .
12 i 8 18 02 04 [

1 8 1 12
Pipe x position () Pipe x position ()

Graph 6.62 Interfacial heat transfer Graph 6.63 Liquid condensation rate
distribution

In the next graph, it can be observed that thadiguea increases with the direction of the

liquid flow, because of the steam condensationchviimcreases the liquid mass along the

pipe.
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x10° WAVY CASE2 WAVY CASE2

——CC CODE

\
\

Graph 6.64 Liquid area distribution Graph 6.65 Steammass flow rate
distribution

It can be seen in this last graph that the steassrfiaw rate decreases in the direction of

the steam as it its flowing countercurrently.

6.4 VALIDATION 2

Throughout the published articles that we havesexji we found, that in 1984, |.S. Lim et
al published the following paper;

I.S. Lim, R. S. Tankin, 1984. Condensation Mease@mmof horizontal Cocurrent
Steam/Water Flow, Journal of heat transfer, 106425[37].

In this article, we have found that Lim et al. séatithe cocurrent steam-water condensation
in a rectangular duct. This experiment was undenak provide a carefully measured set

of data on the condensation of steam on sub-cauder layer in a simple system.

Our CC code has been developed firstly for simagpéind predicting a countercurrent two-
phase flow, but since we don't have too many erpental data in order to validate it, and
this article is a relevant one when dealing with threct condensation phenomenon, we
modified our code for simulating the cocurrent szémwhich was performed in the Lim et

al. article.

A scheme of the experimental facility is displayedFigure 6.65.
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Figure 6.65 Schematic of the experiment

These authors obtained a set of data for diffestégdam mass flow rates. So, in the next
figure the steam mass flow rate and the condemsai#ss rate profiles as a function of the

inlet mass flow rate are displayed.

T T T T T T
°
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Figure 6.66 Axial steam and condensation mass rapeofiles as a function of inlet steam
mass flow rate
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In this experiment the steam mass flow rate waeddrom 0.04 kg/s to 0.16 kg/s and the
liquid mass flow rate from 0.2 kg/s to 1.45 kg/feTliquid layer heights that have been
used were, 0.95, 1.59 and 2.22 cm. The pressutieeainlet was of 0.3 kPa above the

atmospheric pressure.

T ¥ T T ] T
28 wg(OJ kg/s W, (0)= 0.657 kg/s
v 04l T (0= 25 °
o 0065 1(0)= ¢
L o 0089 ]
24" 5 olz2a
a 0159

h, kw/nfec

Figure 6.67 Axial local heat transfer coefficient pofile as a function of the steam mass
flow rate

The steam pressure was also measured, as cannbia §égure 6.68.
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Figure 6.68 Typical axial steam pressure profiles as function of the inlet steam mass
flow rate
One of the tasks of the work performed was to d¢at@ethe experimental data on

condensation mass rate characterized by Nussebenym

_ _h,D
Nu=-°—, being h.,the condensation heat transfer coefficient in terofs the

k

dimensionless numberfe, ,Re; ,Pr_, for wavy and smooth conditions.

Those correlations are:

Smooth interface:

_ 058 009 03
Nu = 0534Re;, Re, Py (6.4)

Wavy interface:

NU=0.0291Re ReI Pr (6.5)
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We have then modified our CC code to simulate ttwditions of this experiment for
cocurrent flow and we have compared our resultd wlite graphs that appear in it.

Therefore, the boundary conditions that we will giate with our CC code are:

Table 6.7 Boundary conditions for Lim and Tankin (1984) experiments on direct
condensation for cocurrent flow [37]

CASE 1 2 3 4 5

Steam mass flow rate

0.041 0.065 0.089 0.124 0.159
(Kg/s)

Liquid mass flow rate

0.657 0.657 0.657 0.657 0.657
(Kg/s)

Inlet pressure
(Pa)

1.016e5| 1.016e§ 1.016ep 1.016e5 1.016e5

Inlet Steam

384.15 389.15 394.15 399.15 402.15
Temperature (K)

Inlet Liquid

298.15 298.15 298.15 298.1% 298.15
Temperature (K)

Liquid layer thickness |, 0.022 0.022 0.022 0.022

(m)

Pipe Width (m) 0.3048 0.3048 0.3048 0.3048 0.3048

Pipe Height (m) 0.0635 0.0635 0.063b 0.0635 0.0635

Pipe length (m) 1.2 1.2 1.2 1.2 1.2
CASE 1

In the case 1, an inlet steam mass flow rate gf0K)y/s, and an inlet liquid mass flow rate
of 0.657 Kg/s is being considered. The inlet boupdanditions are; 101600 Pa, the inlet
steam temperature is 384.15 K, and the inlet ligedperature is of 298.15 K.

In the article can be seen the steam mass flowdiatebution for this case. So, the same
case with the same boundary conditions is simulai#d our CC code and below the

comparison between our results and the experimdatalis displayed:
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Graph 6.69 Steam mass flow distribution

It can be observed that the results we get from@Qrcode, agree pretty well with the

experimental results which were published in thici.

CASE 2

In the case 2, an inlet steam mass flow of 0.065 Kand an inlet liquid mass flow rate of
0.657 Kg/s is being considered. The inlet cond&iare, 101600 Pa, the inlet steam
temperature is 389.15 K, and the inlet liquid terapgre is of 298.15 K.
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Graph 6.70 Steam mass flow rate distribution

It can be observed that the result that we get foum CC code, agree very well to the
experimental results that were published in thiglar At the end of the pipe maybe we
move a bit away from the curve at the article, andCC code give higher values than the
experimental ones, but in the beginning our CC agisles smaller values. So, in general

our CC result follows pretty well the experimerdata for the case 2.

CASE 3

In the case 3, an inlet steam mass flow rate &DKY/s, and an inlet liquid mass flow rate
of 0.657 Kg/s is being considered. The inlet cdodg are, 101600 Pa, the inlet steam
temperature is 394.15 K, and the inlet liquid terapgre is of 298.15 K.
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Graph 6.71 Steam mass flow rate distribution

It can be observed that the experimental resulthi;icase follow a curve shape, and our
CC has a more uniform shape since it doesn't chasgrirvature. Any way the error is
small and we can say that our CC code gives ajseity good result for these boundary

conditions.

CASE 4

In the case 4, an inlet steam mass flow rate &DKlg/s, and an inlet liquid mass flow rate
of 0.657 Kg/s is being considered. The inlet cdndg are, 101600 Pa for the pressure, the
inlet steam temperature is 399.15 K, and the Ilifetd temperature is of 298.15 K.
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Graph 6.72 Steam mass flow rate distribution

In Graph 6.72 can be observed that the experimgngdh and our CC code results for

these boundary conditions agree very well withekgerimental data along the pipe.
CASE 5

In the case 5 an inlet steam mass flow rate ofDKId's, and an inlet liquid mass flow rate
of 0.657 Kg/s is being considered. The inlet cdodi& are, 101600 Pa, the inlet steam
temperature is 402.15 K, and the inlet liquid terapgre is of 298.15 K.
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Graph 6.73 Steam mass flow rate distribution
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For these boundary conditions can be observedthigaCC results fit really well to the

experimental results.

6.4 VALIDATION 3
At this point, some comparative graphs using theéOK®ON experimental data will be
displayed. The LAOKOON test facility belongs to thechnical University of Munich.

In the LAOKOON experiments, four cases were studieglo of them were for cocurrent

steam/water flow, and two of them were for counierent flow.

Cocurrent flow:

High steam Reynolds humber
Low steam Reynolds number
Countercurrent flow:

High steam Reynolds number

Low steam Reynolds number

The geometry of the experimental facility is shawifrigure 6.74:
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Figure 6.74 Geometry for the CFD simulations, (a) Gcurrent flow (b)
Countercurrent flow.

Table 6.8 Main geometrical variable values

Pipe length 790 mm
Pipe width 30 mm
Pipe height 128 mm

One of the crucial points in the numerical simwlatiof this direct-contact condensation

phenomenon is the correlation that it is being wsatlimplemented in the code.

The results are very sensitive to this correlatdmce it is the main source of energy

interchanged between the steam and the liquid phase

In this way, some different correlations which sam outcome of several different
publications on this issue in the last years wéllused in order to simulate this scenario and

will be compared with the LAOKOON experimental rksu
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CASE 1. Cocurrent High steam Reynolds number.

Table 6.9 Flow Regime parameters: high Reynolds nuper of steam, Cocurrent flow

Inlet flow rate velocity of water 0.28 m/s
Inlet flow rate velocity of steam 3.20 m/s
Inlet water temperature 27.05°C
Mean water temperature at the probe 51.28°C
Pressure 6.97 bar
Height of the water layer 31 mm

At this point the Nusselt number correlation foe tinterfacial heat and mass transfer

between phases are the two that appear in théedstid_im, Tankin and Yuen (1984).

In this article we can find two correlations; omme & smooth interface, and another one for
a wavy interface. So, our CC code will be execuwtét both of them and see how well the
liquid bulk temperature is predicted by our codehweach of them. Then another

correlation from another article will be used, dimdlly, a self-made one will be used.

Therefore, some different correlations from différarticles are checked and the results are

compared with the experimental measurements.

The same procedure will be made for the four cadesh are being compared.

Correlation 1:

The correlation that will be used here is the felltg one obtained by Lim et al. (1984)
[37] for smooth conditions:

Ki Ki 009 058 03
hiine =—— [Nurine = — J0534[Rei [Reg  [Pr (6.6)
Dhni Dni
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As we can observe, the liquid Reynolds number egpbim this correlation is low here

since it was correlated for the experimental dataioed for a smooth interface.

With the correlation 1 we are too far away fromtiget a good result for the liquid
temperature. As it can be seen, we have two péimtthe LAOKOON test, one for the

entry and another one which is the mean liquid &napire at the probe.

In blue we have the liquid temperature predictioithwhe correlation 1. As can be

appreciated we have for this correlation a bigresf@bout an 18%.

Correlation 2:

The correlation that will be used here is the felltg one obtained by Lim et al. (1984)

[37] for wavy conditions:

Ki Ki 042 058 03
hiine = — [Nurint =— [0.0291MRer [Reg  [Pr (6.7)
Dni Dni

This correlation was obtained by Lim et al. (1984) wavy interface conditions. This
means that it will give higher values for the Nusssumber, and hence, a higher

condensation rate.

As can be seen, the liquid temperature predictigh this correlation is even worst than
the previous one, as we are having a higher coatiensrate, and hence, a higher liquid

temperature value at the probe.

Since this correlation was obtained for a wavyrfaige, the condensation is even higher
than with the previous one for smooth interface.gites higher Nusselt values, the

condensation rate is higher, and hence, the lisprigperature is higher at the probe.
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Correlation 3:

As a consequence of the previous results, anotreglation will be used, which has been
taken from the Kim et al. 1985 [38] paper.

The correlation that will be used is the followioge:

hiine = K (NUrint = K [B.2010°° [(Re: *° [Reg *" Pr: %% (6.8)

hi Dni
With this correlation we have a good result sineeare having a 2% of error for the liquid

temperature at the probe.

CASE 1/ CORRELATION1 23
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Graph 6.75 Comparison of the water temperature bet@en the LAOKOON test and
the UPV code results at the probe point using theocrelation 1,2,3.
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Table 6.10 Mean water temperature comparison betweethe LAOKOON
experiments and the UPV code with the probe at 799m using correlations 1-4

Mean water temperature at the probe 790 mm

LAOKOON (°K) 324.43
CC code (°K)

) 340.54
Correlationl
CC code (°K)

] 348.09
Correlation 2
CC code (°K)

] 322.42
Correlation 3
CC code (°K)

] 324.32
Correlation 4

CASE 2 Cocurrent Low steam Reynolds number.

Table 6.11 Flow Regime parameters: low Reynolds numer of steam, Cocurrent flow

Inlet flow rate velocity of water 0.27 m/s
Inlet flow rate velocity of steam 3.39m/s
Inlet water temperature 23.43°C
Mean water temperature at the probe 39.89°C
Pressure 3.98 bar
Height of the water layer 31 mm

At this point we will use the Nusselt number foe tinterfacial heat and mass transfer
correlation obtained by Lim et al. (1984);

In Lim's paper two correlations can be found; omed smooth interface, and another one
for a wavy interface.
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Correlation 1:

The correlation that will be used here is the felltg one obtained by Lim et al. (1984)
[37]:

hiine = K CNUiine = K (00534 [Re ** [Rey **° [Pr, *® (6.9)

hi Dn

As can be seen, the liquid Reynolds number expocaeificient in this correlation has a

small value in equation (7.5) since it has beemnetated for a smooth interface.

Therefore, with Lim et al. (1984) [37] correlatiore didn't get good results and we are far

away from the 313 K average liquid temperature eddu this case.

Correlation 2:

The correlation that will be used here is the felltg one obtained by Lim et al. [37] for a

wavy interface:

hiine = K CNUi ine = K [0.0291Re: ** [Reg ™ P11 * (6.10)

hi Dn

We can see here that the multiplier constant isetowhan the one of the previous

correlation, but the liquid Reynolds exponent ghiair.

In the previous table we have the mean temperatutiee liquid layer at the probe. Since
this correlation was made for a wavy interfacegiites an even higher value for the

temperature than the previous smooth one (coroelds).

It can be seen that we are still far away fromiggta good result.
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Correlation 3:

Because of the poor results of Lim et al. correlatio predict the average temperature, the
correlation developed by Kim, Lee and Bankoff (18], will be implemented in the

UPV code to check the average probe results

This correlation is given by the expression:

hiine = K CNUi ine = K [B.2[10°° [Re: **° [Reg *"® [Pr: ** (6.11)

hi Dn

With this correlation we have a good result sinae are having a 2.5 % of error for the

liquid temperature at the probe.

CASE 2/ CORRELATION 123
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T
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= i o
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295 1 ! 1 | 1 1 |
0 0.1 0z 03 0.4 ns 06 o7 0.8
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Graph 6.79 Comparison of the water temperature bet@en the LAOKOON test and
the UPV code results at the probe point using cortations 1-3
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Table 6.12 Mean water temperature comparison betweethe LAOKOON
experiments and the UPV code with the probe at 799 m using correlations 1-3

Mean water temperature at the probe 790 mm
LAOKOON (°K) 313.04
CC code (°K)

) 325.94
Correlationl
CC code (°K)
) 332.94
Correlation 2
CC code (°K)
310.54

Correlation 3

CASE 3 Countercurrent High steam Reynolds number.

As was told at the beginning of this point, in t @ OCOON test we have 4 cases: two of
them (CASES 1 and 2) are for steam-water cocuftent and two of them (CASES 3 and

4) are for steam-water countercurrent flow.

Table 6.13 Flow Regime parameters: low Reynolds numer of steam, countercurrent

flow
Inlet flow rate velocity of water 0.21 m/s
Outlet flow rate velocity of steam 0.9 m/s
Inlet water temperature 299.85 °K
Mean water temperature at the probe 333.36 °K
Pressure 6.98 bar
Height of the water layer 31 mm

Correlation 1:

In this case, we have data for countercurrent fl8w, we need to find a correlation for

countercurrent flow.
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The correlation that will be used here is the fellog one, which was developed by Kyung-
Won et al. (2006) [134]:

hiine = K [NUi it = K [1.2e-7Re *° [Reg™ Ja (6.12)

hi Dn

Correlation 2:

In this case, we have data for countercurrent fl8a, we need to find a correlation for

countercurrent flow.

The correlation that will be used here is the feliltyg one, which was developed by In-
Cheol et al. (2000) [114]:

05 9

Ki Ki 131 1 11,
hiine = — [Nurine =——[I796e-7[Rei  [Reg [Pr (6.13)

Dni Dni

Correlation 3:

In this case, we have data for countercurrent flBa, we need to find a correlation for

countercurrent flow.

The correlation that will be used here is the felltg one, which was developed by Kim et
al. (1985) [38]:

8

Ki Ki 095 095 07
hiine = — [Nurint =——[M32e-5[Rer  [Reg [Pr (6.14)
Dni Dni

Correlation 4:

The correlation that will be used here is the f@lloy one, which was developed by Lim et
al. (1984) for wavy conditions [37]:
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5

Ki Ki 042 0
hiint = — NUiint = — [0.0291[Re Reg
Dni Dni

8 0.3
Pr (6.15)

Correlation 5:

The correlation that will be used here is the f@lloy one, which was developed by Lim et
al. (1984) for wavy conditions [37]:

05

Ki Ki 009
hiint = — Nui it = — 00534[Rei [Reyg
Dni Dhi

8 03
Pr (6.16)
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Graph 6.86 Comparison of the water temperature bet@en the LAOKOON test and the
UPV code results at the probe point using the cortations 1-5

Table 6.14 Mean water temperature comparison betweethe LAOKOON
experiments and the UPV code at the probe 790 mm

Mean water temperature at the probe 790 mm

LAOKOON (°K) 333.36
CC code (°K)

Correlationl

315.38
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CC code (°K)

Correlation 5

] 316.03
Correlation 2
CC code (°K)
] 335.28
Correlation 3
CC code (°K)
347.08
Correlation 4
CC code (°K)
342.50

CASE 4 Countercurrent low steam Reynolds number.

Table 6.15 Flow Regime parameters: low Reynolds numer of steam, countercurrent

flow
Inlet flow rate velocity of water 0.25 m/s
Outlet flow rate velocity of steam 0.64 m/s
Inlet water temperature 299.83 °K
Mean water temperature at the probe 327.0°K
Pressure 7.01 bar
Height of the water layer 31 mm

Correlation 1:

The correlation that will be used here is the felleg one, which was developed by Kyung-

Won et al. (2006) [134]:

hiint = K MNuiint = K [1.2e-7[Re *° [Rey? [Ja?

Dhni Dn

(6.17)

It can be appreciated that the liquid temperatuwegliption at the probe, is pretty far away

from the experimental measurement.
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Therefore some other correlations need to be tniedder to obtain more accurate results.

Correlation 2:

Because of the poor results that we have obtaigedsing the Kyung-Won et al. (2006)
[134] correlation to predict the average tempemttite correlation developed by Kim, Lee
and Bankoff (1985) [38], will be implemented in tb®V code to check the average probe

results.

This correlation is given by the expression:

hiine = K CNUi ine = K [B.2[10°° [Re: **° [Reg *"® [Pr: ** (6.18)

hi Dn

As can be seen in the previous figure, with thisedation the liquid temperature prediction

is not as bad as it was with the previous cormtati
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Graph 6.86 Comparison of the water temperature beteen the LAOKOON test and the
UPV code results at the probe point using the cortations 1 and 2

6 51



Chapter 6

Table 6.16 Mean water temperature comparison betweethe LAOKOON
experiments and the UPV code at the probe 790 mm

Mean water temperature at the probe 790 mm

LAOKOON (°K) 327
CC code (°K)
) 307.82
Correlationl
CC code (°K)
335.64

Correlation 2
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CHAPTER 7

CONCLUSIONSAND FUTURE WORK

7.1 CONCLUSIONS

The aim of this final chapter is to state the gaheonclusions that we have obtained in the

work performed in this Thesis.

As was shown in Chapter 6, we proved that our Cdzdmas the capability of modelling a

two-phase steam-water countercurrent flow in a.duct

The main milestones which have been undertakemsrrhesis are explained below:

= Chapter 3

In this chapter an analysis of the ROSA facilitgtté.2 with the TRACE code has been
made. In the first place, the test 1.2 was desdyibed then, the steady-state conditions
were demonstrated by displaying the graphs whictevebtained with the TRACE code
model of the ROSA LSTF facility. Finally, the resufor the experiment reproduction with
the TRACE code and the comparison with the expartaielata were presented.

It can be said that it has been reproduced thelt@stjuite accurately with the TRACE
code. Special care was taken when simulating the flegime in the hot leg where the
break was produced, what directly leads the prin@depressurization, and hence the

evolution of the rest of main plant variables.

It is very important for this transient the abilitf TRACE to predict correctly the fluid
regime in the hot leg. At the beginning of the sient the fluid is discharged through the
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break located at the bottom of the hot leg. Thigdflis in a liquid state and as a
consequence the mass flow rate discharged thrdwgghreak is very high, and the pressure
drop very high during the first seconds of the ¢iant until the beginning of the HPI
injection. This behaviour is predicted very well thge TRACE code. Later, the flow at the
hot leg becomes biphasic with low void fractiond ahe mass flow rate discharged through
the break is still high because the TRACE off-takedel considers the fact that at the
bottom of the hot leg we have liquid. Finally, fi@w in the hot leg becomes biphasic with
high void fraction and we discharge mainly steamough the break. In this test the
contraction of the fluid vein during the steam tege has an important influence on the
depressurization rate during the steam flow regifgeontraction factor of 0.6 has been
considered only during the steam regime to take &ucount this fact. The TRACE code
predicts very well the change of regime from biphés practically single-phase steam that

takes place between time 900 seconds and time S&fiihds.

The evolution with time of the rest of variablekelithe pressure in the primary system,
mass flow rate through the break, pressure in¢bersdary, and mass flow rate through the
primary are all of them well predicted by the TRAGCEde through the transient. The
pressure in the secondary is well predicted, fetaince the maximum pressure attained in
the secondary and the cycling of the safety an@freblves are well predicted by the
TRACE code. Also well predicted by TRACE is the degsurization rate in the secondary.

As can be seen in the cold leg liquid temperatuxpeemental graphs, a thermal
stratification happened in the cold leg where thHd khigh pressure injection) is actuated.
At the same time the steam flows countercurremtlyhe liquid flow. This is the scenario

that has been the research issue that we haveefbonsfor the development of this thesis.

At the end it can be concluded at this chaptereatvere capable of simulating the test 1.2
scenario with the TRACE code, and give accuratelt®somparatively to the experimental

data.
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= Chapter 4

In this chapter the mathematical model for the mat@ater countercurrent flow was

developed.
The conservation equations and the premises fantuel were presented.

The averaged conservation equations were obtaiwed the general local instantaneous

conservation equations, as it is shown in Apperdix

The discretized conservation equations were theairdd by integrating the averaged

conservation equations over a control volume.

The closure relations, which are needed in ordecoimpensate the loss of information,

were also undertaken.

Finally, as the outcome of this chapter it can b&l ¢hat a 1D non-linear system of

discretized equations was successfully attained.

= Chapter 5

In this chapter the development of a numerical dad@der to mathematically simulate the
steam-water countercurrent flow and the thermatifitration which may occur in the cold

leg of a nuclear plant during a LOCA (Loss of cawlaccident) was presented.

The numerical method for solving the discretizech-finear system of conservation
equations is presented. The SIMPLE (Semi-Implicitethdd for Pressure Linked
Equations) method was used, as it is describetidrbbok “Numerical heat Transfer and
fluid flow”, 1972 by Suhas V. Patankar.

All the derivatives of the Jacobian matrix are préed, and the way how the method works

for obtaining a converged solution is described.

The iterative method that has been used in ordeplee the system of equation was the
Newton-Raphson, and since it can be seen in chépteworked properly, without a high

computational cost.
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The methods for calculating the advective termthefconservation equations are described
in this chapter, which are the QUICKEST and ULTIMATnethods which are part of the
TVD (Total Variation Diminution) strategy for limitg the pressure oscillations of the

numerical algorithm.

The iterative method that was followed in orderstive the countercurrent flow regime

with our equations is also explained.

The main conclusion that can be drawn out from thiapter is that a robust method for

solving our countercurrent non-linear system ofagiquns was presented and described.

= Chapter 6

In Chapter 6 a validation of our CC code has beadarby reproducing with our code
some experiments which were performed at diffefacilities and which resulted in some

papers which were published in international regiew

These are:
Validation 1:
Kyung-Won Lee a, In-Cheol Chu b, Seon-Oh Yu ¢, Béeon No a, 2006 [134].

In this article, the interfacial condensation heansfer for a steam—water countercurrent

stratified wavy flow in a horizontal and circulaipp was investigated.

In this article four liquid bulk temperature distwitions along the pipe can be found. Two of

them are for smooth conditions and two for wavyditons.

These experimental conditions were reproduced witih code, and the bulk liquid
temperatures for these four boundary conditionsewmmpared with the graphs which

appear in the article.

It can be seen from the graphs in Chapter 6 thatcountercurrent code is capable of
simulating these conditions and of giving accurawults. We can conclude from this that

the models that have been implemented as a wasntdage the physical phenomena which
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occur, i.e. the interfacial heat and mass trandffier interfacial friction, the heat transfer to
the walls of the pipe and the condensation at thans wall surface are correct and the
procedure for solving the non-linear system of ¢igna by using a finite volume method

has also been well attained.
Validation 2:
I.S. Lim, R. S. Tankin, 1984 [37].

This is a well known experiment when we are dealiith condensation phenomena. In

this case the steam-water cocurrent flow condass&tistudied

Our CC code was implemented to solve the conservaiuations for a countercurrent
flow, but since this is a relevant article in thfgecific field and it is another way to validate
the heat and mass transfer models which have Ipgglernented in the code, we modified

the code for reproducing a phase stratified steatemcountercurrent flow.

From the five different conditions that were simiathwith our code, we can conclude that
the steam condensation was well predicted by ode ais it can be appreciated in the
Chapter 6.

Validation 3:

The CC code predictions are compared with the gedsided by the HZDR (Helmholtz
Zentrum Dresden Rossendorf). The data were an matdoom the so called, LAOCON
EXPERIMENTS.

In the LAOKOON experiments, four cases were studiedo of them were for cocurrent

steam/water flow, and two of them were for countamnt flow.

These four experiments were therefore simulatet witr code. As can be seen in Chapter
6, we had to try some different correlations fordelting the interfacial heat and mass
transfer, for the code to give an accurate resultfe mean liquid bulk temperature at the
end of the probe.
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It is to know the important role that the corredatiplays which is chosen to model the
interfacial mass and heat transfer in order to geurate predictions for the physical
variables distributions. Normally each correlatiomas developed using a set of
experimental data which were obtained for a spediéiw conditions which undergo for a
particular range for the main variables as theidicand steam superficial velocities and

liquid and steam Reynolds numbers.

It can be concluded from this validation that wa give accurate results by choosing the

appropriate correlation for the flow conditionsttiaee want to simulate.

Future work

There is still much to do in order to improve tlogle and give a better solution for all the
phenomenology that is involved in the thermal #tcation and PTS (pressurized thermal

shock) phenomena.

One point that is pending here is to make an aicalystudy of the instability of the liquid
layer and propose criteria for the transition fraramooth surface to a wavy surface at the
steam-liquid interface surface. This may affectekielution of all the physical variables of

this scenario, as we can appreciate in the vatiddtiof Chapter 6.

This study has already been started, but therdlisnsich that can be done in order to keep

on improving the code.

Another point that would be very interesting andynb@ a path to continue with in the
future is to couple this code with the NRC (NatioReegulatory Commission) thermal-
hydraulic code (TRACE). This would be a good imment for this code in order to
being more robust and being more capable when atinglthe thermal stratification, the

steam-water countercurrent flow and the PTS phename
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Appendix A

APPENDIX A

VOLUMETRIC AVERAGING OF THE LOCAL AND
INSTANTANEOUSBIPHASIC CONSERVATION
EQUATIONS

A.1INTRODUCTION

The subject of two or multiphase flow has beconweaasingly important in a wide variety
of engineering systems for their optimum design saifé@ operations. It is, however, by no
means limited to today's modern industrial techggloand multiphase flow phenomena
can be observed in a number of biological systenasratural phenomena which require

better understandings. Some of the important agtidias are listed below.
Power Systems

Boiling water and pressurized water nuclear reactbquid metal fast breeder nuclear
reactors; conventional power plants with boilersl @vaporators; Rankine cycle liquid
metal space power plants; MHD generators; geothegmexgy plants; internal combustion

engines; jet engines; liquid or solid propellantkets; two-phase propellant, etc.
Heat Transfer Systems

Heat exchangers; evaporators; condensers; spraiyngdowers; dryers, refrigerators, and
electronic cooling systems; cryogenic heat exchemdgém cooling systems; heat pipes;

direct contact heat exchangers; heat storage hyohéasion, etc.
Process Systems

Extraction and distillation units; fluidized bedshemical reactors; desalination systems;
emulsifiers; phase separators; atomizers; scrupbedvsorbers; homogenizers; stirred

reactors; porous media, etc.
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Transport Systems

Air-lift pump; ejectors; pipeline transport of gaad oil mixtures, of slurries, of fibres, of
wheat, and of pulverized solid particles; pumps apdrofoils with cavitations; pneumatic

conveyors; highway traffic flows and controls, etc.

Information Systems

Superfluidity of liquid helium: Conducting or chadyliquid film; liquid crystals, etc.
Lubrication Systems

Two-phase flow lubrication: Bearing cooling by cggamics, etc.

Environmental Control

Air conditioners: Refrigerators and coolers; dusllectors; sewage treatment plants;

pollutant separators; air pollution controls; lepport systems for space application, etc.
Geo-Meteorological Phenomena

Sedimentation: Soil erosion and transport by wiockan waves; snow drifts; sand dune
formations; formation and motion of rain dropleisg formations; river floodings,
landslides, and snowslides; physics of clouds,rsiv@ seas covered by drift ice; fallout,
etc.

Biological Systems

Cardiovascular system: Respiratory system; gagestimal tract; blood flow; bronchus
flow and nasal cavity flow; capillary transport;dyotemperature control by perspiration,

etc.

It can be said that all systems and componentsllisbove are governed by essentially the
same physical laws of transport of mass, momentutineaergy. It is evident that with our
rapid advances in engineering technology, the demafor progressively accurate
predictions of the systems of interest have in@dags the size of engineering systems
becomes larger and the operational conditions aieglpushed to new limits, the precise
understanding of the physics governing these mhasp flow systems is indispensable for

safe as well as economically sound operations. ifi@ans a shift of design methods from
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the ones exclusively based on static experimentatelations to the ones based on
mathematical models that can predict dynamical Wiehes of systems such as transient
responses and stabilities. It is clear that thejestibof multiphase flow has immense
importance in various engineering technology. Thinoum design, the prediction of

operational limits and, very often, the safe cadntfoa great number of important systems
depend upon the availability of realistic and aateirmathematical models of two-phase

flow.

A.2CHARACTERISTIC OF MULTIPHASE FLOW

The design of engineering systems and the abdigrédict their performance depend upon
both the availability of experimental data and ohceptual mathematical models that can
be used to describe the physical processes with@red degree of accuracy. It is essential
that the various characteristics and physics of-pivase flow should be modelled and
formulated on a rational basis and supported bgilget scientific experiments. It is well
established in continuum mechanics that the coomeéphodel for single-phase flow is
formulated in terms of field equations describinge tconservation laws of mass,
momentum, energy, charge, etc. These field equatiare then complemented by
appropriate constitutive equations for thermodymarstate, stress, energy transfer,
chemical reactions, etc. These constitutive egnatgpecify the thermodynamic, transport

and chemical properties of a specific constitueatemal.

It is to be expected, therefore, that the conceptaalels for multiphase flow should also
be formulated in terms of the appropriate field amhstitutive relations. However, the
derivation of such equations for multiphase flovedamsiderably more complicated than for

single-phase flow.

The complex nature of two or multiphase flow or@s from the existence of multiple,
deformable and moving interfaces and attendantifgignt discontinuities of fluid
properties and complicated flow field near the rifstee. By focusing on the interfacial
structure and transfer, it is noticed that manytwb-phase systems have a common
geometrical structure. It is recalled that singhege flow can be classified according to the

structure of flow into laminar, transitional andtulent flow. In contrast, two-phase flow
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can be classified according to the structure afrfate into several major groups which can
be called flow regimes or patterns such as semghfftie, transitional or mixed flow and

dispersed flow. It can be expected that many ofpivase flow systems should exhibit a
certain degree of physical similarity when the floggimes are the same. However, in
general, the concept of two-phase flow regimesefindd based on a macroscopic volume
or length scale which is often comparative to tysgtesm length scale. This implies that the
concept of two-phase flow regimes and a regime miggret model require an introduction

of a large length scale and associated limitatidherefore, regime-dependent models may
lead to an analysis that cannot mechanically addies physics and phenomena occurring

under the reference length scale.

For most two-phase flow problems, the local insfantulation based on the single-phase
flow formulation with explicit moving interfaces eounters insurmountable mathematical
and numerical difficulties, and therefore it is matealistic or practical approach. This leads
to the need of a macroscopic formulation based ropgy averaging which gives a two-
phase flow continuum formulation by effectivelyrsihating the interfacial discontinuities.
The essence of the formulation is to take into antéhe various multi-scale physics by a
cascading modelling approach, bringing the micral aneso-scale physics into the

macroscopic continuum formulation.

A.3CLASSIFICATION OF TWO-PHASE FLOW

There are a variety of two-phase flows dependinganbinations of two phases as well as
on interface structures. Two-phase mixtures areacierized by the existence of one or
several interfaces and discontinuities at the fater It is easy to classify two-phase
mixtures according to the combinations of two pkasece in standard conditions we have
only three states of matters and at most four, hanselid, liquid, and gas phases and
possibly plasma (Pai, 1972). Here, we consider oimdyfirst three phases, therefore we

have:
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1. Gas-solid mixture.
2. Gas-liquid mixture.
3. Liquid-solid mixture.

4. Immiscible-liquid mixture.

It is evident that the fourth group is not a twaapé flow, however, for all practical
purposes it can be treated as if it were a two-@aigture. The second classification based
on the interface structures and the topographicstiloution of each phase is far more
difficult to make, since this interface structuteanges occur continuously. Here we follow
the standard flow regimes reviewed by Wallis (1969¢witt and Hall Taylor (1970),
Collier (1972), Govier and Aziz (1972) and the majtassification of Zuber (1971), Ishii
(1971) and Kocamustafaoguari (1971). The two-plilase can be classified according to
the geometry of the interfaces into three mainsgasnamely, separated flow, transitional

or mixed flow and dispersed flow as shown in Fighire.
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Class Typical Configuration Expmples
regimes
Separated | Film flow Liquid film in gas | Film condensation
flows Gas film in bguid | Film boiling
Annular Ligquid core and Film boiling
flow gas film Buoilera
Gas core and
liquid film
Jet flow Liquid jet in gas Atomization
Gas jet in Uiquid Jet condenser
Mixed or Cap, Slug Gas pocket Sodnm botling in
Tramsitional | or Chaurmn- liguid foreed convection
Hlows turbulent I
flow
Bubbly : { | Gas bubbles in Evaparators with
annular 3 Ligpuid film with wall nucleation
flow } fas core
Droplet B L Gas core with Steam penerator
annular kX droplets and liguid
flomar sra R film
Bubbly Gius core with Baoiling ouclear
droplet droplets and liquid | reactor chanmne]
anzular film with gas
fhow bubbles
Dispersed Bubbly n s bubbles in Chermical reactors
Nerws flowr lisguied
Diroplet - Liguid droglets in | Spray cooling
flow - gas
Particulate a Solid particles m Transportation of
flow i gas or egqudd powder
pt

Figure A.1 Classification of two-phase flow

Depending upon the type of the interface, the ctdsseparated flow can be divided into

plane flow and quasi-axis-symmetric flow each oficgkhcan be subdivided into two

regimes. Thus, the plane flow includes film andatified flow, whereas the quasi-axis-

symmetric flow consists of the annular and thdlji+ regimes. The various configurations

of the two phases and of the immiscible liquidssivewn in Figure A.1.
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At this point we must say that in a multiphasiclgem, it is basically impossible to predict
the velocity and position of the interfaces. Thenge must do some kind of averaging to

the local and instant governing equations for gatse.

We will hence start by presenting the local andainsconservation equations.

A.4LOCAL AND INSTANTANEOUS CONSERVATION
EQUATIONS

The equations which have been implemented in tkle @o order to solve the steam-water
countercurrent flow in the hot or cold leg of a PW&actor are presented here. Since the
model is 1D, it won't have the capability to predigial temperature profiles at the liquid
layer. However depending on the interfacial andwia#i temperature, below the interface,

a liquid temperature profile will be assumed.

The conservation equations are the starting paintbfphasic systems analysis. These

equations are presented for each phase separatkly aartesian geometry.

We start here by presenting the local and inst@was conservation equations applied to
an infinitesimal volume and an instant of time. 3&are the governing equations for a
viscous fluid flow (in our case, biphasic flow),dathey are called local and instantaneous
conservation equations. They are expressed in gebgrusing the subscript k, which can
represent the liquid (k=l), or the steam (k=g).

* Mass conservation Equation

%, 7

o 0o =0 k=l,g (A1)

wherep, is the density of the phase k, apds the velocity of the phase k in the time

instant t and in the considered point.
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As the Equation A.1 is a local and instantaneousggn for each phase at a given point
and it is only applicable to open domains in spé#uere is no mass generation rate per unit

volume.

What we just said means that the Equation A.1 [ieggble to each phase just up to the
interface. Therefore, at the interface, the densiglocity, and energy suffer an abrupt
change and it is necessary to specify conservaprations in order to mathematically

simulate these singularities at the interface. €hepiations are called the jump conditions.

We need to introduce here the concept of interfabe. interface is an imaginary surface
between phases, through which they interchange ,nmmassnentum and energy. By
supposing that the interfadgbetween the steam and the water phases moves with
velocity U, , which depends on the considered time instantpasition, then the mass flow

from one phase to the interface, must equal thesrflass from the interface to the other

phase. This conservation equation at the intelitaegpressed as follows:

Y o (u, —u)mh, =0 (A.2)

k=I,g9
Let's notice that the unitary vectofrﬁ and n, point to opposite directions for the liquid and

steam phases.

Liquid

A4 v

control control

Figure A.1 Unitary vectors ﬁg and ﬁ, in an arbitrary point of the liquid-steam
interface
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« Momentum conservation equation

08) L 5 {p, i, )= pog + 0 T, (A3)
ot

where p,gis the momentum source due to gravity, ﬁnds the stress tensor due to

pressure and the shear stress due to the visamierigi.e.:

Te=—pl +ik (A.4)
where 7k is the viscous shear stress tensor of the phasédse the tensiorf(ﬁk) in an

arbitrary point of the interface with unit vectay is given by:

ta(ﬁk ): f M= - PN, + N, i (A.5)
In this case, the jump conditions consist of supmpshat in every point of the interface,
the momentum flow rate from one phase to the iaterfequals the momentum flow rate
from the interface to the other phase plus theteddaensions by the phases at both sides of
the interface. This condition can be expressedl&sAfs:

- k;gpk Uy (Uk -y )Dﬁk + k;gﬁk Efk =0 (A.6)
Basically, what this means is that when integratogr all the interfacial area, the

momentum rate that one phase loses goes to the othe

+ Energy conservation equation

M'ﬂi[ﬂpkekak):_i (6, + O, W, +0,§ O, +Gy (A7)

ot
where G, is the heat flux received or released through thendary surfaces[] Efk , is
the rate of work done by the pressure and viscorces$, p, g [, is the rate of work done

m

by the gravity forces, and, is the generated heat rate inside the volume.
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Let's remember that the stored energy per unit ifddkg) is given by:
P
e —e t+t-u, +gz (A.8)
where, €, is the internal specific energy.

In this case, the jump conditions express thetfatt the energy transported by convection
and the work done, through the interface, that vansoses one phase equals the energy

that the other phase loses or wins respectivelis @dm be expressed as follows:

- Y6, th, + Yt(A, ), - Yep.(d, -t,)dhH, =0 (A.9)

k=l,g9 k=l,g =l,g

where f(ﬁk) is the stress vector as defined in Hetsroni bpale 1-9, see Equation (A.5).

A.5 CONSERVATION EQUATIONS AVERAGING

Now well, the equations that all the thermal-hydicacodes use, and which we are going to
use in this thesis, are always time and space geédraquations. In these equations, a
double space and time average (Ishii 1975) or aespaerage and an "ensemble average"

(Banerjee 1980) is performed on the local and imataeous equations.

It can be easily shown (Delhaye 1976), that the tand space averaging are commutative,

i.e. the result is the same not matter the ordematke them.
This averaging will lead us to the so called maoopsc equations.

Let's suppose that we have a volumeith two phases, as is shown in Figure A.2.

A_10
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Figure A.2. Occupied volume by phasek at thetimeinstant t in the volume element O

Now, let's consider the characteristic functiongbase k, defined as follows:

(A.10)

<ak(r,t)>=ijxk(r,t)dv:i JdV= (r) (A.11)

Now well, the volume fraction also changes with djnthat's why we define the time

averaging of the magnitude (A.11) as:

(a, (F,t)>=i J{a (7 t) o (A12)

A_11
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time T is a time interval centered int, i.e.:

[t_T,tJ}
2 2

We define now the volumetric averaging of a magfetd, in the phase k as follows:

<fk(F,t)>=V (?’t)v{fk(F',t)dr's (A.13)

We will introduce here a couple of rules that vii# continuously used in the averaging

process:

v' Leibnitz rule: Applied to the control volume occagdiby the phase k, is given by:

9 Jf(F,t)dr' =VJ

ot vi (.t) Ft) ot (7 t)

3

z(A. j(h)f(F,t)GAka dds- [ f(F)i,, nﬁjdsJ

j=1 Ay (Fit)

+ [£(F.t)d,, ohds (A.14)

A

where as we can see in Figure A.3:

A_12
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Figure A.3 Control volumewhere avolume Vk (F,tj for the phasek isincluded. The

volumeislimited by the planes x—%,x+%, y—g,y+g,....
2 2 2 2

A (F,t) is the interfacial area in the control volume A,,(F,t) and A, (T ,t)are the

AX

Ax. . _—
intercepted areas by, (F,tjwith the pIanesF+7Jnv T —7'nj . If V, touches any

wall moving at a velocity ., , we should include the last term of the equatiari4).

U IS the velocity of the surfacé,;, which is normally zero.

v" Gauss theorem:

3
Ji B(F,t)dr’ = ([ﬁk EédS+z( [ A Bds- [A, Eéds]+ [ A, CBdS
Vi A Ay 2 Akw

it Pt j=1 (7 t) Ag1 (7 t)
(A.15)
The Equation (A.15) can be written as follows:
3
. - 3 n . a - . 3 n .
([D B(7 t)dr = ([n Bds+y -2 ([BDhjdr + [f, (Bds (A.16)
v (7 ) A r’,tT j=1axj v (7 ) Alw

A5 1VOLUMETRIC AVERAGING OF THE INSTANT AND
LOCAL CONSERVATION EQUATIONS

The local and instant conservation equations ferrttass, momentum and energy can be

expressed by using the compact notation as follows:

A_13
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o W,)

at +DE(,okLIJu +J) yox'} (A.17)

where W, is the magnitude per unit mass in the phaseﬂd,s the diffusive flux of the

conserved magnitude in the phasegkis the source term of the magnitude in the phase k.

Comparing Equation (A.18) with the mass, momentuch @nergy conservation equations,
(A.1, A.3 and A.7) we obtain the following equivate table:

Table A.1 Equivalence terms of the generahzed conser vation equation

Conservation law W, Jk @

Mass equation 1 0 0
Momentum equation . - -

, 4, O, -T O, g (h,
(j-component)

Energy equation e -T i, + qL’ g, + q'k"/ .

By integrating the local and instant conservatigu#tion (A.17) inV, (F,t), and using the

theorems of Leibnitz and Gauss we obtain:

J'(ﬁokwk + jk)mkds+

At

W, dr® W i h dS+
at\}[pk Agr‘gk ki S

3

Zi ([uf E(pkw G, +J, )jr + jn Eﬁpkw G, +J, )dS— ka(g(dr

J—lax Vi A ( rt vy (7 )

(A.18)
Using the volume fraction definition for the phdséA.11), and the volumetric averaging

definition (A.13), we can rewrite the Equation (8)Jafter dividing it by the volume as:

:t(ak <pkLPk >)+ D [qak <pkwkak + jk>j —ay <pk(ﬂ<> = SkC[,Jinv + Stj,i + S w (A.19)

A_14
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where the terms at the right side are defined next:

conv

> S,; :Term due to the convective flux through the ifetee:
conv 1 - . ~
Se =-= ([pk‘Pk (d, -4, )t ds (A.20)

This term represents the transfer rate per uniirael of the conserved magnitude to the

phase k by convective flux through the interface.

> §;: Termdue to thejk current in the interface.

s  =-1 Jik o, dS (A.21)
V oA (rt)
This term represents the transfer rate per uniimel of the conserved magnitude to the

phase k, due to the curreﬁt, normally called diffusive current through thegrface.

> S, Termdue to the currenik at the walls.

w=-1 13, th.ds (A.22)
V A

Sk

A.6 THE CONSERVATION EQUATIONSAVERAGING AND
THEIR JUMP CONDITIONS

Once the macroscopic equations are obtained, we parform the time averaging on
them. Hence, the mean macroscopic value of any itu@ignas for example the volume

fraction can be expressed as follows:

(a(F.t))=(alF t)+a'(F.t) (A.23)

A_15
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where a"(F,t) represent the fluctuations in the space averaginghe void fraction.

Obviously we have the following mean value of thistuation:

a'(F.t)=0 (A.24)
The same happens with the phase velocities, i.e.:

1

(u (Fot)) = (u, (Fot) +u, (Fot) (A.25)
where uk' (F,t) represent the fluctuations of the velocity.

We will suppose that the following approximatioratsscomplished:

(abc) =(a)(b){c) (A.26)
and we will leave out the volumetric averaging sy)lnb > which will be understood

onwards.

A.6.1 THE MASS CONSERVATION EQUATION AVERAGING AND
ITSJUMP CONDITION

At table A.1, the mass conservation equation, taiobd by taking;¥, =1, jk =0, and

@, =0, in the Equation (A.17), and after making the tiaveraging, we get:

‘W+ﬁ[ﬁpkakuk)+i(pk a;u;)z r k=l.g (A.27)
at

A_16
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where a, is the averaged volume fraction of the k phaggis the density of the phase Kk,

U, is the velocity of the phase k, and the tdﬁ{pk aLuL) is due to the rapid fluctuations of

velocity and void fraction. This term, due to tuldnce is usually neglected in the codes.

[ is the mass generation rate of the phase k pevohime and is given by:

- % j ( ~G,)h, ds (A.28)

If we integrate the jump condition (A.2) all alotiee interfacial areg, () of the volume V

at the time instant t, we get after averaging icgpand time and dividing by the volume V:

v Z jpk( lji)Dﬁk dS=0 (A.29)
k=hoay (7

This can be expressed as:

r,=-T, (A.30)

In the applications the time averaging symbol &vél out.

Finally, the averaged 3D mass conservation equatimmmally used in thermal-hydraulic
codes as TRACE are:

- Liguid phase:

‘Wmcqpll a)i)=r, (A.31)
- Steam phase:

6(0(;:09 ),z o, ai,)=T, (A.32)

A_17
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A.6.2THE MOMENTUM CONSERVATION EQUATION
AVERAGING AND ITSJUMP CONDITION

In order to obtain the momentum conservation equatt table A.1, we make:

W, =0,,J, =T,andg, =0 (A.33)

and noticing that:

uk(F,t):uk(F,t)+uk’(F,t) (A.34)
Thence, after performing the time averaging andawigg the less important correlations,

we get:

O(Ekpkﬁk)
ot

+E||:(Ekpkakak)+|i(akpk )_ElWEkfkT +

- . — ~ 1 I s 1 A
D(akpkukuk)_akpkg:_* jpkuk(uk _ui)mkds_*jpknkds*'
V A V A

+ L7 thas+t |7 has-1 [pAds  (A35)
V A V A V A
Now well, for a closed surface, the next surfacegral is zero:

[AdS=0 (A.36)

A DA DA

where A, is the area intersected by with the contour of V.

Hence:

+L1aas+ L [Ads=- 0 [av = -Dar, (A37)
A V Aw \Y

A_18
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So the sum of the terms which contain the pressader the integral sign, leaving out the

time averaging sign result to be equal to:

—F\)/k{jﬁkd5+ jﬁkd5}= o Oa, (A.38)
A Ay

By taking into account Equation (A.38) and leaving the time averaging sign, we get if
the volume is constant, that the momentum condervéquation (A.35) can be expressed

as follows:

a(akpkak)

ot +E|E(akpkakuk )+akip_amkfkT -0, P9 :rk<aki >+|Eki +F,

(A.39)

where a, is the averaged volume fraction of the k phasgis the density of the phase k,

u, is the velocity of the phase k, and:

7' is the Reynolds viscous shear stress tensor fok fease.

o' ==pi Uil (A.40)
Ifki is the term due to the friction between phaé@s

This term is produced due to the fact that theidigand the steam move at different
velocities, what produces a frictional shear sttbas$ causes the steam to be slowed down
by the liquid and the liquid dragged by the steamesthe steam velocity is higher than the

liquid one, and inversely if the liquid velocityliggher than the steam one.

F, =1 [7, h, dS (A.41)

V A

IEkW is the term due to the friction with the Wdﬁ,@, .

F, =1 [7, Oh, dS (A.42)
V Aw

A_19
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Fk<Gki > is the term due to the momentum interchanged altieet phase change.

Ml ) = - [ oGy (G, -0, )Ch, dS (A.43)

V A
where ' is the mass generation rate per unit volume ofpttase k, andﬁki>the mean

velocity of the phase k at the interface.

The integration of the jump condition all along theerfacial area, leads us to the following

expression:

Fy =-F, (A.44)

gi

In the momentum equation and also in the followengrgy equation, we are assuming that
R, =P. This means that the pressure is the same for fifzdBes. This is because we are
supposing that we have a homogeneous flow, i.eamgeanalyzing a volume where the

phases are mixed and, where we have a volumetightesl properties for every phase.

Finally, the averaged 3D mass conservation equatimmmally used in thermal-hydraulic

codes are obtained from Equation A.39 taking intzoant the mass conservation

equations.
- Liguid phase:
94, +4, 0, =~ Op+— (3, -4, )d, -4,
ot P (1—a)p|
rg_ L Cut = = | =
- u —u|)—7u|‘u,‘+g (A.45)
(1—a')p| i (1—0'),0,
- Steam phase:
6 — — == 1 = Ci — — — —
—Uugy +u, Mug =——Dp——(ug -u, }ug —u|‘
ot Py ap,

A_20
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Lo (G, -6,)-2 6, |G, + (A.46)
ap, ap
where;
r. =maxr, 0] (A.47)
r. =min[-r 0] (A.48)

We observe that the interfacial friction term has bpposite sign in both equations. We

notice that when evaporation takes placg,> 0, and the steam phase gains an amount of

momentum per unit volume and time equall’t&ﬁl , the term—l'gl]g comes from writing

the momentum conservation equation in non-consge/éirm.

A.6.3THE ENERGY CONSERVATION EQUATION AVERAGING
AND ITSJUMP CONDITION

In order to obtain energy conservation equatiamfFigure A.1, we make:

Yo=e.,J, :_fmjk +ﬁ"and<0k =g, +q:<"/pk
and performing the time averaging in equation AyiEdds:

a(akpkek)
ot

+E|[(akpkekak)+|iwk pi, ~0 &, 7, i, +0a,q

— .m Col
—ap 9l —a g =S

nv J
+ Sk,i + Sk,w (A49)

where the different terms represent:

a(akpkek )
ot

: Represents the rate of stored energy in the ghase unit volume.
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The second and third term give when summing them:

Da, oy )+ 0, pi, =00, p, (e +p/py )i, =0@r, phy b, (A50)

where:
h, =e, + p/ p,, being h, the stagnation energy.
> 0 &, o h, U, : Represents the flow of stagnation energy to trese k.
> —imkfk [, : Represents the work done per unit time and vollbyethe

viscous forces.

> a,p. 00, : Represents the work done per unit time and volbméhe gravity
forces.

> a.q :Represent the energy source per unit volumeiaralin phase k.

> Sznv: Represents the energy transfer between phasesodexaporation or
condensation.

col

nv 1 - - ~
S :;J.pkek (uk _ui)thdszrk<eki> (A.51)
A

> Skj‘i : Represents the energy transfer due to the diiuiix of energy through the
interface:

g =-1 J(_fmk +§ )hds=-1 ([ i, i, ds+* Jﬁk F, [, dS+ g, (A.52
VoA (Ft V A (7t) VoA (ft)
)

—n

where q;, = - jqk [h,dS, represents the heat transfer rate to the phaper kunit
V A

volume through the interface.
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The first term of the right side of Equation (A.52an be written as:
1 Jpl]k thds=-1 [p(d, -G, )HdS- T [ pii, hdS  (A53)
VoA (Ft) V A V A
Now well, by applying the Reynolds transport theote the magnitudef, =1, we get:

d ([ foav =2 aV = [0, thds (A54)
Pt

dt vi ot A

where we can express (A.53) as follows:

1 .o My d
-= J pi, h,dS=p—-p—a, (A.55)
VoA (Ft) Py ot
> S, The source term due to the walls is given by:
1 Lo 1. o = .
Sew =—— |- pi, 0hdS-= [d, (F, 0h, dS+4d,, (A.56)
V Aw V Aw

where:

—n

Ouw = L jqk [h, dS: Represents the heat transfer rate to the phase kinit volume

Aiw

through the walls.

The first term of equation (A.56) is:

W, = 1 [ - pl, Oh, dS: Power won or lost per unit volume due to the nmest of the
V A

walls.

By summing Equation (A.51) and the first term of%B), we get:
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M <eki>+rkpk:rk{<eki>+pk}=h;krk (A.57)

The second term of (A.56) is:

W, = - jﬁk [T, Oh,dS: Represents the dissipated power by friction withwalls per
V Ay

unit volume.

So, the energy conservation equation can be widtsciollows:

a(akpkek )

= _ = _ _ 0 p
ot +D[ﬁakpkekuk ):_D (&, puy +a, p 9, - paak +I [<eki >+k]

Pk

+ 0y + +aqu Wy, +W,, = Elakﬁl: +0 [(akfk (W, )(A-58)
where the last two terms are normally neglected.

Finally, in order to obtain the internal energy atijon, we subtract from Equation (A.58),

the kinetic energy equation, and we get:

a(akme‘:)+itﬂakpke'kﬁk )=—Piﬂk -pida,d, )+rk{<elki >+pk]
ot ot .

+ 0+ 0y +akq:'+wkp +W, _ljakq: +E|[ﬁakfk ﬁﬁk) (A.59)

The last four terms are normally neglected.

where e[( is the stored energy per unit mass in the fluidnelat, and:
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a(akpke'k)

ot
position and time instant of the domain.

. Is the stored energy rate per unit volume (Jysman arbitrary

. O Eﬁakpke:(ﬁk ): Is the energy flow rate through the fluid elemfeies.

. - piak . Is the loss of energy per unit volume due to plagansion.
ot
L pﬁ [ﬂa'kuk ): Is the work done by the pressure due to expansion

L {<e; >+p"]: Is the variation of stored energy due to masssfex between
o

phases.

* Gy Is the rate of heat per unit volume interchanigetiveen the interface and the
phase k.

* Q. : Is the rate of heat per unit volume interchanigetiveen the phase k and the
walls.

. akq'k": Volumetric source of energy in the fluid element.

By integrating the jump condition of the energy &tipn, with respect to the interfacial area

A contained in the fluid element volume, we get, aetihg the work done by the viscous

forces:
| G ch +d. i, Jas —/{ (h,, i, +hyiy) dS=0 (A.60)
|
where:
m, = o, (b, -G, )b, (A.61)
ha =€+ p/py (A.62)

Now we are going to introduce the following avergeagnitudes:
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Mean valu®f therate

of heat tranerredto 1 .0
= <qki> =-— [q,h,dS (A.63)
thephasek throughthe A A
interfaceperunitarea
Mean valuef thetotal Vi [ hy dS
energyof thephasek | =(h,;)=-—" = (A.64)
at theinterface :
Hence, we can write the jump condition equatiofolisws:
( . n .n )i h h _ 0 6
<qli>+<qgi> Vv +< 0Ii>rl+< ogi>rg_ (A.65)

Using the mass jump condition, i.€., = T, we can obtain the expression by, , given
by:
Gi )+ dg )JA
:—('< )+ g>)-' (A.66)

E (<hogi >"<holi >)V

Finally, the 3D energy conservation equations asarmally used in the thermal-hydraulic

codes is for each phase:
- Liguid phase:

a((l_zt)p'e"L 0 E((l—a)p, e U, )= -p :t(l—a)— pQ] Eﬂ(l—a')ﬁ| )

+Q, +0, +dq +Th (AB7)
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- Steam phase:

) o ' - '
(azseg)ﬂjiapgeglag ):_pg :ta_ pd [ﬁaﬁg )+qw *ig +dag +T Ny
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APPENDIX B

CALCULATION OF THE CONVECTIVE TERMS OF
THE CONSERVATION EQUATIONS

B.1 CONVECTIVE TERMS

The convective terms which appear in the discrétinaof the mass and energy
conservation equations, were evaluated using thelIMATE-SOU (second order
upwinding) method. For the momentum equation cotiwecterms, we are using the
ULTIMATE-QUICKEST method. These methods are expaaimere below.

B.2 FIRST ORDER UPWINDING (FOU)

The upwinding schemes are designed to simulate nicatlg in a more appropriate way
the propagation direction of the flow informatidhseems to be obvious that the numerical
schemes to solve the flow equations, be consistéhtthe velocity and direction of the
flow with which the information is propagated thgbuthe flow field. Strictly talking, the
centred differences schemes not always follow line information through the flow field.
In many cases, the final values fall out of flowldi domain. For flow fields which have
smooth variations of the flow variables, these sud® don't cause problems. However,
when there are discontinuities in the flow, theskhesnes don't function correctly due to
producing oscillations. This problem was the reasdry the modern codes of fluid
dynamics simulation developed the upwinding schen@ge of the simplest advection

problem is the first order upwinding.

Considering the one-dimensional model of a puresetion equation for a scal@(x,t) :
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99 __ 99
ot ox

where, u is the advective velocity which will bgpposed as constant. Taking an uniform

(B.1)

space-time grid Ax,At), and integrating oAx,At, in a centred cell in;xve will have:

Jo 00 = e o (8.2)
ot X
Discretizing in a finite volume, we get:
((;. o (ZI n )AX = —U(¢X+AX - (Dx_g ]At (83)
2 2

where ¢)n IS the averaged value in time at the right facee @beraged value in time for

x+—
2

the left facey' ,, . The bars indicate the spatial averaging at thellibetween the time
(X
2

steps n and n+1.

(v+l)ant
v

1
/ Celli
T_,, /X vat
g

i y X
Xl 4

UAT !

Figure B.1 Space-time gridding showing the convective characteristicsinside the left
face of the cell | of afinite volume.

As the courant number ¢s= UEM , then the Equation (B.3) results in:

(4?)."” —4?)."]=—C[¢r” —4'4"] (B.4)
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At this point, we need to estimate the values atftites. The temporal average of the
Equation (B.4) can be expressed as spatial aveyaguor example, the time averaging in
the left face is given by:

o= g(rr =1 o' (e (B.5)
At cAX

where &(r) is the instantaneous value at the right face qﬂﬂtﬁf) the value forg, in the

upstream direction region at the n time step.

A similar formula is obtained for the right faces ihot necessary to write it because the

conservation of the advective flow guaranties tkps(t:) = (p(i +1) .

Different numerical schemes are obtained in fumctbthe election ofp" (E) to estimate

the local behaviour. For consistenay), (E) must obey the integral restriction:

1 jm+Axl2 n

xi-sx12? ({)d{ = én (B.56)
JAVS

In order to get the upwinding scheme, we supp(mwl(f) is constant for each cell i.

9 (&)=q for(Xi—AXj<{<[Xi+AXj (B.57)
2 2
0 €)=b"—,
"€)=0/,
<« 0

g
—> @ L L g

i=2 i-1 i i+1

——— UAr —

Figure B.2 Gridding for ﬁ(f) constant at each cell i.
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So, for the Figure B.2 case, we have:

o(i)=¢’, foro<cs<i (B.8)

and

¢a(i)=¢ln for0<c<1 (B.9)
Finally, the Equation (B.4), results in:

—n+l —n

¢ =@ —c(qqn—qqn_lj for0<c<1 (B.10)
In the program PTS, we obtain the convective teerauating them at the faces, so, we
use the Equation (B.8) to get the interpolationtted terms ggAs and pA of the mass
conservation equations for the liquid and the stemrd the termsyosAs and epA of the

energy conservation equation for the liquid and steam. The first order upwinding
scheme was incorporated in four subroutines; FMARQUIDN, FEGN and FELN.

B.3 SECOND ORDER UPWINDING (SOU)

In order to calculate the convective terms of theessnconservation equationgefy and
PA ), and the energy conservation equatioegd, A, and € p, A ), a second order

upwinding scheme has been used. This scheme isdiffssive than the first order
upwinding scheme, but oscillations can even appkawvay to avoid those oscillations is
the ULTIMATE strategy.

In order to obtain the second order scheme, arlimerpolation was made, based on the

mean values at the upstream cells.

B_4
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& e ¢y
b <« 40

—> L = \ \
- $i " 5 T um
UAt —

Figure B.3 Second order upwinding

Based on the previous figure, we can get the faligvequation:

—-n

n —n 1~ 7: AX AX
o (&)=a, +17‘”2(5— x,_lj for [xl_l —j<£<(x|_l +) (B.11)
AX 2 2
The value forg is given by the following equation:
Xil

g=—"[¢ ()d¢ (B.12)

CAX xii —cx

Substitution of Equation B.10 into Equation B.1#lgs for the left face;

3-c 1-c
a =[ N )ﬂ_l-[zjﬂ_z for 0<c<1 (B.13)

Taking the correspondingg value, the updated one when using the second order

upwinding method is obtained.

at =g —{(3'0]@“ ~(2-c)g’s +(1_2°J(ﬂ.”.2} (B.14)

2
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The second order upwinding scheme was implemente¢kiei PTS code in the subroutines
FGAS, FLIQUIDN and FEGLN.

With the intention of diminishing the oscillationef the solution, in the CFD
(Computational fluid dynamics) field, new algoritamvere developed, and one among

them is the QUICKEST method which is explained Hrexgt.

B.4 QUICKEST METHOD

In order to evaluate the convective terms of tkarst and water conservation equations, the
QUICKEST (Quadratic Upstream Interpolation for Ceative Kinematics with Estimated
Streaming Terms) method was implemented. For eanh$iows, this scheme is the canonic

form of the third order upwinding for a convectidiffusion equation.

When building this higher order approximation irder to estimate the left face value for

n

¢, a parabola is interpolated as it is seen in igarE B.4, through gettin(z;a',ri2 ,qa,rll @ if
u>0. This interpolation does not generally satisfy iiegral condition of the Equation

(B.5) due to its curvature. By introducing an aiil constant, we can express upstream

value for(p”(f) as follows:

—n

(0n=cl+$.r11+|:$l _ﬂ_zi(f_xi—1)+|:$l _2¢i—1+$|—2]($_xi_1)2 (B.15)

21X 2Ax°

Substitution of Equation (B.14) into Equation (By#lds the value for the constant C

c,=-% P 9 (B.16)
24 12 24

Therefore, we have for the left face, by substiginto Equation (B.4):

2
1/—n —n —n —n 1- —n —n —n
o =2(a"+a")-%(o +<0i-1)-[ c }(w. 20" +0% ) (B17)
2 2 6
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i

<« 40

- X
i-2 i-1 g i+l
UAt —

Figure B.4 Third order interpolation

In a similar way, we gefp . The updating equation that results is:

—n+l —n C({ —n —n C2 —n —n —n
a4 =4¢ _2(¢’|+1+¢|—1)+2(¢|+1_2¢| +¢|—1)

2
1-c¢ —n —n —n —n
"{ 6 ](W+1_3¢| +3¢)|—1_¢|—2)

(B.18)

Here we note that the value fpr, is given by Equation B.14, particularizeddr= X, _; :

G4 = §0n (g: Xi—1)=C1 +§;:1
Thence:

n . (ﬂn _zé:l +é|?2)
g =@~

24

(B.19)

(B.20)
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()
¢ =¢ - O (B.21)
24

Hence, we obtain in this way, the relations betwi#envalues in the nodes and the mean

values. If we express now the mean values as famcti the values in the nodes, we find

the following relation:

2

—n+l —n C{—n —n C —n —n —n
g =9 _2(90|+1+(/’|—1)+2(§0|+1_2¢| +¢|—1)

2
{1_6(: ](q),fl -3¢" +3¢", —é,?z)for 0<c<l (B.22)

This method is used combined with the ULTIMATE nwthin the subroutine VEFICL

and VEFICV in order to get the convective termshaf momentum conservation equation.

As every explicit algorithm, the QUICKEST methoccianstrained to certain restrictions in
the time step, depending on the cell size, the ectiwe velocity and the diffusion
coefficient. This analysis is commonly made by Neumann analysis. In Appendix G

this stability method is presented.

BSULTIMATE

The interpolation schemes previously detailed wiereorporated to the CC code in
combination with the ULTIMATE strategy. The ULTIMAT strategy belongs to the TVD

(Total-Variation-Diminution).

To explain the TVD strategy, let’s take the follogiequation as an example:

ou of
4=
ot 0x

0 (B.23)

where f = f(u)
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Visualizing the variation of u with respect to xam time step, in some point at the x axis,

both, u and its derivative are known. An importargperty of the physical solutions for the

Equation (B.23) is th%gE , integrated on all the x axis domain doesn’t inseewith time.
X

This integrated quantity is called total variat(@wv):

oau
ox

TV (u) = [~ dx (B.24)

For a physically own solution, TV doesn’t incremevith time. In terms of a numerical
solution, the Equation (B.23) is discretized inJ;bl—ui)/At, so that the Equation (B.24)

can be written as:
TV(u):Z\qu -u;| (B.25)

The Equation (B.25) defines the total variatiorxiaf one discretized numerical solution. If
TV(u“*l) and TV(u“) represent the Equation (B.25) evaluated at the 8taps n+1 and n,

respectively, and if:
Tv(u”“jsw(u") (B.26)
Then the numerical algorithm is called TVD (Totadiation-Diminution).

When the TVD is incorporated to a differences sahetime induced numerical oscillations
are simply avoided. This is because of the natitbeobasic differentiation problem where

the TVD is incorporated.

The ULTIMATE strategy is based on an explicit folation that uses a Universal
Limitator. This strategy, expressed by B.P. Leondnaks one simple universal limitator,
which can be applied to a differences scheme witlaouorder restriction. This limitator

makes the oscillations to vanish without affectihg hoped for exactitude of the scheme.

The strategy used in our problem uses normalizethbhlas. Figure B.5 shows a one-
dimensional control volume paying attention to th# face. In order to determine the

effective value of the left sideg , the more influencing nodes are the two nodeshheig

of the face and the closest one upstream. Thesendegn the direction of the velocity.
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These three nodes receive the namegglfiomnsream), @, (upsiream) aNd @ (centraily-localized) , @S IS

shown in Figure B.5.

¢"
c
wy e T
&
L
CONTROL
youe 1w

Figure B.5 Value of the normalized nodesin the case of monaotonic behaviour

In terms of the original variables, there are maages to consider: positive or negative

combinatioru, , positive or negativez and positive or negative values of the gradient or

the curvature. The sign variations and flow dimttican be normalized defining the

normalized variable in each point as follows:
o dxt)-a)
olxt)= =
(¢D % )

where ¢ is a function of¢g}, ¢ ,¢ and the courant number; the normalized value @t th

(B.27)

face is only function of the value at the adjaagrgtream node and the courant number.

¢p
d’U ¢C | ‘bD ]

;-__.-

i T
U —» ovi U € CV,

dc MY

Figure B.6 Definition of the upstream, downstream and centred nodes,

depending on the velocity t sign

B_10
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a- f(&c”j (B.28)
As the normalized nodes are constagit:=1 and ¢} =0

For monaoticity, and as Figure B.5 suggests:

o <g <1 (B.29)

The value at the upstream fa(fp, must accomplish:

0<g. <q (B.30)

Integratingg—f = —u3—¢ , and with normalized variables we have:
X

—n+l

n _
a =0 -clg, -a) (8.31)
To maintain the monoticity, the new value f@g must accomplish:

—n+l —n+l —n+l

A <% <GB (B.82)
For pure advection, the right side of the inequaBtless restrictive thagg' <@, but the

left side one leads us to:

a <a”-clo -q) (B.33)
So,
— — 1/—n —n+l
050+ (o -a") (B.34)
C

N+l

As ¢ =0and g, <0, the more limiting case will be wheg =g =0, i.e. when:

o s}(&)cn) for 0<(ch <1

c (B.35)

For the case ofg’ <0, or & >1, the following condition has given good resultshas

been proved in simple numerical experimentation:

B 11
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o =(;)Cn for ' <0 or (ECn >1 (B.36)
The universal limitator is shown schematically iigufe B.5. the borders depend on the

courant number. If ¢ tends to 0 (dashed line) &ndends to 1 it tends to the bisectrix.

For a better comprehension of the strategy, we stimwsteps that we followed when
applying this methodology. Firstly, depending oe #elocity, we name the neighbor nodes

as: Upstream (U), Downstream (D), and centred T6& second step is to calculate Del:
n n
Del = & — A (B37)
If |Del <107, theng, = ¢, and we continue with the next face.

The next step is made if the previous conditiorsreat accomplished:

—n

o =[¢C" - )/Del (B.38)

If this equation is less than O, or bigger thath&n we sayg = ¢ and we continue to the

next face. If not, we do the next step:

—n

o =(p -q)/Dd (B.39)
where we calculate the convective terms of the naaskenergy equations with the first

order upwinding scheme.

Afterwards, we getg by making the following considerations:

If (;Jr <47)Cn we apply the inferior Iimitaton;ior = (;JCn

If q;r >47)Cn /c, we apply the superior Iimitatorﬁ :(ch /c

If é, >1, we apply the absolute superior Iimitat;),r =1

B 12
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<l

Figure B.7 Universal limitator diagram border.

Finally we do:

@ =@ De +g, (B.40)
The stability of the method is guaranteed becadste fact that the monoticity of the

system is preserved.

This strategy is incorporated to the subroutif@sAP, FLIQUIDN, FEGN, FELN,
CALCGR and CALCLR.

B 13
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APPENDIX C

INTERFACIAL AND THROUGH THE WALLSHEAT
TRANSFER AND ITSDERIVATIVES

When solving the system of conservation equatiasst was explained in Chapter 5, we
need the heat transfer to the wall and the inteffaceat transfer. We also need the
derivatives of the heat transfer with respect ® phessure, temperature and the pressures
difference.

The heat transferred through the walls and at therface is calculated with different
correlations which depend on some dimensionlessbetsn These dimensionless numbers
will be derived with respect to the pressure, terafuee and the pressures difference since
these derivatives are needed in the numerical ihgorwhen solving the system of

equations.

It is mandatory to define here the dimensionlesabers which will be needed later in the

definitions of the heat transfer coefficients:

Re, = (pkuthk] , for each k phase (C.1)
H
2+ 3

9815, ‘Tu T ‘p| Dy

Grl = 5 (CZ)
H

cp o (T, -T

=] P (1T c3

,09 hfg
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C

Pr,.= P He , for each k phase (C.4)
Cy

Below the heat transferred from each phase withirtegface and the derivatives for each

phase separately are presented.

C.1LIQUID PHASE

The equations that will be used to calculate thet hterchanged at the interface and with

the wall are:
Qi|t+At = Ant, hntj+At (Twli -T )tj+At At (C.5)

Q™ = Ahy (T, T J ™t (6)
The correlations used to calculate the heat tramsfefficients, depend on the fluid regime
for the convection to the wall, and for the interéd heat transfer there are several different
correlations in several books and publications dedu from some experimental

investigation.

Two different correlations will be used for calding the convective heat interchanged
with the wall; these are, the Dittus-Boelter, anel Grashof correlations. The Dittus-Boelter
correlation is applicable when forced convectionthe only heat transfer mode. The
Grashof correlation is used when natural convedahe heat transfer mode. [A.F. Mills,
Heat Transfer, Second Edition, Prentice Hall, Nevgdy, 1999].

Our CC code will use the one that gives us thedriglalue for the conditions that we are

simulating.
— — K| — K| 08 04 .
hw =hpg =—— Nupg =—— 0023Re  Pr Dittus-Boelter (C.7)
Dri D,
— — K| — K| 025 025
h, =hs =——Nug =—— 059Gr, ™ Pr, Grashof (C.8)
DhI Dhl

For the interfacial condensation and heat transfer, will use a correlation like the

following one:
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K K ct
o =—L Nu, =—"ct, Re 2 Regc[3 Ja ‘prs

DhI DhI

h (C.9)

In this equation it can be seen that we have fifferént parameter:éct1 —ctg ) which are
the exponents of the dimensionless numbers andfisteconstant that multiplies all of

them. These constants have different values fordifferent correlations that can be

chosen.

There are several different correlations which cdroen some studies made for cocurrent
or countercurrent steam-water condensation phenanmenpipes as was explained in
Chapter 2.

Now, the equations for the derivatives for theatént heat transfers are being defined, and

in order to make it more general, the exponent&:QS— ct5) will be kept in the equations.

Introducing the definitions for the dimensionlessnibers into the convective heat transfer

coefficients, for one cellj and one specific time step, we obtain:

ct
K LAt t+At + t+AL 2
oot p,Dy, Uiz TU a2 ] 0

Dy Hoo ) 2

t+At

ct,
" t+At
pg Dhg ugj—llz u9j+1/2
0
2

Hq

j
t+At cty t+At Cts

Cp o (Tg -T ) Cp, 4,

pghfg i I(I

(C.10)
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/ Dittus-Boelter:

08 04
. t+At At AL
h. " = 0023 Kij P Dy (u, vz Ui J Cp 4
Iw j d +
i hltj At 4 | 5 K, |
(C.11)
Grashof:
025 025
t+At t+At t+At 2 3 At trat
\_ h “M_ 559 Klj {9-8118| (le _Tvmj )pl Dy ] {Cp|/l| ]
Iw j +
Dy, lj o e i K, i
(C.12)

For the sake of simplicity, we start defining tlwldwing expressions for the interfacial
heat transfer during one time step and throughiritexfacial area of one node of length
AX:

Ct K t+At
1 N + +
a= g Mt(Tsaﬁtj o ) (C.13)
DhlJ
t+A t+At Ct2
b= {Pl Dy ] {“ljuz +“|J+1/2J (C.14)
/ul i 2
t+At t+At Ct3
c= Py Dig (ugj-lm +ugi+1’2J (C.15)
Hy ), 2
( ) t+AL cty
C T, -T,
d= M (C.16)
Py hfg i
t+AL Cls
o=l | CPLA (C.17)
K, |
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The interfacial convective heat transferred duong time step can be defined as a function
of the previous expressions:

Q"™ =abede (C.18)
Below the derivative of the interfacial heat tramstith respect to the liquid pressure is
shown:
aQ, " . o
L - A”t_ (thi -T, )t. B At o, 1 ' bede
P tv+At i i D o At P t_+At
' i | ¥
ct,
t+At et .
+acdect,| | 20 [‘W”'JMJ ( e )c 2100
2 »
H ), 2 ! apltjmt
ct,
t+At AL
vat | iz T ot YC21 OH,
- acdect, (p| Du )tl ) (MJ (lullj At) ey
2 apltjw
t+At cty ot
+ abcect m (p t+At )Ct4—1 %
* H t+At
Py j R,
ct
t+At 4
C T —T . —Ct _ ah t.+At
—abcect4 M (hfgtj At) 4 1%
P ] aPI j
o Ct4 t+At
+ abcect M (Cp et )C'[4—1 aCL
4 L
PgNig J 6P|tj+At
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t+At t aC t+AL
+ Cls- j
+abced ct, {M] (Cpltj At) ” p::m
k). om!
teat )9
\ctad e
+abced ct {Cp'] ('ultj At) 571 :ultj+At
k). om!

—Ct5 -1 ak| Tm

aP t+At

L

~abed oty ((Cpy a1 )7 ) (k) (C.19)

For the derivative of the interfacial heat transkgth respect to the liquid temperature we

have:
90, ) ) oK
QIIHA{ = Alt] hlitj “at+ Antj (Tsati -T )tJ “atet, ]t-+At ﬁbcde
ale Dy j aT, j
ct
o i 2 t+At
+acdect & [ull'l/z-i-u'“l/zj (,0 t+t )Ctz‘l ﬂ
2 X
M), 2 ! aT, tj+At
ct
it 2 t+At
. u o TU ne \-CL— a'u :
—acdect, (Dhl Py )tJ } [Mj (lultj m) il I
2 aT tj+At
Cp (T T, ) v\ ct, 9p, U
B + -1 f
+ abcect, A 1) (pltjAt) 4 ﬁ
Pg g i oT, J.
( ) e Ct4 t+At
T T o\t 9Cp,
+ abcect, '0'97' (Cpltj At) 4 1*
Pg hyg i oT, i
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t+At cty
+ t4-
- abcect, ((Tg -T )t, " )C s
Py hfg
t+At cty t+At
C T, -T, o Jct,1 Ny
~ abect, P o ( g i ) (hfglj At) Cty1 fgtiAt
Jo! J. oTi,
t+At 5 ac t+At
+ ts- j
+ abodecty| | £ (CpI e )C ° 1%
ki ). J ]
i j
t+At 5
e \Che ot
+ abcdect, Cp (,ul‘j “ )C 51Oy (C.20)
kl J aTl tj+Al

For the derivative of the interfacial heat transfeith respect to the liquid pressure

differences we have:

t+At
a ] t+At D . cto- au t.:Al
N o +acdect, L ((ul j+u/2 )I At) 2 Ll e (C.21
)
a t+At it Ct2 au t+At
i D o \Cb,- N
Q” ot +acdect, (M . } ((ul j-1/2 )t At) . e e (C.22
)
Next the following constants for the heat transfethe wall equation are defined:
t+At
az= A, (T, -T )7 at 0023-1 (C.23)
W j wl 17 . )

Dhlj
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08

t+At t+At
by = {p, D, } Uij YU e ] (C.24)
/ul j 2
ven |04
C
e Y7
K, |
j (C.25)
t+At
as= A1wt1 (Tvvl -T )tj+At At 059 D l jt+At (€20
i |
025
tHAt t+At 2 3 R
9814 ‘le Tu; |P Dy
ba = : (C.27)
H .
i
cent ) 025
e {CW} (.29
K ),

Hence, the heat transferred with the wall from figeid as a function of the previous

constants is defined as:

t+At

gy  =azbece Dittus-Boelter (C.29)

q, "™ = asbscs Grashof (C.30)

So, the partial derivative of the heat transferwéth the wall with respect to the liquid

pressure is:

- FOR THE DITTUS —BOELTER CORRELATION WE MAY WRITE:

08

tAt it At t+At
aaQP“Hm = 22c208 [DN} (”I vz U J (o )™ % i
U, 2 P

j li

I
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08

t+At t+At
u, . +U . _18 OU, .
-a2c208 (,0| D, )TA[( ShLE ] (M Tm ) 1'8 IUItLAt
2 aPlj
teat |04 et )04
_ a t.+At - 6C t.+At
+asb04 [Cp'] ) e B ()
t+At
tent | t+at |14 aKlj
—azb2 0.4[(,uI Cp, )j ] ( ¥ ) poacers (C.31)
1
- FOR THE GRASHOF CORRELATION WE MAY WRITE:
025
At 9814 ‘Tlv+At _T vat|p 3 e 3,
9Qu " 4505 S L (p| A )_0'5 Py
apl tj+At /.1| 2 J apl tj+At
ceat ) 025 s 0 et
_a3C3O.5[( 98145 ‘Tltj At _thj & p,2 Dhls) } (/‘Iltj m) ﬁ
j aPIJ,
t+At 025
_ a t.+At
+ashs025 | P (st o s
K ), R ™
t+At 025
_ 6C t.+At
+ashs 025/ £ (cpy e e P
K, ), oR'™
t+At
t+at ) 928 t+at |7125 aKlj

U
Now the derivative of the heat interchanged

temperature is shown:

witk thall with respect to the liquid
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- FOR THE DITTUS —BOELTER CORRELATION WE MAY WRITE:

aQ t+At . . 1 aKI t.+At
aT‘MHAt =- A1wt] Iﬂllwtj AtAt + AWtJ (Twi _TI )tj o At 0023 t+At tJ+At
§ D, ™ oT!

I

bzc2

08

b t+At J ‘U t+AL ap At
Ij-12 Ij+1/2 -02 (I
+220208 [hiJ (JJ] (pltj+At) had

H 2

i li

08

it et

Upjoaz T Ui (# AL )—1.8 oy, i
- u —
2 oT

I

~a2c208| (p, Dy, )Tm(

L a-l— t+At

j li

t+At ac "
+az2b204 {MJ (Cp t+AL )—0.6 p| i

I
t+At
j oT!

it a t+At
radb2 04 [p] (10 o 45

t+At
- azb: 0.4((Cp| U, )Tm )0'4 (K| T’A‘ )_1'4 & (C.33)

aﬂTm

- FOR THE GRASHOF CORRELATION WE MAY WRITE:

t+At

0Q, o ty teat t t+At 1 0K
e = Awihg At+'°ij(TW1 -T, )J. At059—~ L
aT f Dhltj At a-l-t At

Ij I

bscs
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t+At t+At 3 At 025
- t+AL
+ascs05 981,8' ‘Tl j i ! o ( t+AL )_0.5 ﬂ
| 2 L aT t+At
H , .
j
teat ) 028
2 3
+ascs 025 [981'0"?'[)”] (-I-| tj+At -T, Tm )—0.75
H J
t+At
—ascCs 0.5[(9.81[3" (T| tj+m Tgt+At ) I2 D, 3 )1+At } ( |1J+At )_1.5 oy, j
t+At
oT, i
teat ) 025
o acp t,+At
+ ashz 025 ﬂ (Cp| tj+At ) 075 OBy
K, j aT lj+At
teat ) 028
C . o a/J lv+Al
+ ashs 025 =P (Iultj At ) ors Ofyy
K, j oT tj+At

t+At
I

)_125 aK| tj+Al
0T| tj+At

— asbs 025((CpI ) )025 (K (C.34)

C.2STEAM PHASE

The equations that will be used to calculate theveotive interfacial and the heat

transferred with the wall are:
Q AL _ Aitjhitjmt (Tsati _Tg )tj+AlAt (C.35)

ngﬁm = AJth hgwtj+At (Tgw - T )ti+At At (€.39)
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The correlations used to calculate the heat tramsfefficients, depend on the fluid regime
for the convection to the wall, and for the interéh mass and heat transfer there are several
different correlations in books and publicationsdaiged from several experimental

researches.

Two different correlations will be used for the gention to the wall; these are, the Dittus-
Boelter, and the Grashof correlations. The DittasHer correlation is applicable when
forced convection is the only heat transfer modee Grashof correlation is used when
natural convection is the heat transfer mode. [MHls, Heat Transfer, Second Edition,
Prentice Hall, New Jersey, 1999].

It will be taken in our CC code, the one that giusghe higher value for the conditions that

we are simulating.

hy = hoy =% Nugy =% 0023Re, ™ Pr, % Dittus-Boel C.37
gv =Npg =—— Nupg =—— €y r,  Dittus-Boelter (C.37)
hg Dhg
KQ KQ 025 025
Ngw =he = Nug, = 059Gr, ™ Pry Grashof (C.38)
Dhg hg

For the interfacial condensation and heat transfetween the steam phase and the
interface, a correlation like the following one Mak used:

— Kg _ K 08 04
hyme =—— Nug, =—> 0023Re,"” Pr, (C.39)

hg Dhg

It is assumed that the steam flow regime is a fdéyeloped turbulent flow and the main
heat transfer mode is forced convection, henceanedaking the Dittus-Boelter correlation

for the convective heat transfer from the steamhéointerface.

Introducing the definitions of the dimensionlessminers and for one cell (j) and at one

specific time:

08

t+At t+At

t+At Kglj+m log Dhg ' L'I§]j—1/2 + L'I§1j+l/2 '

hg intj = Nt 0'02 D
Dy, Hy ), 2
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t+At
C
P Hy (C.40)
kg .
J
( Dittus-Boelter:
08 04
t+AL t+At t+AL t+At
he, ™ = oong‘-‘i+At Pg Drg [ugj—llz g a2 ] Cpg 4y (
Dhgj Uy ,- 2 K, ,-
C.41)
Grashof:
t+at t+At t+at 2 3\ t+at ) 025
h that _ 059 ng 9'81'8V (ng _Tng )'09 Dhg chg :ugJ
W j ) t+At 2
\ i Dhgj H, j K, J_
(C.42)

At first the following constants for the interfackeat transfer are defined hereafter:

0023K,"™ . .
a= i P AxAt(T,auj “-Ty ) (C.43)
hl j
t+At + t+at 08
b: Iog Dth (ugj—l/Z ugj+l/2j (C44)
4 o) 2
c teat ) 04
o= pg”g} (C.45)
k, )

Therefore the interfacial convective heat transferfunction of the previous expressions

can be defined as follows:

Q™ =abe (C.46)
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Now the derivative of the interfacial heat transfgth respect to the steam pressure is

shown:
aQigt+At _
t+At -
an,-
08
t+At AL "
08ac| | —* ug*”2+”9wﬂ2] ( Hm)m*?f&Lf
| g i t+At
Ha ), 2 0P|
e )2 t+At
Ug .y, tUg. . ons Ol
- 08ac (/Og Dig )t'+At (W] (,u t-mt) R
J 9i t+At
2 0P,
v\ t+At
Cp (,U t+At )—0.4—1 a,ug
+ 0.4ab [ . 9 j A apitjmt
g i i
! J
)4 t+At
’LI +At |06 g
+ 04ab (KQJ (Cpg‘j ) T“Jm
g j 9
04 aK t+At
- t+At t+At —1.4L
Q4ab“Cpgﬂgx ] (ng ) op At (C.47)
9]

For the derivative of the interfacial heat transkdth respect to the steam temperature we

have:

t+At
aQig _

t+AL
aTg j

t+At
t,. tAt t t+AL g t,. tAt
Agi j hgij At + Agij (Tw —Tg )j Atia_r e Agijhgij At
9j
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t+At 08

+ t+At a
Dhg UgJ 2 T Ug 00 (,0 LAt )08—1 pgj
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t+At

+ 0.8ac b o7

g 9j

08
it t+At

t+At a,u
+ + 08-1
_ 0 8a,C [ gj 1/2 gj 1/2 J Dhg pg &lgt At ) gtJ+At

j

1+Al 04 +Af
+ 04"?‘*3[(00g tw) ous Ot

t+At

K o) oty
t+At t+At

H +at 06 0C pg
+o4ma(KgJ km;“ﬁ' T

9j
. 04 . 14 aK t.+At
- o.4a|o[(c:pg fy) A‘J (Kg‘j A‘) U (C.48)
or!

For the derivative of the interfacial heat transteith respect to the liquid pressure

differences we have:

aQ t+At p D it Ctz ot u t+At
olp, .~ P,, | “o ) olp, . ~P,, |
(C.49)
aQ t+At ,0 D e Ct2 ot au t+At
' ; Yoa - Tacdect o ((ugj 1/2)‘+m) 7 T "
olp, -P, ) Hy ) olp, -P, .
(C.50)

The following expressions for the heat transfetheowall are defined hereafter:
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t+At

a:=A, (T, -T, )} atop2s—* (C.51)
Dy
t+at e )28
D Ug .o, TUg.,
bo=|| " [911/22911/2} (C.52)
Hy |
]
t+At 04
C
C2= P fy (C.53)
Ky |
]
t+At
_ t t+At 9j
as= A, (ng —Tg)j At 059D " (C.54)
hgj
98153 (T GOt )/0 I ot ) 029
i i h
bs = A f‘ S (C.55)
Hg j
t+At 025
C
coz|| P He (C.56)
Ko j

The convective heat interchaned with the wall candbfined now as a function of the

pI’EViOUS constants:

t+At

Quy = azbece Dittus-Boelter (C.57)

t+At

Oy = asbsCs Grashof (C.58)

So, the derivative of the heat transferred withwiadl with respect to the steam pressure is:
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- FOR THE DITTUS —BOELTER CORRELATION WE MAY WRITE:
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- FOR THE GRASHOF CORRELATION WE MAY WRITE:
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(C.59)
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9j

The derivative of the heat transferred with thel wath respect to the steam temperature is

shown next, for the Dittus-Boelter and for the GaEscorrelation:

- FOR THE DITTUS —BOELTER CORRELATION WE MAY WRITE:

a Q t+At
wg
OT t+At -

9j
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- FOR THE GRASHOF CORRELATION WE MAY WRITE:
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APPENDIX D

CALCULATION OF THE INTERFACIAL
CONDENSATION AND ITSDERIVATIVES

In this appendix it is shown how we are going to calculate the condensed mass at one
certain time step and its derivatives which we need to solve our thermal-hydraulic problem,

for each phase.

In our countercurrent problem the biphasic field is solved separately and an update of the
relations between both fields is considered at the end of each time step. This means that we
need to calculate the condensation and its derivatives, for one time step, and for each phase,

as we are calculating two fields. Once time for the steam and once for the liquid phase.

Next, these definitions will be shown for each phase separately:

D.1LIQUID PHASE

The condensation equation that will be used for the liquid phase is the following one, based
on the assumption that both phases interchange heat with the interface [TRACE manual,
"Interfacial heat transfer models"].

t+At t+At
Qi j + Qigj

t+At t+At
hgi i hn j

®,\" (Kg) = (D.1)

It can be observed that the condensation mass is defined in Kg. Thisis the amount of steam

mass which is condensed in one time step, at the time step t at a given node j.

As we saw before in Appendix A, the expression for the liquid interfacial convective heat

transfer due to condensation is:

Qlitj+m = Atj Dhnmtj+At (Tsui =T )tj+At At (J) (D2
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The expression for the steam interfacial convective heat transfer is as follows:

Q™ = A chy, '™ (T - T, ) At (D.3)

i
where T is the steam temperature (K) at the corresponding pressure, T, the liquid

temperature (K) in the centre of the node, T_; is the interface temperature which is

saturated at the steam pressure.

As can be seen in the Equation (D.1), we are using the amount of heat which is transferred
between phases to evaluate how much mass is condensed from the steam phase to liquid

phase.

For the interfacial heat transfer we will use different correlations to calculate the liquid and

the steam condensation rate.

For calculating the heat transfer from the steam to the interface the well known Dittus-
Boelter correlation [112] is used, since a fully developed turbulent flow and a forced

convection heat transfer mode is supposed for the steam:

K
=% Nug,. =% 0023Re,*Pr, (D.4)

hg Dhg

h

For calculating the heat transfer from the liquid to the interface different correlations are
used, depending on the flow regime that we are modelling, which have the following

pattern:

K c c
M = Nuj = ciRel Re,® Ja " pr,°° (D.5)
D
hl hi

where h,, isthe liquid interfacial heat transfer coefficient (W/sz), h, 1S the steam

gint
interfacial heat transfer coefficient (W/Km'), K; is the liquid conductivity (W/Km"), Kg
is the conductivity of the steam (W /Km), Dh; is the liquid hydraulic diameter (m), Dhy is

D 2
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the steam hydraulic diameter (m), Re is the Reynolds number, Jais the Jakob number, and

Pr is Prandtl number.

For calculating the interfacial heat transfer form the liquid to the interface different
correlations are used, where cl1, c2, c3, ¢4, c5, are different constants which change

depending on the flow regime that we are studying, the pipe inclination, etc.

We are defining now some constants, just to make the derivative egquations more legible.

These are:
G KIt‘+At t+At t+At
a= D 1+mr; At Prer AXAL (Tsatij _le ) (D.6)
hj g
t+At t+At C2
b:{[ﬂ DhIJ [Uuuzzuuu/zJ J (D.7)
“o),
t+At t+At C3
c= pgluDth [ugj—1/2 ;u9j+1/2J (D8)
9 i
c ( ) e
T, -T,
,09 hfg i
teat \C5
C
o MJ 019
K, _
j

We express now the liquid condensation during one time step at the interface of nodej asa

function of the previous constants;
t+At
ig j

t+At t+At
h. -h. .

gi | i j

®, (kg) = abcde+ (D.11)
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D.1.1 DERIVATIVE OF THE LIQUID CONDENSATION WITH
RESPECT TO THE LI1QUID PRESSURE

0¢|t.+m " " " +at |2 ahfgt_+At
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10 t+At
+abod Co| | P ff“ )C al
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o OK teat
~ abed Cs{(Cp, 1, )0 ) [k, o aplﬁ (D.12)

L

D.1.2 DERIVATIVE OF THE LIQUID CONDENSATION WITH
RESPECT TO THE LI1QUID PRESSURE DIFFERENCES

o T 5 D et )2 ou.
I'j + + C2-1 lj-1/2
J t+at = acdeCe { — ] (u'tjjt/Z * 'tjﬁt/Z) J t+at (
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D.13)
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0P|J-+1—P|j 244 i 0P|j+1_P|j
4)

D.1.3DERIVATIVE OF THE LIQUID CONDENSATION WITH
RESPECT TO THE LIQUID TEMPERATURE
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D.2 STEAM PHASE

The condensation equation that will be used for the steam phase is the following one, based
on the assumption that both phases interchange heat with the interface [TRACE manual,
"Interfacial heat transfer models"].

At t+At
0, (Kg)= -2
9] 9)= h UL et

gij i j

(D.16)

It can be observed that the condensation mass is defined in Kg. Thisis the amount of steam

mass which is condensed in one time step, at the time step t at a given nodej.

As we saw before in Appendix A, the expression for the liquid interfacial convective heat
transfer due to condensation is:

Q™ = Al th, M (T -T, )™ at (9 (D.17)

j
The expression for the steam interfacial convective heat transfer is as follows:

Qu ™ = A thy ™ (T =T, )6t (D.18)
where T is the steam temperature (K) at the corresponding pressure, T, the liquid

temperature (K) in the centre of the node, T_; is the interface temperature which is
saturated at the steam pressure.
As can be seen in the Equation (D.16), is being used the amount of heat which is transferred

between phases to evaluate how much mass is condensed from the steam phase to liquid

phase.

For the interfacial heat transfer different correlations are used to calculate the liquid and the

steam condensation.

For calculating the heat transfer from the steam to the interface the well known Dittus-
Boelter correlation [112] is used since it is supposed a fully developed turbulent flow and a

forced convection heat transfer mode for the steam:
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Kg K . .
hgie =——  Nug,, =—> 0.023Re,*® Pr,* (D.19)

Dhg Dhg ’

For the heat transfer from the liquid to the interface, we use different correlations

depending on the flow regime we are modelling, which have the following pattern:

K K ct ct
M =—Nuy, =—ct,Rer * Re % Ja * pr, s (D.20)
Dhl Dhl
where h,, isthe liquid interfacial heat transfer coefficient (W/sz), hyin IS the steam

interfacial heat transfer coefficient (W/Km"), K, is the liquid conductivity (W/Km’), K,
is the conductivity of the steam (W /Km), Dh; is the liquid hydraulic diameter (m), Dhy is
the steam hydraulic diameter (m), Re is the Reynolds humber, Jais the Jakob number, and

Pr is Prandtl number.

For calculating the interfacial heat transfer form the liquid to the interface different
correlations can be used, where cl, c2, c3, ¢4, c5, are different constants which change

depending on the flow regime that we are studying, the pipe inclination, etc.

There are being defined now some constants, just to make the derivative equations more

legible. These are;

C K| tv+At

_ j t+At t+At

a= W Pint erf AxAt (Tsati j _TQj )

h'j 9j

t+AL t+AL ct,
b=|| 2 Dn {“HM*“HM]
/ul i 2
t+At Ct3

+ t+At
o= Py Dy (UQJ—UZ Ug a2 ]
uy ) 2

J
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t+AL ct,
’09 hfg j
t+At Cts
C
e= {p"u'}
k, j
0.023K 9 tJ'+At ( LAt t+At )
Qg = oa Dnet AT =Ty,
Dy Iy,
t+At ot 08
Pq Dhg [ugj—llz +ugj+1/2]
b, =
Mg j 2
teat ) 04
C
N M (D.21)
kg .
j

The steam condensation at one time step and at the interface of node j is expressed now as

function of the previous constants;

t+At
igj

P, (kg) = —abcde- (D.22)

t+At t+At
hgi i hn j

D.2.1 DERIVATIVE OF THE STEAM CONDENSATION
DERIVATIVE WITH RESPECT TO THE STEAM PRESSURE

At At

acbgj _ t+At (T t+At _T t+At )P A)(At (h t+AL )_2 ahfgj

oP At hint sati | 9] int erf fg | aPT
gj :
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ct3
t+ot t+At t+At
Dhg u91—1/2 + u91+1/2 ( t+At )thlapgj
- abdect, Py 9p.
’LIQ j 2 9]
teat \ 3 t+AL
Ug. ., TUg. g1 Oy
+ 9ij-1/2 9 j+1/2 t+At 3 ]
+ abdect, (p Dy )t. o J (llgj ) oAt
Ea 2 oP,|
et )4 t+t
Cp, o (Tg -T ) (h t+At )‘0‘3‘1 ahfgj
+abcect,| | ——— o] op.
pg j 9j
et )8 tt
Cp, o, (Tg - ) ( t+AL )‘Cta‘l apgj
+abcecty| | —————— Pg, o
hi, | 0P,
t+t
gtj+At ( t+At t+At )0 023b (K t+At )‘2 ang
- AL teat Prtert OXAL| Ty j _ng : Cq 9j op.
Dhg j hfgj 9]
t+ot t+At t+t
Dhg Ug j-12 + U, j+1/2 ( t+At )0-8‘1 apgj
-0.8a,c, Py, oA
2 0P,
/'Ig i 9j
teat ) 08 t+At
(o, ,, Ji| Daiwe "oy o ot %o,
+ 0.8ag Cg pg hg /| 2 g an tj+At
reat ) 04 t+At
Cp, t+at 70471 U 9j
—-04a,b, 9] A
kg J_ 6ng
v )4 t+At
Hg (C t+t )‘0-6 angi
-04ayb, || — 9 op
K 9 j 9j
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t+At

0.4 4 0K
+ 0'4ag bg [(Cpg//g )t+At ] (K t+At ) 14 9]

j 9j t+AL
OPg J,

(D.23)

D.1.2 DERIVATIVE OF THE STEAM CONDENSATION WITH
RESPECT TO THE STEAM PRESSURE DIFFERENCES

ct3
t+At
an t+At D au t+At
9j Py Dy, o1 9j-1/2
: ‘t At = _abdeCt3 ; : (ugtj+it/2 + gtj-:ﬁtIZ) ’ [ : ‘t At
+ = +
O(ng _ng—l) 24, i O(ng _ng—l)
ct3

t+At
t+At
D PR T
-a,c,ct, Po =g u U g AT B2 (D 2g)
979 9j-1/2 9j+1/2 G(P -p )t+At
i gij-1

9

o3
t+At

t+At At
. angJ' X = —abdect {pg Dhg J (u GAL L )CT3-1 ) augj+1/2 .

- 3 9j-/2 9j+/2 ( )
t+At ] ] t+At
a(ngﬂ ng ) 2'”9 j 0 F’Qj+1 ng
cta
t+At
t+At
p, D T ou, .
—a,c,ct,|| 2 u M e T M2, (D.25)
g-g 3 2 9j-1/2 9j+1/2 G(P _p )t+At
'ug j gj+1 gj

D.1.3 DERIVATIVE OF THE STEAM CONDENSATION WITH
RESPECT TO THE STEAM TEMPERATURE

t+At .
aq)gj __hlinttjm Pt ert AXAL
aT e h

9j fg
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ah t+At
t+At t+At t+At t+At -2 fg i
+ hinlj (Tsauj _ng )Rm erf AXAt (hfgj ) T o
9j
ct
t+At t+At 3 oAt
— abdect, Org [ Yo 2 " Yo a2 ] (pgtj*'At )‘0-47 apgtlm
/'Ig i 2 aTg J
ct
tear ) 3 tAt
Ug. ., TUg ., e O,
+ abdect, (pg Dy )tj+At [gjuzgm/z] ('ugtj+At ) c3 gtJ+At
2 ot
ct
t+At 4 _
+ abcect w ( teat )-Ct4 -1 api
) h pgj oT o
fo j gj
ct
at N t+At
C T _T + -Ct, - ahf i
+ abcect, L‘Jl) (hfgtj At ) 2 1%
Py j aT, j
t+At Ct4
C o \Cla-
— abcect4 M ((Tg _TI )tJ At ) 471
pg hfg
teat ) 3
t+AL
+ abcect w ( t+At )‘CT3 -1 ﬂ
’ h P op. ot
fg i 9
K . t.+At ; K g t.+At
P B Pint o AxAt (Tsati ot _ Tg t.+At )0'023bg Cg (K gt.+At ) 9
D, Aty A ) ! oT v
hg 9 iy
0.8
t+At (At ot
D Ug i ¥ Ug e tear 081 0P, ]_
-0.8a,c . B
e H 2 P, oT. U
g .
]

9
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AL t+At
u,. +u,. ou,
t+At 9ij-1/2 9 j+1/2 ( t+At )—0,8—1 9
+ 0.8agcg (pg Dhg ) [2] ,ugj e

- O.4ag bg

-04a, bg

0.8

j t+At
or,!
it o4 t+At
Cpg ( t+At )—0-4‘1 U 9j
k lugj aT t+At
[¢] J g J
t+AL 0.4
t+At
Hy t+at |06 angj
P Choi ) ——oa
Kyg 0T,
t+At
t+At 04 ( t+At )—1-4 oK g
+0dayb, ((Cpu, )1 | (kg 7t (D.26)
or,!

D_13



Appendix E

APPENDIX E

CALCULATION OF THE WALL HEAT TRANSFER AND
CONDENSATION

In this chapter the condensation at the wall obaziontal and circular pipe will be studied

in more detail.

In the literature there is not too much informatmipout wall condensation for a circular
surface at the inside of a horizontal pipe. Intteat Transfer [Mills, 2009] book, we may
find a brief description of what we should do irder to obtain the local heat transfer
coefficient as well as the condensation rate apdctindensate film thickness as functions

of the angle.

It is more common to find the Nusselt study of tmdensation for a falling film on a

vertical plate, as we see below:

r’.
7
y s T, (pure vapor)
¢
i
7 T: (vapor +
7 Al / noncondensable
’ gasj)
/ 2 Ty
A ¥
v Ta
!
4]
Tn‘.
Fid
/
/
Cold Condensate Vapor/gas
wall film

Figure E.1 Temperature distributions during film condensation on
avertical plate
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The balances which are made at an elementary etesheandensate volume are shown in
the figure below. These are, the momentum in zyaditections (vertical and horizontal),

and the energy balance in the y direction, as shovaigure E.2.

Pdy

KlTe=T) Tegdlz

5 z

Figure E.2. Model of laminar film condensation on a vertical plate

We first assume in this case that, the steam & sdturation temperatufg,, the plate
surface temperature Ts,, and we have a laminar free convection. We firgtkena

momentum balance in z direction:

or oP
—-——*p9g=0 (E.1)

dy o0z
where 7 is the shear stres® is the film pressurep, is the liquid film density, and) is the

gravity acceleration.

A similar momentum balance in the y direction giv%% =0, so that:
oy

op _ dP
—=—2=pg (E.2)
0z dz
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Substituting Equation (E.2) into (E.1), integratingm y to o with the assumption that all

fluid properties are constant, yields the sheasstdistribution in the film:

r=u, % =(p - p,)a(o-y) (E-3)
ay

whereu, is the velocity in the z direction andlis the film thickness.

The shear stress ay=J has been assumed to be zero. With=0at y=0, the

condensate velocity distribution is:

. :Vfl-pg)g(@_yz ) .
H,

The local liquid flow rate (per unit depth) in tfien can be calculated:

P (p| =Py )95 ’
3u,

Neglecting the convection effects in the film, anthking an energy balance on a

r, =j(fpzuzdz=

(E.5)

differential slice of condensate of width dz (Figu.1) gives:

drz - k| (TS _TW) (E6)
dz 1)

It

wherei, is the enthalpy due to the phase change.

Combining Equation (E.6) with Equation (E.5), argbwming that the wall temperature
remains constant, yields the local heat transfeffimpent:

1/4

n

_k _| A (6 -0 )i K
(Ts _Tw) o 4u, (th _TW)Z

h =

z

(E.7)

We can get the mean heat transfer coefficient feerdical plate by integrating Equation
(E.7) betweenz = QandL :

E 3
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1/4
L

h, = [h, cdz= 094
Lo

o (p. - P, )g I g Kk’
i (T — T )L

From now on, we are going to do something simitarorder to obtain the mean heat

(E.8)

transfer coefficient and the condensation ratdatwall of an horizontal and circular pipe

wall.

In Figure (E.3) we can see the flow configuratibattwe have. This is, we have water at
the bottom of the pipe, interfacial condensatiamj ateam condensation at the pipe wall

with liquid condensate falling from along the pipall to the liquid bulk.

(Q

Condensate film Condensate film

Figure E.3. Axial cut of the pipe. Configuration of the problem

An elementary volume is being considered as caseba in Figure A.4:

Figure E.4. Momentum balance at an elementary volume of the condensate film of the
wall

E_4
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Firstly it will be performed a momentum balancetfia €, direction. So we get:

{ o gsenf [kd&rdz e, +{re (r)d&dz -

rr, +i(rr9 ]dr”déﬁzég +

or
oP -
+| Pdrdz- P+d9}drdz e, =0 (E.9)
08
Clearing, we get- 0, gsenér —i(r T, )—aj =0
or 00

As we have a volume of liquid immersed in steam,wilehave a buoyancy force due to

the steam. We can say this equals:
f—:p;gsene (E.10)
Taking r =R-y anddr = -dy:

:r(rrgj=r[p. - Py |gsen(6) —:y((R—y)rg]=(R—y)[p. - P, |gsen(6)

ou
As we now, 7, = -u—-and asr =R-y and dr = -dy,
ay

L0 _oo __0 (E.11)
dy Or dy or

Hence:
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0
oy

lpletfeth

on account that y<<R, we can expand the denomimafbaylor series to get:

Ry

o Ry -p o s

Note 1:

[

y
0 R-y

1
dy==[y
R

1 y' y 1 vy oy A
zij.oyy = (1+jdyzj.o Ry+ =" |dy="—+""-
R 2 R R 2 2R 2 6R g
2 L 2 3 .+ 3
- y dy = 7J'y 1+X dy: y + y2 =Y
2(R-y) 2R R 6R B8R 6R

We integrate between 'y andd, with the boundary conditions;

d
T, (y=5)=0:>i
ay

=0, andu, (y=0)=0:

y=0

ou,

94
- {/ay{(R AL de = I(R=y)o = py |gsen (O)dy

Next we use the boundary conditionyat o :

52 2

y *
Ro-% —ry+Y |p -
; TRV, [p' Py

ou
R-ylu—=
Ryl

Jocent)
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2 2
RJ——J —Ry+L
ou _ 1 2 2 [p -0 Jgsen(e) (E.13)
oy u [R-y] ' g '

So, integrating betwee@ and y , and on account of the boundary conditioryatO:

y
2 R-
send . 5 P~ Py |gsend [ ZJ
u (y)=-2 [m —pg]g Ro-—— [In(R-y)|’ —[ 3 Iy dy
U 2 U (R-y)
2 [p o, gsen9y2
send - ) o ‘-‘}
u (== g~ p, | RS- lInt-)- 0
H 2 R U
1.1 1 send : 5
LI A =-9 [pl —ng RO - In(l—l)—
2 6lR) 8lR U R
[m nggsené’ 2 3 4
y Ly |1y (E.14)
U 2 6 R| 8 g2

Here we approximate lineally the logarithm using fraylor series expansion to the two
first terms:

Ina-Yy=-Y-Y (E.15)

Note 2:

2
In(l—x)=lnl+{_l} x+t 71 x" =0-x-2
1-x ] 2| [1-%)7 | 2
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So, we get:
gsend : Sy P ly? oy !
uI(Y)Z_ [p| _ng RO -— ——+72 +72 4+ -2 | -= 5
H 2 R R 2 6 R| 8 R
(E.16)

Neglecting the terms id/ RZ, we have the velocities profile for the condendite as a

function of the angle.

gsend . y2 d/2 Jzy 52y2 1y3 1 y4
o= R A
4R R
2 2 22 3
_gsenf( - Ly oy o0y oy 1y
= | TPy | + S (E17)
U 2 2R 2R 4
0 (5)= 97 g oy =Y+ B Oy OV 1Y
! po 2 2R 2R 4r2 6R

Equation (E.18). Condensate liquid velocity profile

We will calculate now the mass condensation rateupé length at the wall, by using the

velocity profile obtained before:

plo-pifserd (5 & ot o' 15
2 6 O6R 4R 24 R

r6) = ‘ﬁp U, @)dy =
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_p|(p|_pg)g$n0 is_(4+6+1)i4
M 3 24 R

aln "’gjgse”g{as_wf“}

U 3 24 R

P (p| _p; jgsenﬁ 3
- 5{1_35} E.19)
7 3 8R
P (pl —p; )gsené’ 3
ro) = 5{1_35}
7, 3 8R
Equation (E.20). M ass condensation rate
Now we introduce the film Reynolds number, which is
vD
Reg) = 2/Pn _ 40 _ 4T (0) (E.21)
H ou H
The hydraulic diameter i), = 4A__ Axixo =40
Pmojado 1
So, we get:
4 - p. Jgsenéd
Re(6) = alo fg)g &°(y_39 (E.22)
M 3 8R

As we want to clead , we assume that,§é = §§ , where & is the Nusselt thickness:

8R 8R

Re(H): Z 1-2=

2

u 3

4p, (,0| —p;jgseng 53[ 3&] (E.23)
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and clearingo :

1/3
3u° Re(d)

4p, (m —p; )gsen(ﬁ) 5(6)

5 U3 = X 13
8 R R

Equation (E.24) For the condensate film thickness

o=

Note 3:
Neglecting the termdy/R, we get the Nusselt expression for the condenmsain

cylindrical pipes:

4pI
Rey (6) =

-5 3 3

—— Henced = -
12 3 ap, (o, - o, Jasen(®)

We are going to make an energy balance in the cwade film:

Figure E.5 Elementary volume for the condensate falling film

E_10
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Let's consider firstly, and for simplicity, a contte film on a vertical plate. Here we

have next the energy balance:

aT - - m
p,Cpa—t' = D(K T, )+q (E.25)
2 2 2
T, _=|o™m oM o
~pCp—t=0] T+ T+ T g (E.26)
ot oOx oy 0z

being T, the liquid temperature at the layer.

Considering, the x direction, steady state condjtiand that there is no volumetric heat

source, we get:

0T
=0 (E.27)
0x
We solve now this differential equation at the ifgl film, with the next boundary
conditions:
y=0-T, =T,
y=0 T =Ty

T
Hence, T, =———Fy+T, (E.28)

Now, we want to get the value for the local heahsfer coefficient. For this, we make an

energy flux balance for the liquid condensate filrhis is:

q" =hdT, -T. ) (E.29)

L

g =-KmT (E.30)

E 11
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We equate both equations, and we clear the heweféracoefficient, and so we obtain;

_ oy
h=———— (E.31)
Ty T
Now, from Equation (E.28)%l - Tt =T , and, hence, the local heat transfers is:
y
e AL
h= % _ o __K (E.32)
Tw _Tsat Tw _Tsat o
=X
o

Equation (E.33). Local heat transfer coefficient

Making an energy balance, as we se in Figure B.5pmputing the energy balance due to

the phase change, is in absolute value:

g e b Hggir (E.34)
o dx
In our case, we have a curved surface, because revetrgng to obtain the mass
condensation rate for the inner wall of a circidad horizontal pipe. So, using Equation
(E.34) and,x=RI[8 - dx=Rdé:

Tsat —h'fgdl—h,gdi% hfg dr

o dx d@dx R dd

Ki
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dr _ RKi(Ta=Tu)

(E.35)
dd  h'ws(6)

Here, we might say that we are solving the prodienan isothermal wall surface.

As, Re(®) :4'_#@) then 9r(0) _ 1 dRe()

and so;
dé 4 dé

4 dRe(d) _ RKi(T= = Tu)

' (E.36)
4 do h'tg LD
From Equation (E.24),
1/3
3 Re;*(6) Re *(8)
i _ON AT
o(0) = 5\1(0) _ 4,0| (,0| _pg)g sen’?@ _ G sen’*g
@ = s Us us 1/3 3
3 /3
SR 5 4IO| (pl —p;)g Rserf’sé? 8 Rsent’?@
(E.37)
Where,

3u?
Ci= . (E.38)
{4@ (,0| ~ Py )9}

Substituting 06(0) into Equation (E.35) yields:

1/3

if R, (8
dg=0 Hc,Re O ype L - (E.39)
1-—C 13
8 Rsen 4
3 _Re ()
By neglecting the term;-Ci———, we get:
8 Rsen ¢
1/3 h’fg#CJ- 1/3
sen (6)do= Re, dRe (E.40)
4KATR
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Now, we integrate this equation:

1/3

a 4 2
h R 9 4/3

[sen™ (0)do=F(a)= "~ W [Reu (2] (E.41)

0 ARKAT 4¢h(pl-pg)9 413
Hence, we get the Reynolds number as a functidinecéngles; :

13 3/4
4p, (,0| -pP )g
4 ARKAT g
Rey (8)=| —F(6,) ; 5 =
3 hig 4 3y,
. 1/4
3/4
4p, (,0| — Py )g
—| BDKAT A (F(e,))*" (E.42)
3hfg/u 3lul
a
1/3
where; F(6,)=[sen (6)d@
0
. 1/4
3/4
4p| (,0| _pg jg
Re, (@) =| SORAT 2 (F(8))"
Bhi 4, 3y,

Equation (E.43). Reynolds number in the approach

Once we have thRe, (6,), we get the equation for the thickness in the Miiss

approximatiord, (6, |:

8DK, AT 4 -p.
Defining the constants; A= 8L g=tP (p' ng)g

3|’1'fg U, 3y

, we have:
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M . 14 2
3/4
.| 8DK,AT | | 4P (p' Pq )9 e
3u , . (F6))
Shig 4, 34,
& = : _
4p, (,0| ~ Py )gsen(&i )
L ]
1/4 112 1/4 1/4 _-1/4 _1/4 1/4 _1/4
A B F (6) A B F (6) A F (6)
= 1/3 1/3 = 1/3 = 1/4 1/3 (E'44)
B sen (6) sen  (6)) B sen (6)
Now that we havé, (6, |, we substitute it in Equation (E.24):
Al/4Fl/4 (a)
d‘ a Bl/4 1/3 a
5= @  _ sn_ (8) (E.45)

e 14 _1/4 s
{1_35“(3)} ATE" (@)
8 R ) 3 Bl/ASenl/3 @)

8 R

In order to obtain the local heat transfer coedfitj we substitute the Equation (E.45) in

Equation (E.33):

h(@) =

R A1/4(F(l9i ))1/4 _g RB"“sert*(4)

ﬁ Kl [1_35’\‘ ei)\Jll3 _ Bl/4sen‘1/3(0i)Kl (1 3 All4(F(6i ))1/4 ]1/3
) )7 8

(E.46)

So, the mean heat transfer coefficient is:

P 6, 1/4 1/3 1/4 s
- 1 1.B sn (8)K 3A(F(O))"
h (gi ) = Ih(@)d@ = .[ 1/4 14 I 1_7 1/4( 1/3) d9
6, o 6o A (F(6)) 8RB sen (6)
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4 a U3 14 us
_ B K 1.sn (8, 3A (F@)"
h(g)= J(;(F (9))1,4 {1_ u4a 13 } dg

8RB sen (6)
Equation (E.47). Mean condensation heat transfer coefficient

As we will need the derivatives of the this coa#fit with respect to the steam temperature

and pressure:

E.1 Derivative ofﬁ(é?i ) with respect to the steam pressure:

on(e,)
oP,
4 1/4 1a 1/3 d
Tgooe Ky | 1 peen PO, A (FO) 4a |4P19 9
4 N o(F(e))““ RB"sen”’ (6) 3u,* dPg
1/3
1 i? * ) L3 A" (F () 400
4 6, 0(F@)"*| srs"'sen™ (0
3h, dT
E fglu(_l_%t _ W)—5/4 sat (E48)
8DK, P

g

E.2 Derivative ofﬁ(@i ) with respect to the steam temperature:
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-3/4

(o)

§ Al/4 (F (5))1/4

A

1/4

L psen
6,

!

(F (5))1/4

[_

8 RB

1/4

1/3

(0)

13
} dg

4p,9 do,

(E.49)

3u,® dT,
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APPENDIX F

CALCULATION OF THE AXIAL LIQUID
TEMPERATURE PROFILE

As we are trying to study the thermal stratification in the cold leg due to a small break in
the hot leg, we need to get the vertical liquid temperature profile in the liquid phase at the

lower part of the cold leg.

With our two-phaselD CC code we obtain a mean bulk liquid temperature at the liquid
layer. So we will have to determine the liquid temperature profile by assuming a parabolic
shapein theliquid, asfollows:

Ti(&)=T, +bé+c& (F.1)

In Figure F.1 how we are assuming the axis and how the profile looks like is shown:

Ti

Figure F.1 Liquid temperature profile

Aswe seein the Equation F.1, we have three unknown constants. Hence we will need three
conditions that we will have to impose to the equation in order to obtain the profile. Here

below we are going to explain the method to obtain them:

F 1
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CONDITION 1:

First wedefine& as ¢ =Y , where y[I [0,H]
H

Hence,
y=0-£&=0
y=H 521,and ¢01[o,1].

So, this first condition fixes the liquid temperature at the interfacial surface at T, . Hence

we get:
E=1=T,(1)=T, =T, +b+c
Te =Ty +b+cC
Equation (F.2)
CONDITION 2:

The second condition refers to the mean liquid temperature at the liquid layer. With our CC
code, we get a bulk temperature for the liquid and the steam phase, asit isa 1D code. So,
the mean value for the liquid temperature with the Equation F.1 has to equal the value for
the temperature given by the CC code T,,,, .

T = [0T, (€)dé (F.3)

I, ()aé = Tof+1b<‘2+1063} =(To+1b+1c) (F4)
2 3, 2 3

T =To +}b+}c
2 3

Equation (F.5)

F 2
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CONDITION 3:

Here we will equal the heat transfer at the liquid wall. Thisis, we will equal the conduction
heat transfer with the convective heat transfer from the liquid to the wall.

n aT
|W__KI7I =hWI (Tw _Tlm) (F6)
o¢ | .,
T
07' =b
0¢ |y
—~b= _hV\A (TW _Tlm) (F?)
Kl

Now, we can substitute b in Equations F.2 and F.5. So, solving the system of two equations,

we get the valuesfor T, anc:

== (1, T )+ 2 (T =) G
2 K,
_§ } _lhvxd (Tlm _Tw)

(F.9)
2 K,

Now, we have the three constants that we need, to get the Equation F.1, and by substituting
we get:

T (6)=>7, - 11, ~ 2 (T =T) P (T Tin) rd
S | (F.10)
3 1hw| TIm Tw) 2 '
- (Tlm Taal)+5 K E
|
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In the beginning, the idea was to study the thermal stratification in the cold leg of the Rosa
facility, and simulate test 1.2, which was explained in Chapter 3. So a liquid temperature
distribution in an axial cut of the pipe would be needed. Here we have obtained a
temperature distribution for the centre of the liquid layer, but we would need a temperature
distribution for more points in order to compare the results with the thermal stratification
data from the ROSA facility test.

In order to have this, we will suppose here a similitude solution. This means that the
temperature distribution in different parts of the liquid layer has the same shape (parabalic),
and the boundary conditions are the same. So, the only thing that changes is the value for
the liquid depth H, which depends on where we are trying to get the temperature profile, as
itisillustrated in the next figure:

Ay

by
Ay
Tisar

TATTATT ) A
coNYe | el

Figure (F.2). Liquid temperature profile at different points

The limitations of the 1D CC code that we have developed, made it complicated to obtain a
profitable and accurate result for the axial liquid temperature distribution, and in the results
chapter afully comparative study of the test 1.2 in comparison with our CC code results has

not been included.
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APPENDIX G

VON NEUMANN STABILITY ANALYSIS

Several methods have been developed for makingkalist analysis, almost all of them
limited to linear problems. Even though with thisstriction a complete stability
investigation for problems with initial and boungaconditions can be extremely

complicated, particularly with boundary conditicarsd its numerical representation.

The question of the stability for a linear problevith constant coefficients is now well
known when the influence of the boundaries candageatted or removed. In this case even
for an infinite domain or for periodic conditions an finite domain. In the last case we
consider that the domain in the x axis of lengtis kepeated periodically and hence all the
quantities, the solution, so as the errors, caddweloped in Fourier series over the domain
2L. This development in the frequencies domain foiime basis of the Von Neumann

stability method.

Considering an simple harmorEqneW, its evolution time is determined by the same

numerical scheme than the complete squtiouianwhere n indicates the time level and

the cell node in the grid. Inserting a represeatatif this shape in the errors equation:

E  —& n n
: L=- 2 (‘giﬂ_gi—l) (G.1)

Taking out thej subscript, we get:
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E™-E =—£E”(e"”—e"”’j (G.2)
2

n

where U:ﬂ. The stability condition lim|g, |< K for a fixed Atis satisfied if the

AX n- oo

amplitude of any harmoni€ " doesn't grow with time, i.e. if the radius:

n+l
G| = E —|<1 foreveryg (G.3)
E
The quantity G, defined as:
En+1
G=— (G.4)
E

is the amplification factor and it is a functiontbg time stepAt, the frequency and size of

the grid. In this case, from Equation (G.2), we get

G-1+7 2Ising=0 (G.5)
2
Thence:
o . .
G=1-—[2lsing=1-dl sing (G.6)
2

The stability condition (G.3) requires the modulésoto be less or equal to 1.
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For this case we have that this condition is nesegisfied. This is why the centered
n+l

: u, - a , .
differences scheme——— =—(uin+1 - uin_lj is unconditionally unstable.
At 2%

Now we will insert the harmonEjne in the first order Upwinding scheme:

. - Uu. n n
¥=i(um _ui—lj (G.7)
At AX

This way we have the written equation for the esror
(Enﬂ_En)elgu+0En(el¢_e—l(i—l)¢):0 (GS)
Dividing by el¢and E":

.2
# 212295 @ _ g (G.9)

2

G:1—(7+ae_|

For analyzing the stability of the First order Upding scheme, i.e. in the regions where
the module of the amplification factor G is lesarthone, it is convenient to make a

representation in the complex plane. If we consithat ¢ and 77are the real and the

imaginary part respectively of G, we get:

&=1-20sin’ pi2=(1-0)+ocosp (G.10)

and
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n=-osing (G.11)

Which are considered as the parametric equatioswith ¢ as a parameter.

We recognise the parametric equations of a cirelgered on the real axisin (1—0)

with radiuso .

In the complex plane of G the stability conditistablishes that the curve that represents to
G for al the values oft = kAx must remain in an unity circle, see Figure G.1this figure

it is seen clearly that the scheme is stable for:

O<o<1 (G.12)
This is why the first order Upwinding scheme is ditionally stable, and the condition
(G.9) is known as the Courant-Friedrichs-Lewy (CFLhe parameteto is called the

Courant number. This condition was firstly introdddy Courant et al. in 1928.

Following now the Leonard [B.P. Leonard] notatiom wave that considering the pure

advection onedimensional model for a scqbéx,t):

9p__,% (G.13)

ot 0x

where u is a constant advective velocity. Takintjr@e and space uniform griﬁﬁx,At)

and integrating the Equation (G.13) over a finitdume we get:

—nl =

g +g =-ust/Ax(p -q) (G.14)

where the bars indicate the space averaging oeezelhi at the time steps n and n+1, and
the time averaged values for the right (r) and (Bftfaces of the cell. In this case the

Courant number is given by:

C = UAt/Ax (G.15)
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Substitution of Equation (G.15) into (G.14) yields:

—n+l —n

g =¢ -clg-a) (G.16)

.

Regién de
inestabilidad

Z

Figure G.1 I mage of G(¢)

For making the von Neumann analysis we w;b(e(,t) as a wave:

o(x.t)= Alt)e"” (G.17)
where k is the wave number ardepresents the imaginary unity—1. when this is

substituted inside the Equation (G.13) it is oladin

—ikut

At)= A(0)e (G.18)

Thence the exact solution is:

ox.t)= Alo)e" "™ (G.19)
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Which corresponds to a wave traveling wigh= cte through the characteristic(S( = ut).

the relation of amplitudes is then:

ikl(x—u(t+At))
G:¢(;,(t+)At)=e e (GZO)
X, t e
Thence:
icd
Goe =€ (G.21)

where @ is the nondimensional number of a wave:

6 = kAx (G.22)

If ¢>1then we can sag =N +Ac, and we have:

Geoea = exp(— iNH)exp(— iAcH) (G.23)

exact

The spatially averaged exact values are:

—n _+& ik { x—

p :ijx' A;A(O)ek( ) (G.24)
Ax T

—n =i o Xi+z

. _ Al0) renr| ™ (G.25)
AX ik Ax
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@ =A0)e (G.26)

4 = - (G.27)
2
Finally we get:
)
senl 2
(;)In _ A( ) ik (x; ~uat) 52 (G.28)
2
and
)
senl 2
g = afp)e ) A2 (G.29)

N @

Then the exact relation of amplitudes is:
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=Geuet = exp(— ikuAt) = exp(— ikAxc) = exp(— icé?) (G.30)

Guooe = Goue = exp(~iNG)explinxcs) (G.31)

exact

Making a Taylor expansion we have.

=G

exact

2 3
=1+C02+O(94)—i[c9—C93+0(05)] (G.32)
2 6

Applying the Von Neumann analysis to the secon@otépwinding scheme we get:

(G.33)

o
w’] J—

ik (x_q; -u(t+at)) 2

e

(G.34)

N D
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From here we have that the relation of amplitudes i

G, =8 :1—0[[HJ—(2—c)e_m +(1_C)sen20] (G.36)

—n+l
G, = L. =1—c[3_C] +c(2—c)cos@—c[l_c}cosze—i[c(z—c)sené?—c[l_c)senzel
2

2

Making a Taylor expansion:

2

% =1+ 6 +O(94j—ilcﬁ—[
2

If ¢=1 we have:
G,, =cosf—isend
andifc=2:

G,, =cos28-isen28

2
3c

-2c
6

2

(G.37)

]93 +o(95ﬁ (G.38)
(G.39)

(G.40)
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In fact the second order Upwinding scheme is stdsléhe range:

G,y |slfor0scs2 (G.41)

In the case of the QUICKEST method we have, by bedn

3
1_ 2
[ csen9+c{ ¢ Jsene(l—cosé?) (G.42)
3
Hence the Taylor expansion is:
3
2 2 4 . Cc 3 5

6, -1-c’6" +0[6" ) ce_Ue vofe") ©.43

6

It can be observed th&,, is the same a& until Hafor what QUICKEST is third order

exact

in time and space.

G_10
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