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REMARKS 

 

 

A fluid is any body whose parts yield to any force impressed on it, and by yielding, are 

easily moved among themselves. 

Sir Isaac Newton, from Section V, Book II of the Principia, 1687. 

 

Numerical precision is the very soul of science. 

Sir D'Arcy Wentworth Thompson, Scottish biologist and natural scientist, 1917. 

 

Music is the pleasure the human mind experiences from counting without being aware 

that it is counting 

Gottfried Wilhelm Leibniz, 1646-1716 
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ABSTRACT 

In the event of hypothetical accident scenarios in PWR, emergency strategies have to be 

mapped out, in order to guarantee the reliable removal of decay heat from the reactor core, 

also in case of component breakdown. One essential passive heat removal mechanism is the 

reflux condensation cooling mode. This mode can appear for instance during a small break 

loss-of-coolant-accident (LOCA) or because of loss of residual heat removal (RHR) system 

during mid loop operation at plant outage after the reactor shutdown.  

In the scenario of a loss-of-coolant-accident (LOCA), which is caused by the leakage at any 

location in the primary circuit, it is considered that the reactor will be depressurized and 

vaporization will take place, thereby creating steam in the PWR primary side. Should this 

lead to “reflux condensation”, which may be a favourable event progression, the generated 

steam will flow to the steam generator through the hot leg.  

This steam will condense in the steam generator and the condensate will flow back through 

the hot leg to the reactor, resulting in countercurrent steam/water flow. In some scenarios, 

the success of core cooling depends on the behaviour of this countercurrent flow. 

Over several decades, a number of experimental and theoretical studies of countercurrent 

gas–liquid two-phase flow have been carried out to understand the fundamental aspect of 

the flooding mechanism and to prove practical knowledge for the safety design of nuclear 

reactors. Starting from the pioneering paper of Wallis (1961), extensive CCFL data have 

been accumulated from experimental studies dealing with a diverse array of conditions 

A one-dimensional two field model was developed in order to predict the countercurrent 

steam and liquid flow that results under certain conditions in the cold leg of a PWR when a 

SBLOCA (small break loss of coolant accident) in the hot leg is produced.  

The countercurrent developed model is able to predict the pressure, temperature and 

velocity distributions for both phases. This computer code predicts this scenario by solving 

the mass, momentum and energy conservation equations for the liquid and for the steam 

separately, and they are linked by evaluating the interfacial condensation and heat transfer, 
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the steam wall condensation and heat transfer, and the interfacial friction as the closure 

relations. 

The convective terms which appear in the discretization of the mass and energy 

conservation equations, were evaluated using the ULTIMATE-SOU (second order 

upwinding) method. For the momentum equation convective terms the ULTIMATE-

QUICKEST method was used. 

The steam-water countercurrent developed code has been validated using some 

experimental data extracted from some previously published articles about the direct 

condensation phenomenon for stratified two-phase flow and experimental data from the 

LAOKOON experimental facility at the Technical University of Munich. 
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RESUMEN 

En el hipotético escenario de un suceso que ocasione un accidente en un PWR (reactor de 

agua a presión), se han de establecer las estrategias de emergencia a seguir con el fin de 

garantizar la evacuación del calor residual del núcleo del reactor, así como en el caso de 

una hipotética rotura de aun componente. 

Un mecanismo pasivo esencial de extracción del calor es el modo de refrigeración por 

reflujo de condensado. Este modo puede aparecer durante un pequeño LOCA (Loss Of 

Coolant Accident) o por una pérdida del sistema de extracción de calor durante operación 

de medio lazo tras una parada del reactor. En el escenario de un LOCA, el cual está causado 

por una pérdida de refrigerante en algún lugar del circuito primario, se considera que se 

producirá la despresurización del primario y la consecuente vaporización de parte del fluido 

presente en las ramas del primario, lo cual generará vapor en el circuito primario. 

Esto nos conducirá al fenómeno del reflujo de condensado. El vapor generado fluirá a 

través de la rama caliente hacia el primario de los generadores de vapor. Éste vapor 

condensará en las paredes de los tubos en U de los generadores y volverá hacia la rama 

caliente resultando en el fenómeno de flujo bifásico liquido/vapor en contracorriente. En 

ciertos escenarios la correcta refrigeración del núcleo depende del comportamiento de este 

flujo e contracorriente. 

Durante varias décadas se han realizado diversos estudios teóricos y experimentales del 

fenómeno del flujo bifásico liquido/vapor en contracorriente con el fin de entender el 

mecanismo del reflujo y con el fin de obtener conocimiento práctico para asegurar la 

seguridad de las centrales nucleares. Partiendo del artículo pionero de Wallis (1961), se han 

acumulado extensos datos sobre el CCFL (countercurrent flow limit) para un amplio 

abanico de condiciones de flujo. 

Se ha desarrollado un modelo numérico de flujo bifásico líquido/vapor en contracorriente 

con el fin de predecir los perfiles de presión, temperatura y velocidad de ambas fases. Éste 

código predice la distribución de las principales variables físicas en este escenario 

resolviendo numéricamente las ecuaciones de conservación de masa, momento y energía 
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por separado, y acoplándolas a través de las llamadas condiciones de salto o de cierre. Estas 

condiciones son la fricción interfacial, la condensación en la pared de la zona de vapor y la 

condensación y transferencia de calor en la interfase. 

Los términos convectivos que aparecen en las ecuaciones de conservación de la masa y de 

la energía han sido evaluados usando el método ULTIMATE-SOU (second order 

upwinding). Para los términos convectivos de la ecuación de conservación del momento se 

ha utilizado el método QUICKEST  en combinación con la estrategia ULTIMATE. 

El código bifásico liquido/vapor en contracorriente que se ha desarrollado ha sido validado 

haciendo uso de datos publicados en diferentes artículos relacionados en revistas 

internacionales sobre condensación directa, y haciendo uso de datos obtenidos en la 

instalación experimental LAOKOON en la Universidad técnica de Munich. 
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RESUM 

En l´hipotètic escenari d´un succés que ocasione un accident en un PWR (reactor d´aigua a 

pressió), s´han d´establir estratègies d´emergència a seguir amb la finalitat de garantir 

l´evacuació del calor residual del nucli del reactor, així com en el cas de l´hipotètic 

trencament de algún component. 

Un mecanisme passiu especial d´extracció de la calor és el mode de refrigeració per reflux 

de condensat. Aquest mode pot aparèixer durant un menut LOCA (Loss Of coolant 

Accident) o per una pèrdua del sistema d´extracció de calor durant l´operació en mig llaç 

darrere d´una parada del reactor. A l´escenari d´un LOCA, el qual està causat per una 

pèrdua de refrigerant en algun lloc del circuit primari, es considera que produeix la 

despressurització del primari i la conseqüent vaporització de part del fluid present en les 

branques del primari, el qual produirà vapor en el circuit primari. 

Açò ens portarà al fenomen del reflux de condesat. El vapor generat fluirà a través de la 

branca calenta cap al primari dels generadors de vapor. Aquest vapor condensarà en les 

parets dels tubs en U dels generadors de vapor i tornarà cap a la branca calenta resultant en 

el fenomen del flux bifàsic líquid/vapor a contracorrent. En certs escenaris la correcta 

refrigeració del nucli depèn del comportament d´aquest flux a contracorrent. 

Durant varies dècades s´han realitzat diversos estudis teòrics y experimentals del fenomen 

del flux bifàsic líquid/vapor a contracorrent amb la finalitat d´entendre el mecanisme del 

reflux i obtindre el coneixement pràctic per assegurar la seguretat de les centrals nuclears. 

Partint de l´article pioner de Wallis (1961), s´han acumulat extenses dades sobre el CCFL 

(countercurrent flow limit) per a un ampli ventall de condicions de flux. 

S´ha desenvolupat un model numèric de flux bifàsic líquid/vapor a contracorrent amb la 

finalitat de predir els perfils de pressió, temperatura i velocitat de les dues fases. Aquest 

codi prediu la distribució de les principals variables físiques en aquest escenari resolent les 

equacions de conservació de massa, moment i d´energia per separat i acoplant-les a través 

de les anomenades condicions de salt o de tancament. Aquestes condicions són la fricció 
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interfacial, la condensació en la paret de la zona de vapor, i la condensació i transferència 

de calor a l´interfase.  

Els termes convectius que apareixen en les equacions de conservació de la massa i de 

l´energia han estat avaluats usant el mètode ULTIMATE-SOU (second order upwinding). 

Per al càlcul dels termes convectius de l´ecuació del moment s´ha utilitzat el mètode 

QUICKEST en combinació amb l´estratègia ULTIMATE. 

El codi bifàsic liquid/vapor a contracorrent que s´ha desenvolupat ha sigut validat fent ús de 

dades publicades en diferents articles relacionats en diverses revistes internacionals sobre 

condensació directa, i fent ús de dades obtengudes en la instal.lació experimental 

LAOKOON en la Universitat tècnica de Munich. 
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NOMENCLATURE 

iT ; Interfacial temperature  (K) 

satT ; Saturation temperature  (K) 

gρ ; Steam density  (Kg/m3) 

gA ; Steam flow area  (m2) 

gU ; Steam velocity  (m/s) 

gΨ ; Condensation rate per unit area and time  (Kg/sg·m2) 

erfPint ; Interfacial contact perimeter between the steam and the liquid phase  (m) 

lρ ; Liquid density  (Kg/m3) 

lA ; Liquid flow area  (m2) 

lu ; Liquid velocity  (m/s) 

dx ; Node length  (m) 

gwτ ; Liquid viscous shear stress at the steam wall (N/m2) 

giτ ; Interfacial shear stress (N/m2) 

gP ; Steam pressure  (Pa) 

lP ; Liquid pressure  (Pa) 

g ; Gravity  (m/s2) 

age ; Steam internal stored energy (J/Kg) 

gwq ′′ ;  Steam-wall heat flux (W/m2) 

giq ′′ ; Steam-interface heat flux  (W/m2)

lwP ; Liquid wall contact perimeter (m) 

gwP ; Steam wall contact perimeter (m) 

gwf ; Steam wall friction coefficient...............................................(dimensionless) 

lwf ; Liquid wall friction factor......................................................(dimensionless) 
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gif ; Interfacial friction factor........................................................(dimensionless) 

gΦ ; Condensation mass during one time step in one cell  (Kg) 

gwΦ ; Condensation mass during one time step in one cell at the steam wall  (Kg) 

liQ ; Liquid interfacial heat transfer during one time step in one cell (J) 

giQ ; Steam interfacial heat transfer during one time step in one cell (J) 

gT ; Steam temperature  (K) 

lT ; Liquid temperature (K) 

satiT ; Interface temperature (K) 

ah ; Convective heat transfer coefficient to the exterior  (W/m2K) 

δ ; Thickness of the condensate film  (m) 

th ; Pipe wall thickness  (m) 

R ; Pipe radius  (m) 

gθ ; Steam area angle (rad) 

1r ; Outer radius (m) 

2r ; Inner radius (m) 

igT ; Steam wall interfacial temperature  (K) 

lθ ; Liquid area angle (rad) 

wlT ; Liquid wall temperature  (K) 

wgT ; Steam wall temperature  (K) 

aT ;  Exterior temperature  (K) 

lR ; Liquid wall thermal resistance (K/W) 

gR ; Steam wall thermal resistance (K/W) 

kΓ ; Rate of generation of the K phase per unit volume  (Kg/m3) 

wlQ ; Heat transfer to the liquid wall at one time step and one cell  (J) 

wgQ ; Heat transfer to the steam wall at one time step and one cell  (J) 
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intlh ; Liquid interfacial convective heat transfer coefficient (W/m2K) 

intgh ; Steam interfacial convective heat transfer coefficient (W/m2K) 

lK ; Liquid conductivity (W/mK) 

gK ; Steam conductivity  (W/mK) 

lDh ; Liquid hydraulic diameter (m) 

gDh ; Steam hydraulic diameter  (m) 

lRe ; Liquid Reynolds number........................................................(dimensionless) 

gRe ; Steam Reynolds number....................................................... (dimensionless) 

Ja ; Jakob number.........................................................................(dimensionless) 

lPr ; Liquid Prandtl number.......................................................... (dimensionless) 

lµ ; Liquid dynamic viscosity  (Pa·s) 

gµ ; Steam dynamic viscosity  (Pa·s) 

lCp ; Liquid specific heat at constant pressure  (J/KgK) 

lwh ; Liquid wall convective heat transfer coefficient (W/m2K) 

sensgwh _ ;Steam wall sensible heat transfer coefficient  (W/m2K) 

lrG ; Liquid Grashof number......................................................... (dimensionless) 

grG ; Steam Grashof number...........................................................(dimensionless) 

gh ; Steam enthalpy at the bulk (J/Kg) 

fgh ; Phase change latent heat (J/Kg)........................................................... (J/Kg) 

lh ; Liquid enthalpy at the bulk (J/Kg) 

intlNu ; Liquid interface Nusselt number........................................... (dimensionless) 
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CHAPTER 1 

INTRODUCTION 

1.1 MOTIVATION 

The present work was originated from a CSN (Nuclear Society Council) proposal on the 

application of the study “Analysis and simulation of the experiments PKL/OECD and 

ROSA OECD (Organization for Economic Co-operation and Development)” to nuclear 

plants.  

The main objective of the above project is to investigate various safety-related issues in the 

experimental programs PKL and ROSA. Our concern in this work is the analysis of test 1.2, 

a small break at the lower part of the hot leg leading to a small break LOCA scenario and 

the consequent actuation of the safety systems.  

This global project also attempts to assure and maintain the capacity of both international as 

well as national groups of experts to analyze this kind of events in the case of their 

occurrence in Spanish nuclear plants. 

Under a small break LOCA scenario, the primary side of a nuclear plant suffers a strong 

depressurization. Due to the security actuations and the physical phenomena which undergo 

in this scenario, like the reflux due to the condensation at the primary side of the U tubes of 

the Steam Generators, and the steam income to the cold leg from the downcomer of the 

vessel, a countercurrent steam-water flow at the cold leg might happen. This can lead to a 

thermal stratification at cold leg liquid layer due to the low velocities of the liquid and the 

cold liquid injection by the HPI (high pressure injection) systems, which can cause a pipe 

crack at the cold leg due to the different dilatations of the steel of the pipe which are 

dependant on the temperature. 

In light water nuclear power plants the thermal stratification can occur in some pipes, 

normally during the plant start-ups and shutdowns. Because of the temperature dependence 
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of the steel dilatation coefficients, thermal stratification induces axial and tangential 

tensions at different pipe locations that may eventually break them. 

1.2 OBJECTIVES 

In this work a more deep and detailed study of the thermal stratification which is produced 

under certain circumstances in a nuclear plant, and its associated phenomenon like the PTS 

(Pressurized Thermal Shock) will be made, in order to give to the thermal-hydraulic code 

TRACE a higher capability when simulating this phenomenon. 

For achieving this goal, a pseudo 2D thermal-hydraulic steam-water countercurrent flow 

code was developed in order to mathematically simulate all the phenomena which are 

involved into this scenario. 

Therefore, a computer program in FORTRAN was developed for modelling this 

steam/water countercurrent flow in the cold leg. This program will be used in future to 

provide the thermal-hydraulic codes like TRACE with a better tool for simulating this kind 

of phenomena. 

1.3 BRIEF INTRODUCTION TO THE PHYSICAL MATTER WE 
ARE DEALING WITH 

We firstly need to be situated at the problem which we are facing. In this way, we might 

say that a Nuclear Power plant works by transferring heat from a primary coolant 

(pressurized water at about 15 MPa) to a secondary coolant (pressurized water/steam at 

about 7 MPa) at the Steam generators in a pressurized water reactor (PWR). 

The primary coolant water is heated in the core and passes through the steam generators, 

where it transfers heat to the secondary coolant water to generate steam. The steam then 

drives a turbine that turns an electric generator. Steam is condensed and returns to the steam 

generator as feedwater. Hot leg pipes connect the reactor pressure vessel (RPV) and the 

steam generator (SG), and consist of a combination of horizontal sections, single or 

multiple elbows, and inclined or vertical sections depending on the manufacturer of the 

reactor. 
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In the event of hypothetical accident scenarios in PWRs, emergency strategies have to be 

mapped out, in order to guarantee the reliable removal of decay heat from the reactor core, 

also in case of component breakdown. One essential passive heat removal mechanism is the 

reflux condensation cooling mode. This mode can appear for instance during a small break 

loss-of-coolant-accident (LOCA) or because of loss of residual heat removal (RHR) system 

during mid loop operation at plant outage after the reactor shutdown. In the scenario of a 

loss-of-coolant-accident (LOCA), which is caused by the leakage at any location in the 

primary circuit, it is considered that the reactor will be depressurized and vaporization will 

take place, thereby creating steam in the PWR primary side. Should this lead to “reflux 

condensation”, which may be a favourable event progression, the generated steam will flow 

to the steam generator through the hot leg. This steam will condense in the steam generator 

and the condensate will flow back through the hot leg to the reactor, resulting in 

countercurrent steam/water flow. In some scenarios, the success of core cooling depends on 

the behaviour of this countercurrent flow. 

When a liquid and a steam flow in a horizontal tube, they may be distributed in the tube in a 

variety of different configurations. At the 1940’s, flow visualization experiments were 

carried out to record the various configurations in which gas and liquid may flow together. 

Observations of liquid-steam distribution are generally classified by the observers into 

separate “flow-regimes”. Bergelin and Gazley (1949) [6] reported five different flow 

regimes in horizontal tubes. Later, Baker (1954) [8] classified horizontal two-phase flows 

into seven flow regimes. Although the classification of two-phase flows into flow regimes 

is somewhat subjective, a certain typical pattern has been observed by most researchers. 

Dobson (1994) [88] compiled a list of most typical flow regimes reported in the literature 

for condensing horizontal flow. 

The stratified countercurrent flow of steam and condensate is only stable for certain ranges 

of steam and water mass flow rates. For a given condensate flow rate, if the steam mass 

flow rate increases to a certain value, a portion of the condensate will exhibit a partial flow 

reversal and will be entrained by the steam in the opposite flow direction towards the steam 

generator. This phenomenon is known as countercurrent flow limitation (CCFL) or the 

onset of “flooding”. In case of an additional increase of the steam flow, the condensate is 

completely blocked and the reflux condensation cooling mode ends. In this situation the 



Chapter 1 

 1_4 

cooling of the reactor core from the hot leg is impossible, but may be continued by coolant 

drained through the cold leg to the downcomer. The countercurrent flow in the hot leg 

under reflux condensation conditions is illustrated in Figure 1.1. 

 

Figure 1.1 PWR piping configuration and reflux condensation flow paths. 

 

Over several decades, a number of experimental and theoretical studies of countercurrent 

gas–liquid two-phase flow have been carried out to understand the fundamental aspect of 

the flooding mechanism and to prove practical knowledge for the safety design of nuclear 

reactors. Starting from the pioneering paper of Wallis (1961) [9], extensive CCFL data have 

been accumulated from experimental studies dealing with a diverse array of conditions. The 

accumulated data have led to the development of both empirical correlations and analytical 

models. Bankoff and Lee (1986) [43] reviewed the flooding research in vertical and 

inclined channels. They presented a summary of the several important parameters on 

flooding and the available flooding models. They also suggested that more careful 

experimentation on the parametric dependence is required to investigate the important 

parameters. Krishnan (1987) performed a review of the two-phase countercurrent flow in 

upright pipe elbows as an analogy of the CANDU reactor feeder pipes (hot leg pipe). A 

total of 4 research papers that were available in the year of 1986 (Siddique et al., Wan and 
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Krishnan, Wan, and Ardron and Banerjee) are included in his review papers. Krishnan 

compared the onset of flooding data obtained from the experimental and the numerical 

studies proposed by those authors, and discussed the possible sources of the unexpected 

results which were revealed from the above researches.  

Finally he recommended that new experiments are also needed to provide information on 

the mechanism of flooding. The points above highlight the importance of knowing the 

current status of research in this field to better identify the direction of future research. 

BASIC TERMINOLOGIES 

The basic definitions in countercurrent air–water two-phase flow have been given by Celata 

et al. (1989). Those include the terminologies of the onset of flooding and zero penetration 

point. For the case of the countercurrent flow in a model PWR hot leg, the detail 

terminologies and flow regime have been given by Deendarlianto et al. (2008), and only the 

main features are presented here. In their experimental work, the liquid flow rate was kept 

constant, and the air flow rate was increased and decreased in small increments and 

decrements respectively. Air–water data in a particular test section are used for illustrative 

purposes. The trends and values will differ for steam–water data under PWR hot leg 

conditions. Two tanks were used to simulate the reactor pressure vessel (RPV) simulator 

and the steam generator (SG) separator in the actual German PWR. In the experiment, the 

air was injected in the RPV simulator and flowed through the test section to the SG 

separator, from which it was released to the atmosphere. The water from the feed water 

pump was injected in the SG separator, from where it could flow in countercurrent mode to 

the air flow through the test section to the RPV simulator. 

For small gas flow rate, the liquid film flows countercurrently with the gas phase in the hot 

leg channel. The pressure difference inside the test section is still low, and slightly 

increases with the air mass flow rate. This regime is defined as the stable countercurrent 

flow. As the gas flow rate (Gm& ) is gradually increased, thus, there is a maximum gas flow 

rate at which the down-flowing water mass flow rate ( DLm −& ) in reactor pressure vessel is 

equal to the inlet water mass flow rate. This point is defined as the onset of flooding or 

countercurrent flow limitation (CCFL) as shown in Figure 1.2. With further increasing of 

the air mass flow rate, the water mass flow rate (DLm −& ) flow into the RPV simulator is 
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close to zero. This point corresponds to the zero liquid penetration (ZP). The region 

between the CCFL and ZP is defined as partial delivery region. In turn, when the gas flow 

rate is decreased, a point is reached where a fully countercurrent gas–liquid two-phase flow 

is established. This is known as the deflooding point. “Scaling” in general encompasses all 

differences existing between a real full-size industrial plant and a corresponding 

experimental facility. 

 

Figure 1.2. Terminologies in countercurrent gas-liquid two-phase flow in a model of PWR 

hot leg presented by Deendarlianto et al. (2008). 

1.4 THESIS DESCRIPTION 

This Thesis is organized in 7 chapters, in which all the work done in order to achieve all the 

objectives previously named is described. 

A short introduction of the matter and a general overview of the thesis are made in the first 

chapter. 

In Chapter 2 the state of the art of the thermal stratification and PTS is described. All the 

physical phenomena like the direct contact condensation, which are involved in the thermal 

stratification scenario that we are studying in this thesis, are also described. 



Chapter 1 

1_7 

In Chapter 3 the test 1.2 and its results are described in order to give the reader a general 

overview of the experimental data obtained in the LSTF facility by the JAEA (Japanese 

Atomic energy Agency). Afterwards, the steady-state demonstration is presented and, 

finally, the results of the simulation of the test 1.2 with the TRACE code are also presented.  

In Chapter 4 all the conservation equations, physical phenomena and discretizations that we 

need for physically simulate this scenario that we are studying are presented 
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CHAPTER 2 

STATE OF THE ART AND BIBLIOGRAPHIC REVIEW 
OF THE COUNTERCURRENT FLOW AND THE 

THERMAL STRATIFICATION IN LIGHT WATER 
NUCLEAR REACTORS 

2.1 INTRODUCTION 

Research on Pressurized Thermal Shock (PTS) events is of interest in view of their impact 

on both plant operation and nuclear reactor safety issues. The PTS analysis is required to 

assure the integrity of the Reactor Pressure Vessel (RPV) throughout the reactor life. An 

important part of this analysis is the thermal-hydraulic analysis calculations to determine 

the pressure and temperature fields acting on the cold leg and especially on the RPV which 

are then used as input parameters for further structural calculations. Several scenarios that 

describe what could occur in Small Break Loss Of Coolant Accidents (SB-LOCA) result in 

an Emergency Core Cooling (ECC) water injection into the cold leg of a Pressurized Water 

Reactor (PWR). The cold water mixes there with the hot coolant, which is present in the 

primary circuit. The mixture flows to the downcomer where further mixing of the fluids 

takes place. Single-phase as well as two-phase PTS situations have to be considered. In 

case of two-phase PTS situations the water level in the RPV has dropped down to or below 

the height position of the cold leg nozzle, which leads to a partially filled or totally 

uncovered cold leg. Pressurized Thermal Shock implies the occurrence of thermal loads on 

the Reactor Pressure Vessel wall. In order to predict thermal gradients in the structural 

components of the Reactor Pressure Vessel (RPV) wall, knowledge of transient temperature 

distribution in the downcomer is needed. The prediction of the temperature distribution 

requires reliable Computational Fluid Dynamic simulations. 
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The thermal stratification phenomenon consists on the physical separation of the cold and 
hot water layers in pipes, pools or tanks, where the hot layer occupies the upper portion of 

the pipe or tank and the cold layer the lower one. Both layers are separated by a boundary 

layer at an intermediate temperature. Despite being mass and energy exchange phenomenon 

through this boundary layer, it appears that the mean temperature of both layers suffers 

little changes [Beniussa 1999, Braschel 1984]. 

In light water nuclear plants in general thermal stratification can occur in their pipes, 

basically during start-up and shutdown processes. The pipes where this thermal 

stratification has been found to occur are:  

- Feed water lines. 

- Spray lines. 

- Pressurizer purge lines in PWR reactors. 

However, thermal stratification can also occur in pipes that have been isolated because of 

valves shutdown and were later reopened and injected with fluid at lower velocity and 

higher temperature. 

In this case it has been observed that thermal stratification in these pipes occurs [López 

Zamora 2002], due to the accumulation of the lower temperature fluid at the lower part of 

the pipe, and that the higher temperature fluid injected flows through the higher part of the 

pipe, just if the velocity is small, increasing thermal mixing with the velocity [Grebner 

1995].   

Thermal stratification in tanks and pools appear mostly in the pressure suppression pools of 

the new generation of passive reactors due to the discharge of steam and non-condensable 

gases from the containment passive safety condensers [Hart et al. 1999, Auban et al. 2007]. 

In this case thermal stratification appears because the injected steam is generally hotter that 

the pool water. 

Thermal stratification also forms upon fluid injection of water into the vessel from the 

ECCS system, because the temperature of the water income from the safety injection is 

much lower than the one already existing in the vessel. In this case whether or not thermal 

stratification does occur depends on the complex mixing phenomenon happening inside the 
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vessel. Recently these phenomena have started to be experimentally studied and with CFD 

codes as CFX and FLUENT [Toppila 2007]. 

The importance of thermal stratification on plant safety issues is related to the generation of 

both axial and tangential tensions in the steel pipes and the reactor vessel leading to 

structural damage [Blumer et al. 1987]. 

Another important kind of thermal stratification related to PWR nuclear reactors safety is 

the PTS (Pressurized thermal shock). This phenomenon occurs when the vessel’s wall of a 

PWR reactor is suddenly exposed to a low temperature water and high pressure while 

performing safety injection into the cold leg during a LOCA accident. In this situation the 

HPI (high pressure injection) that enters the cold leg produces: 

Steam condensation and flow stratification if the pipe is filled with steam. 

Thermal stratification if the cold leg is filled with hot water. In this case the coolant from 

the cold leg forms a cold water plume in the downcomer. This plume increases its size in 

the downcomer due to thermal diffusion and convection. The wall-to-vessel heat transfer to 

the plume, have significant effect to the thermal shock generated upon the wall [Lele et al. 

2002, Theophanous et al. 1984]. 

2.2 RELEVANCE OF THE THERMAL STRATIFICATION 
PHENOMENON  

During the 80´s some unexpected thermal stratification events were observed in nuclear 

plant pipes; however their impact on thermal loads and mechanical systems tensions were 

not accounted for in nuclear plants design [Schmidt, 2003; Dahlberg, 2007]. This situation 

changed suddenly when in November, 1987 an increase of radioactivity was detected in the 

Farley 2 (USA) reactor that was assumed due to a crack in the pipe of the core emergency 

cooling system. 

This accident made the NRC consider issuing the newsletter 88-08 “Thermal stresses in 

piping connected to reactor coolant systems”. Supplements 1 and 2 were issued after a 

similar event happened in the Tihange 1 plant. Supplement 3 was issued in response to the 

event happened in the Japanese plant Genkai 1.  
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Due to the interest in thermal stratification in nuclear plants safety we include below the 

objectives of these newsletters: 

NRC newsletter Number 88-08 from the 22nd of June of 1988 [NRC 88-08, 1988]. 

“ The objective of this newsletter is to require to whom have licenses to operate with PWR 

Nuclear plants for: (1) To revise their cooling systems in order to identify every pipe no 

isolated connected to them that could be subject to thermal distributions which would 

produce thermal tensions. (2) Take actions in order to ensure that the identified pipes won’t 

be subjected to unacceptable thermal tensions”. 

NRC newsletter Number 88-08 supplement nº 1 from the 24th of June of 1988 [NRC 88-08 

SI, 1988]. 

“The objective of this supplement is: (1) provide preliminary information about an event in 

Tihange 1 which appears to be similar to the one in Tihange. (2) Emphasize in the necessity 

to examine the pipes no isolated and connected to the cooling system of the reactor to 

ensure that there are no indications to be cracks or defect. There are no new requirements in 

this supplement”. 

NRC newsletter Number 88-08 supplement nº 2 from the 4th of August of 1988 [NRC 88-

08 S2, 1988]. 

“This supplement emphasize in the necessity to make ultrasonic tests carried out by skilled 

personnel to detect cracks in the steel pipes. There are no new requirements included in this 

supplement”. 

NRC newsletter Number 88-08 supplement nº 3 from the 4th of April of 1989 [NRC 88-08 

S3, 1989]. 

“ The purpose of this supplement is: (1) provide information about a thermal stratification  

event in no isolated pipes connected to the primary system appeared in a foreign reactor and 

similar to the event of the 9th of December of 1987 in Farley – 2, (2) Emphasize to the 

receivers of this newsletter about the need to carry out enough revisions of their primary 

systems in order to identify every pipe, connected to them, no isolated, that could have an 

unacceptable thermal stratification,(3) Emphasize in the necessity to examine the pipes on 
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isolated and connected to the cooling system of the reactor to ensure that there are no 

indications to be cracks or defect. There are no new requirements in this supplement”. 

New safety concerns appeared connected to thermal tensions due to stratification at the 

Trojan plant pressurizer purge line. This event led to a new NRC, 88-11 newsletter entitled 

“Thermal stratification in the purge line of the pressurizer”. 

NRC newsletter Number 88-11 from the 20th of December of 1989 [NRC 88-11, 1988]. 

“The purpose of this Newsletter is: (1) Ask from the receivers to establish and implement a 

program to confirm the integrity of the pressurizer line if thermal stratification is observed, 

(2) Ask from the receivers to inform about the actions carried out to solve this matter”. 

When talking about the thermal stratification phenomenon we often refer to the cyclic 

temperature stratification phenomenon that can appear in the pipes of a light water reactor, 

in which the height of separation or interface between regions with different temperature 

varies with time. It can also vary with time the length of the stratified portion of the pipe, 

usually called thermal cycling.  

This phenomenon is related with: 

Thermal stratification. 

The penetration of vortex in tees, closed legs and leakages in valves. 

Mixing in tees. 

This phenomenon is related with thermal loads happening in the nuclear plants and it can 

lead to thermal stress in the components putting in danger the plant’s safety. These loads 

can be due to thermal transients, thermal stratification or turbulent mixing. 

Thermal stratification can also appear in those systems with the structural and operational 

plant dynamic conditions shown below: 

Horizontal pipes. 

Water sources at different temperatures. 

Slow flow conditions that avoids the two flows which are at different temperatures from 

mixing. 
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It is to be noted that those conditions are present and have to be accounted for in the safety 

analysis of the systems listed below: 

 - Incoming feed water in the steam generators of the PWR. 

 - Incoming feed water to the vessel of the BWR reactors. 

 - Feed water lines in BWR reactors. 

 - Purge lines of the PWR reactors. 

 - Spray lines of the PWR reactors. 

 - Safety injection in the cold leg of PWR. 

2.2.1 THERMAL TRANSIENTS  

Although most plant components are designed to bear with the low cycling thermal stress 

there is a transient that can produce quick temperature variations. 

This transient is generated by the sudden injection of a high flux of either cold or hot water 

into both horizontal and vertical pipes resulting into high temperature changes and the 

production of damaging thermal shocks. 

2.2.2 THERMAL STRATIFICATION 

It is assumed that a fluid is thermally stratified when some layers at different temperatures 

appear. As a change in temperature results in a change in the water density, the colder water 

(higher density) flows to the lower part of the recipient or pipe and the hotter one to the 

upper part. The thermal stratification can be classified into the categories given below: 

- Global thermal stratification 

Global thermal stratification appears when flow conditions change, in a large horizontal 

section of the pipe, from stratified to not stratified, and then again to stratified. 

Stratification will make the pipe to curve (Figure 2.1), resulting in loads to its supporters, 

elbows, and nozzles.  
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Figure 2.1 Effect of the thermal stratification on the pipe deformation 

 

- Cyclic thermal stratification 

Cyclic thermal stratification is produced in horizontal pipes by large cyclic changes in the 

height of the hot-cold interface. The cycling can result into pipe cracking by thermal stress 

(Figure 2.2). 

- Turbulent penetration with thermal cycling 

Turbulent penetration with thermal cycling appears when the length of the stratified portion 

changes with time periodically. A typical example is when the main pipe turbulence enters 

a secondary pipe with stagnant water and thermally stratified. Turbulent penetration 

 

Figure 2.2 Axial thermal tensions profiles originated by two different levels of thermal 
stratification. 
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fluctuates with time and produces the axial cycling of the interface. This kind of 

stratification is normally associated with a loss of flow in valves (Figure 2.3). It can also be 

produced in vertical sections and the cycling in the elbow (Figure 2.4). 

 

Figure 2.3 Thermal cycling in a straight pipe. 

 

Figure 2.4 Thermal cycling in an elbow. 

 

- “Striping” 

The stratification can also be associated with high frequency temperature variations. In this 

case it’s called striping. The striping can be seen as a quick variation of the position of the 

interface (Figure 2.5).  

 

Figure 2.5 Striping 
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2.3 THERMAL STRATIFICATION IN PIPES 

In this section several kinds of thermal stratification scenarios will be presented and 

discussed:                             

- Purge line of a PWR pressurizer. 

- Spray lines.  

- Other lines.  

2.3.1 THERMAL STRATIFICATION IN THE PURGE LINE OF T HE 
PRESSURIZER 

A typical part where thermal stratification takes part in Light water reactors is the purge 

line that connects the pressurizer with the primary hot leg. 

Thermal stratification arises from the influx of hot water from the pressurizer to the hot leg 

impacting on the lower water temperature exiting in the intermediate purge line. The larger 

temperature differences do happen during the start-up and shutdown of the plant. The 

temperature difference between the fluid in the pressurizer and the one flowing through the 

hot leg can reach 180º C during the start-up process. During the shutdown process the 

difference is lower and in normal operation it is between 20ºC and 40ºC. Figure 2.6 shows 

the thermal stratification produced by an outgoing flow from the purge line of the 

pressurizer, which is hotter than the fluid flowing through this line and connected to the hot 

leg. 

 

Figure 2.6. Thermal stratification in the purge line of the pressurizer due to the flow 
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through itself. 

The flow stratification in the pipe originates a temperature distribution in the cross section 

of the metallic pipe that results into local mechanical tensions. 

A very important aspect to take into account is the geometry and the layout of the line of 

the pressurizer purge. These pipes normally have a diameter between 250 and 400 mm and 

big lengths (more than 20 m) between the hot leg and the pressurizer. This line normally 

has a small vertical length at the exit of the pressurizer that changes to horizontal, having 

several elbows before entering the hot leg, see Figure 2.7.  

In September 1987, the temperature differences between the upper and lower part of the 

purge of the Muelheim-Kaerlich plant were measured. In some cases they reached 180 ºC 

(325 ºF). High temperature differences were also measured at the San Onofre plant (units 2 

and 3) [Riccardella, 1992]. 

Also thermal stratification dynamics induced damaging motion displacements at the Trojan 

plant purge line resulting into permanent line deformations. 

 In view the above observations Newsletter 88-11 was issued on December 1988 by the 

NRC specifying purge line thermal stratification calculation requirements to operate PWR 

reactors. 

 

Figure 2.7 Layout of a purge pressurizer line of a Westinghouse plant 
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Recently measured thermal stratification effects at the Paks Hungary VVER-440 plant 

purge line have been calculated by the ANSYS-CFX code (Boros et al. 2007). Three 

months long measurements showed that during the plant’s normal operation periodic 

stratification is produced at the purge line with a 45 minutes period, in line with the 

operation of the pressurizer heaters. However during this normal operation interval, the 

maximum temperatures difference between the hot and the cold layer was of 30 ºC, 

showing the absence of any critical stresses during normal operation of the plant. By the 

way, the temperature monitoring system installed in the pipes of the plant, detected the 

existence of stable thermal stratification during the start-up and heating period of the plant. 

During this period, the maximum differences between the cold and hot layers were from 

130 ºC to 140 ºC. 

A description of the measurements made by (Yu et al. (1997)} at the YGN Korean plant 

purge line will be presented in this subsection. The pressurizer purge line was provided 

with temperature sensors placed at the upper and lower parts of the pipe into the five 

positions from A1 to A5 as well as with thermocouples at positions B1 to B4 as shown in 

Figure 2.8. Moreover for the purpose of measuring three-dimensional mechanical 

displacements, lineal displacement transducers (LVDT) were installed at the L1, L2 and L3 

as also shown in Figure 2.8. 

 

Figure 2.8. Thermocouple and displacement transducer locations at the YGN Korean 
plant purge line. [Yu et al. 1997]. 
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The  measurements did reveal that the purge line flow stratifies during start-up and remains 

stratified with more or less intensity at all of the operation phases of the plant. Temperature 

differences between the higher and the lower part of the purge line have been associated to 

level changes in the pressurizer.  

 

Figure 2.9 Circular temperatures distribution in an outgoing purge flow at the YGN plant 
[Yu et al 1997]. 

Let’s focus on that when the T value in 180 ºC corresponds to the lowest part of the pipe, 

then we have a temperature in this position very close to the one in the hot leg. Also this 

temperature does not change very much with time. In the upper part of the pipe the 

temperature increases with time because of the flow from the upper part of the pressurizer 

that is at a higher temperature.   

2.3.2 THERMAL STRESS IN THE SPRAY LINES  

Thermal stratification in spray lines was observed in 1984 at start-up operation following 

the same lines of evolution as in the case of purge lines. However pressurizer spray lines 

need special attention at both start-up and shutdown as these lines can present different 

conditions of operation, as shown in Figure 2.10. 

Figure 2.11 shows the results of temperature measurements at the German Grohnde plant 

four spray lines where thermal stratification was observed [Metzner, 1998].   
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Figure 2.10 Different working conditions at the pressurizer spray line. 

 

Figure 2.11 Pressurizer spray lines arrangement at the Grhonde plant. 
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2.3.3 THERMAL STRESS IN OTHER LINES 

Nuclear power plants contain a large variety of pipes and ramifications (injection systems, 

residual heat extraction, small diameter pipes, etc) and nozzles that can be damaged by 

thermal stresses arising from operationally induced transients and their consequent thermal 

shock phenomena. Turbulent penetration and thermal cycling has been known, since the 

eighties, to result into pipe cracking. 

2.3.3.1 SAFETY INJECTION LINES  

Figure 2.12 illustrates the production of stratification at the safety injection line upon the 

influx of hot leg turbulence. The turbulence intensity decreases exponentially as it 

penetrates in the leg, however the temperature remains practically constant along some 

diameters length and later it decreases. The length of the penetration does depend on both 

main pipe flow velocity and on the pipe layout. For instance the length of penetration in a 

branch of a PWR plant containing stagnant coolant is between 15 and 25 diameters of the 

branch. The turbulent penetration does interact with the existing stratified layers resulting 

into stratified flow conditions.  

Under some specific conditions, the range of the perturbation usually fluctuates around 

some values resulting into thermal cycling phenomena.  

Stratified flow can also be produced by leaky valves. 
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Figure 2.12 Interaction between the turbulent flow in the main pipe and the stagnant 
coolant at the branch. 

Pipe lines cracking induced by turbulence was first reported to appear in 1982 at the Crystal 

River plant. Since this first case, several more were reported to occur at a variety of sites: 

Farley 2, Tihange 1, Oconee. In Figures 2.13, 2.14, and 2.15 layouts of the points where 

these cracks were produced are shown. 

Otherwise it is interesting to note that Nakamori y Hanzawa made an experiment to 

simulate the safety injection line with the conditions that the Farley plant had when the 

leakage was detected [Nakamori, 1995]. In this experiment the existence of stratification 

and the temperature cycling close to the cracks was negligible. Facing this situation, the 

NRC concluded that while not having consistent results with the Farley and Tianghe cracks, 

and all the phenomenology involved, it will not be completely sure that these analytical 

models are correct. For this reason the Farley and Tianghe incidents must be used as 

reference cases to prove that the analytical models are appropriate [Lund, 1998]. 
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Figure 2.13 Crack produced in 1987 in the Farley 2 reactor. The crack is situated in the 
welding between the elbow and the pipe. It was 120 º circumferentially extended at the 

inner face and had a 25 mm length at the outer surface. 

 

Figure 2.14 Crack produced in 1988 in the Tianghe 1 reactor. The crack is situated in the 
elbow with an internal length of 89 mm and a exterior one of 41 mm. 

 

Figure 2.15 Crack produced in 1977 in the Oconee 2 reactor. The crack was situated in 
the welding and was extended circumferentially 360 º at the inner face and 77 º at the 

outer face. 



Chapter 2 

 2_17 

Resuming, the leakage through some valves to the cooling system of the reactor from 

external high pressure water sources resulted in cracks and afterwards to leakages in the 

cooling system pipes. We should look for the origin of these cracks in the incoming fluid 

from the leakages of the high pressure cold water source that stratifies with the hot fluid at 

the exit of this one. In this pipe exists a discharging pipe that communicates with one of the 

loops of the cooling system of the reactor through an elbow. The cold incoming fluid 

interacts with the turbulence from the cooling system of the reactor. Therefore depending 

on the mixing level reached which will depend on the grade of turbulence we will have 

more or less thermal stratification in this elbow. This will origin cracks with time in the 

welding used to join the elbow with the pipe as shown in Figure 2.16.  

 

Figure 2.16 Leakage flow interaction effect with RCS turbulence and its influence on the 
thermal stratification. 

2.3.3.2 STEAM GENERATOR FEEDWATER LINES  

When operating at low cold feed water flows, it is possible that hot fluid from the steam 

generator to flow back to this pipe. In this case thermal stratification can be produced, and 

can result in thermal tensions, what can result in cracks in the welds, as happened in several 

unities of USA (Cook 2 (1978), Sequoyah (1992), Diablo Canyon (1992). In 1979 the NCR 

issued a newsletter IE 79-13 “Cracking in feedwater system piping”. 

In the Doel 3/4 (Belgium) temperature measurements were made in these lines and the 

existence of this reverse flow that results in a stratification as shown in Figure 2.17 was 

revealed De Smet, 1998]. 
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Figure 2.17 Schematic representation of the steam generator feed water line in Doel 3/4 
plant. 

2.3.3.3 RHR SYSTEM LINE  

In the Genkai 1 plant a crack was produced in the RHR system line (Residual heat 

removal). The crack position is shown Figure 2.18. 

In order to investigate the cause of this event, an experiment was made by the Mitsubishi 

Heavy Industries. It was concluded form this research that the crack in the welding was 

caused by the temperatures cycling by the thermal stratification, which fluctuated as the 

leakage flow of the valve changes [Shirahama, 1998]. 

 

Figure 2.18 Crack situation in the Genkai 1 plant. 
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2.4 STRATIFICATION IN THE COLD LEG DUE TO THE SAFET Y 
INJECTION 

There exists a phenomenon in the nuclear literature called PTS (Pressurized Thermal 

Shock), which may occur during safety injection HPI (high pressure injection) in the PWR 

reactors through the cold leg. It is related to the thermal stratification phenomenon. 

If the mass flow rate in the primary is significant, then the cold water from the HPI system 

mixes with the hot water flowing through the cold leg. However, when the mass flux 

flowing through the leg is small, the cold water injected gets stratified in the loop and 

creates a cold water plume in the downcomer, which may originate thermal tensions in the 

vessel. 

Thence it is really interesting to study the conditions under which the loss of natural 

circulation flow during the actuation of the safety injection systems (ECCS) occur, 

resulting that the flow circulating through the loop is important due to the fact that the 

existence of the same, tends to keep the flow in the primary well mixed, reducing or 

avoiding the impact of the PTS. 

Figure 2.19 shows the different regions of a PWR where the thermal stratification produced 

by the safety injection (HPI) in the cold leg can happen. 

 

Figure 2.19 Thermal stratification regions in the primary of a PWR reactor as Reyes 
(2005). 
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In order to find out under what conditions a good mixing or thermal stratification in the 

cold leg of a PWR reactor is produced when cold water is injected by the high pressure 

safety injection (HPI), Theofanus et al. (1984) correlated with success the conditions under 

which natural circulation was established, and arrived to the following criterion: 
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where QL is the flow circulating through the cold leg; QHPI is the flow through the safety 

injection nozzle and Fr HPI/CL is a modified Froude1 number defined as follows: 
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where, AL y DL are the cross section and the cold leg diameter respectively; g is the gravity 

acceleration; HPIρ  and Lρ  are the fluid densities at the injection nozzle conditions and at 

the hot leg conditions. 

Equation 2.2 defines the separation border between the well mixing flow and the stratified 

one, for the geometry in Figure 2.21. Afterwards Reyes (2001) developed a similar criterion 

to Equation 2.1 by making a Hydraulic jump analysis. The criterion obtained with this 

methodology was: 
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The criteria given by Equations 2.1 and 2.3 are similar except when the relation between 

the flows QL/QHPI is smaller than 1, differing each time more until this relation gets close to 

0. The curves obtained with both criteria are represented in Figure 2.22, for the conditions 

of the experiments carried out in the CREARE 1/5 facility [Fanning et al 1983]. 

                                                           
1 The Froude number expresses the relation between the inertial forces and the gravitational 
forces. When we are under stratified conditions, the gravitational forces that actuate are the 
buoyancy ones. 
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Figure 2.20 Comparison of the Reyes and Theophanous criteria for the beginning of the 
thermal stratification in the cold leg. 

There are two plumes formed as can be observed in Figure 2.21; the first one is in the 

nozzle discharging zone of the high pressure injection (HPI), and the second one is in the 

downcomer due to the cold leg coming from the safety injection. The study of these plumes 

has been made by Reyes [2005]. Let’s focus the fact that the cold water of the first plume is 

divided into two flows, one flowing to the recirculation pump and another one flowing to 

the downcomer which as falls through it forms the second plume studied by Reyes. 

The previous criteria tells us that after the loss of natural circulation in the loop, when 

QL=0, the flow in the cold leg stratifies thermally. The fluid coming from the safety 

injection enters by the upper part of the pipe creating a column or plume that falls to the 

bottom of the pipe. 

As is indicated in Figure 2.21, this plume scatters in both directions, towards the pump and 

towards the downcomer, but the lock of the loop seal prevents the flow to go in this 

direction unless it overflows, what forces the water to create a small pool and then it flows 

to the downcomer, where the cold water that enters through the cold leg forms a plume 

again as it is observed in Figure 2.21. 
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Figure 2.21 Safety injection and stratification in the cold leg during a PTS. 

2.5 DESCRIPTION OF THE PHENOMENA THAT MAY BE 
INVOLVED WHEN STUDYING THE THERMAL 
STRATIFICATION IN THE COLD LEG 

The problem which we will study in the following chapters is the steam-water biphasic 

countercurrent flow in the cold leg due to a LOCA (loss of coolant accident), and the 

corresponding further actions in order which guarantee the reliable removal of decay heat 

from the reactor core. During this scenario, it may result into a stratified flow at the cold leg 

due to its depressurization. 

The physical phenomena which may concern to this situation are: 

- Interfacial heat transfer and condensation. 

- Interfacial and with the walls friction. 

- To the walls heat transfer at the liquid phase, and the heat transfer and condensation at the 

walls of the steam phase. 

- Hydraulic jump. 

 

In the present work we haven't study the hydraulic jump which may occur if some factors 

concur. 
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2.5.1 FROUDE NUMBER AND FLOW REGIME CLASSIFICATION 

In order to describe and classify flow phenomena that can appear in an stratified flow, we 

must introduce some definitions: 

 

The local Froude number of a liquid film at the position in a horizontal channel of length l 

is defined as: 
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where, x is any position in the channel ∈ [0,l], g is the gravity acceleration, uL(x) is the 

mean liquid velocity and y(x) is the liquid depth at the x position. 

 

Figure 2.22 Liquid Froude number in countercurrent stratified flow. 

The Froude number is a dimensionless number which represents the ratio of the inertial to 

gravitational forces. 

The inertial forces aF  are expressed as: 

δδ

2

/

um

u

u
m

t

u
mamF F

FFFa ====    (2.5) 

where Fm  is the mass of the fluid, a is the acceleration, t is the time, u is the velocity and δ 

is the characteristic length. 
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The gravitational force is expressed as:  

gmF Fg =     (2.6) 

So, the ratio can be expressed as: 

δδ g

u

gm

um

F

F

F

F

g

a
22

==     (2.7) 

It can be seen that the Froude number is just the square root of this expression if the liquid 

depth y is chosen as the characteristic length δ. 

We can say that the Froude number is a ratio between the liquid velocity and the celerity of 

an elementary gravity wave: 

( )
( )xc

xu
Fr l

x =      (2.8) 

According to this definition we can lead to some interesting conclusions when classifying 

flow regimes. Hence, depending on the Froude number we have the following flow regimes 

for our horizontal countercurrent stratified flow: 

A) SUBCRITICAL FLOW (FR < 1): 

The flow is subcritical when, for a channel of section S, the Froude number is less than 1. 

In a subcritical flow, the mean velocity is relatively low although a subcritical flow always 

accelerates in the direction of the flow, as we can see in Figure 2.23. The liquid depth 

decreases progressively in the flow direction, and therefore, the liquid velocity increases 

downstream. In a subcritical flor gravitational forces are dominant. 
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Figure 2.23 Subcritical countercurrent flow. 

 

If the Froude number is less than unity, the celerity of an elementary gravity wave is higher 

than the velocity of the flow. So, surface waves can travel faster than the flow it-self, and 

this wave can propagate upstream against the flow and upstream areas are in hydraulic 

communication with downstream areas. This means that in a subcritical flow, any 

disturbance influences the upstream conditions, so that surface wave can propagate either 

upstream or downnstream. 

B) SUPERCRITICAL FLOW (FR >1): 

The flow is supercritical in a channel if the Froude number is higher than unity. In a 

supercritical flow, the mean velocity is relatively high and the inertial term is dominant. 

However, a supercritical flow always decelerates in the direction of the flow and the liquid 

depth increases progressively in the downstream direction (Figure 2.24). 

 

 

Figure 2.24 Supercritical countercurrent flow 
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 In a supercritical flow, only the supercritical waves can be observed, and they propagate 

always in the flow direction and generate a typical oblique interference pattern with small 

amplitudes and small wavelengths. Large amplitude waves which propagate upstream are 

not possible in a supercritical flow, since the velocity of the flow is greater than the celerity 

of an elementary gravity wave. So, upstream areas of the channel are not in hydraulic 

communication with the downstream areas. 

 C) HYDRAULIC JUMP: 

The hydraulic jump is by definition, the transition from supercritical to subcritical flow 

(Figure 2.25). Therefore the hydraulic jump means a sudden increase in the liquid depth at a 

certain position of the channel and hence, a change in the type of waves of the flow.  

 

Figure 2.25 Hydraulic jump in horizontal countercurrent flow. 

  

We should notice something in the previous definitions. Since subcritical and supercritical  

flow are defined in relation to a natural wave velocity, they are closely analogous to 

subsonic and supersonic flow respectively, which are defined in terms of the natural 

velocity of a small amplitude compression wave in a gas (velocity of sound).  Therefore, 

the supercritical waves in a liquid flow may be analogous to the supersonic waves in gas 

flows, as there is a parallelism between the Froude number for incompressible flow and the 

Match number for compressible flow. So, the hydraulic jump corresponds to the shock 

front in gas dynamics.  
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(D) REVERSED FLOW 

In horizontal, stratified countercurrent flow of gas and liquid, a limit can be reached when 

the liquid flows partially in the gas direction, and therefore, liquid flow at its initial 

direction is reduced. A breakdown of the stable countercurrent stratified two-phase flow 

occurred. This phenomenon is often called flooding in the literature. Since flooding defines 

the flow conditions, for which the liquid begins to flow, partially or totally, in the gas 

direction, the terms reversed flow and flow reversal will be defined below. The onset of 

flow reversal defines the maximum rate at which both liquid and steam can flow 

countercurrently. A further increase of the gas flow rate leads to instabilities and the 

countercurrent flow can not be sustained as a stratified flow. 

We have then two types of reversed flow depending on the quantity of liquid that is carried 

over by the gas: partially reversed or totally reversed flow. 

D.1 PARTIALLY REVERSED FLOW 

For high gas velocities, part of the liquid starts to flow in the gas direction, while the rest of 

the liquid remains flowing in the initial direction (Figure 2.26). This phenomenon is 

referred to as partially reversed flow. 

 

 

Figure 2.26 Partially reversed flow 

 

When partially reversed flow occurs, a part of the initial liquid mass flow rate 0Lm& flows 

backwards driven by the gas. So, we can say that 010 LL mm && << , where 1Lm& is the mass 

flow fraction that flows backwards, and as we see in Figure 2.26, 2Lm& is the mass flow 
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fraction that keeps flowing in the same direction. Hence, it is useful to define the following 

ratio: 

0

2

L

L

m

m
b

&

&
= , where obviously   10 ≤≤ b    (2.9) 

D.2 TOTALLY REVERSED FLOW 

For much higher velocities, the entire liquid is carried over by the gas. This flow regime is 

defined as totally reversed flow. In reactors applications, a totally reversed flow is often 

referred to as zero liquid penetration point. It is essential to avoid the occurrence of such a 

flow regime, since if this point is reached, the reactor core refrigeration during the transient 

cannot be guarantied. 

 

 

Figure 2.27 Totally reversed flow 

While a partially reversed flow corresponds to values for b of 10 ≤≤ b , the value of b=1 

corresponds to the totally reversed flow. 

D.3 COUNTERCURRENT FLOW LIMITATION 

Flow reversal represents a natural boundary limit of countercurrent flow, beyond which 

flow limiting mechanisms play a predominant role. Once reversed flow has set in, it is 

impossible to increase the liquid delivery into the downcomer by increasing the liquid 

supply. The liquid level increases considerably due to turbulence and air entrainment 

caused by the onset of reversed flow. The flow path available for the gas can reduce 

significantly or even be totally blocked by liquid slugs. This leads to an immediate increase 

in pressure what results in a limitation of the liquid delivery rate, even if the liquid mass 
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flow rate is increased. This mechanism which limits the liquid delivery rate is often called 

Countercurrent Flow Limitation (CCFL). 

2.6 MODELLING OF THE COUNTERCURRENT PHENOMENON 
BY THE TRACE CODE 

A special model exists in the TRACE code that allows the user to invoke characteristic 

CCFL correlations at specific locations of the 3D VESSEL component or in a 1D vertical 

component. This capability exists in the axial direction in the 3D VESSEL component. 

Countercurrent flow and CCFL can occur at any location in the reactor system. 

For instance, in the case of a reflux-condensation transient associated with a small-break 

LOCA, countercurrent flow is predicted to exist in the hot leg and in the entrance to the 

steam-generator inlet plenum. In the VESSEL, CCFL can occur during blowdown as ECC 

liquid is attempting to fill the downcomer. During reflood, CCFL can occur at the tie plate, 

where the upstream flow of steam prevents or limits the fallback of liquid. This is 

especially important for those systems that employ upper-plenum ECC injection. 

Excluding mass transfer, the accurate prediction of the flow rates is dependent primarily on 

the interfacial drag between the phases (which is itself dependent on the accurate prediction 

of the flow regime). In a given flow system, CCFL usually occurs at a flow area restriction. 

Typically, without the use of the CCFL model, the code predicts the complete turnaround 

point (zero liquid delivery), but over predicts the amount of liquid flow downstream in the 

region of countercurrent flow. To improve the prediction in the countercurrent region, we 

added a special CCFL model to the 3D VESSEL and to the vertical 1D components. 

2.6.1 BASIS FOR THE MODEL 

The TRAC CCFL model is designed to provide the user with an alternative method for 

calculating countercurrent flow in geometrically complex reactor hardware. This model 

allows the user to input the characteristic flooding curve parameters for a specific geometry 

applied at a particular location in the vessel. Typically, these parameters have been 
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developed from experimental data for the geometry of interest or for hardware of at least 

similar dimensions. Bankoff has shown that the data correlate well with the relationship: 

BlBg CHMH =+
2/12/1

    (2.10) 

where gH  is the dimensionless gas flux, lH is the dimensionless liquid delivery, BC  is the 

abscissa intercept, and BM  is the slope. gH  

This relationship is used in the CCFL model because it allows the user to implement either 

the Wallis scaling (diameter dependence), Kutateladze scaling (surface-tension 

dependence), or a combination of the two. This is done by defining as follows a variable 

length scale in the determination of the dimensionless flux: 
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where: 

k   refers to the phase (gas or liquid). 

j  is the superficial velocity. 

D  is the diameter of the holes. 

g  is the gravitational constant. 

σ  is the surface tension. 

ρ  is the density. 

ρ∆  is the difference between the phase densities. 

E  is an interpolation constant between 0 and 1. 

 

Note that for 0=E , the correlation reverts to the Wallis scaling, and for 1=E , reverts to 

the Kutateladze scaling. For E between 0 and 1, the user can input the scaling proposed by 
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Bankoff. This scaling can be calculated for tie-plate geometry even if no experimental data 

are available based on the critical wave number, pc tk /2π= , so that: 

( )DkE cηtanh=     (2.14) 

where η is the ratio of the area of the holes to the area of the tie plate and pt  is the 

thickness of the tie plate. Also, Bankoff developed a correlation for BC  based on the Bond 

number ( ) 2/1*
/σρπ ∆= gDnL  , so that: 

 

*
333.407.1 LeC B −+=  for 200

*
≤L   (2.15) 

and  

 

94.1=BC  for 200>L     (2.16) 

where n is the number of holes. 

2.6.2 DIRECT CONDENSATION THEORY AND LITERATURE 
SURVEY 

This point will be divided into two main parts. In the first one, the reader will be introduced 

to the direct condensation phenomenon and into the basic principles, concepts, variables 

and main relations, in order to get a better overview. 

In the second part a literature survey of the direct condensation phenomenon will be 

presented. 

The direct contact condensation is a very important phenomenon, which is directly related 

to the problem of the thermal stratification in a horizontal stratified two-phase flow that we 

are facing. 
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2.6.2.1 DIRECT CONTACT CONDENSATION THEORY 

Some basic concepts and their definitions will be presented: 

 

Condensation: Condensation is the change of the physical state of matter from gaseous 

phase into liquid phase. 

Saturation temperature: The saturation temperature is the temperature for a 

corresponding saturation pressure at which a liquid boils into its vapour phase. 

Direct contact heat transfer: Direct contact heat transfer can occur whenever two 

substances at different temperatures touch each other physically. 

Direct contact condensation: Direct contact condensation is called when water steam 

condensates over sub-cooled liquid water free surfaces. 

Filmwise condensation: It is called filmwise condensation when a continuous condensate 

film wets a surface, at a temperature below the saturation temperature. 

Dropwise condensation: If the condensate does not wet all the surface and forms discrete 

droplets, then it is called dropwise condensation. 

Sensible heat: Sensible heat is heat exchanged by a body or thermodynamic system that 

has as its sole effect a change of temperature. 

Latent heat: Latent heat is the heat released or absorbed by a body or a thermodynamic 

system during a constant-temperature process. A typical example is a change of state of 

matter, meaning a phase transition. The term was introduced around 1762 by Joseph Black. 

Flow regime: A range of stream flows having similar bed forms, flow resistance, and 

means of transporting sediment. 

 

The flow type which we are focusing on in this work is the countercurrent horizontal flow. 

The flow regime patterns for horizontal flow are shown in Figure 2.28. 

 



Chapter 2 

 2_33 

 

Fig. 2.28 Flow pattern in horizontal flow. 

 

The two-phase flow patterns for condensation in horizontal tubes are illustrated in Figure 

2.29 as the condensation phenomenon is being treated in this Chapter. 

 

Fig. 2.29 Two-phase flow patterns in horizontal tubes: (a) Condensation with high liquid 
loading; (b) condensation with low liquid loading. 
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One flow pattern that is widely used in petrochemical industry (Baker, 1954) is shown in 

Figure 2.30.  

 

Figure 2.30 Flow pattern map for horizontal flow (Baker 1954). 

 

The flow regime as a function of the superficial mass velocities (Gg, Gl) of the liquid and 

steam phases respectively is shown in Figure 2.30. The factors λ and ψ are given by the 

following relationships: 
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The subscripts A and W refer to the values of the physical properties for air and water 

respectively at atmospheric pressure and temperature. 

 

Another relevant flow regime map for the flow of an air/water mixture in a horizontal, 2.5 

centimeter diameter pipe at 25 ºC and 1 bar is the Mandhane et al. (1974) map shown 

below: 
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Figure 2.31 Two-phase flow regime map of Mandhane et al. (1974)  

 

Heat transfer coefficient: The heat transfer coefficient, in thermodynamics and in 

mechanical and chemical engineering, is used in calculating the heat transfer, typically by 

convection or phase transition between a fluid and a solid, or between a vapour and a fluid 

on its surface. 

Since, the phenomenon which we are dealing with is the direct contact condensation, the 

heat transfer coefficient, can be modeled through the Nusselt number. Hence, the Nusselt 

number for interfacial condensation between steam and a liquid layer since we are trying to 

study the stratified steam-water flow, can be modeled as a function of some different 

dimensionless numbers.  

These correlations are obtained from different experiments and presented in some papers in 

different international scientific journals. They are usually presented as a function of 

dimensionless numbers like, Nusselt number (Nu), Prandtl number (Pr), Reynolds number 

(Re), Grashoff number (Gr), Froude number (Fr), Jakob number (Ja) and Stanton number 

(St). 

Once we get a correlation and, under certain conditions, we can calculate the heat 

transferred between the steam and the liquid phases. Since, this heat is inversely 

proportional to the mass condensation rate; we can hence calculate the mass condensation 

rate using the following equation: 
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&      (2.18) 

where; 

fg ii − ;    latent heat (KJ/Kg)                                                                                                                       

erfaceq int
& ;    heat transferred between the steam and the liquid at the interface (KJ/s). 

 

We will in general have an equation as the one below: 

8765432
1 PrReRe

c
Gr

c
StcFrcc

JacccNu llglcond =   (2.19) 

Where, the coefficients from c1 to c8 have to be correlated with experimental data. Now 

below, these dimensionless numbers will be defined: 

 

Nusselt number: 

It is a dimensionless number and, Named after Wilhelm Nusselt, is the ratio of convective 

to conductive heat transfer across (normal to) the boundary (surface) within a fluid. The 

conductive component is measured under the same conditions as the heat convection but 

with a (hypothetically) stagnant (or motionless) fluid. 

l

u

k

Lh
N l =      (2.20) 

where: 

L ;   Characteristic length 

lk ;   Thermal conductivity of the fluid 

h ;    Convective heat transfer coefficient. 

 

Reynolds number: 
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The Reynolds number (Re) is a dimensionless number that gives a measure of the ratio of 

inertial forces to viscous forces and consequently quantifies the relative importance of these 

two types of forces for given flow conditions. Reynolds numbers frequently arise when 

performing dimensional analysis of fluid dynamics problems, and as such can be used to 

determine dynamic similitude between different experimental cases. 

νµ
ρ LuLu ==Re     (2.21) 

where, 

ρ ;  Density (Kg/m3)                                                                                                                                                      

µ ;  Dynamic viscosity (Pa⋅s)                                                                                                                       

ν ;   Kinematic viscosity (m2/s). 

 

Jakob number: 

It is a dimensionless number which is used in phase change heat transfer calculations. It is 

defined below: 

( )
fg

lsatl

h

TTCp
Ja

−
=     (2.22) 

where, 

lCp ;  Specific heat of the liquid phase (KJ/KgºK)                                                                                                                                                   

satT ;  Saturation temperature                                                                                                                    

lT ;     Liquid temperature                                                                                                                               

fgh ;    Phase change enthalpy (KJ/Kg). 

 

Prandtl number: 

The Prandtl number is a dimensionless number which evaluates the ratio of momentum 

diffusivity (kinematic viscosity) to thermal diffusivity. It was named after the German 

physicist Ludwig Prandtl. 

It is defined as: 
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k

Cp µ
α
ν ==Pr     (2.23) 

where; 

Cp ; Specific heat (KJ/KgºK) 

µ ; Dynamic viscosity (Pa⋅s) 

k ; Thermal conductivity (KJ/mºK).    

 

Froude number: 

Named after William Froude, the Froude number is a dimensionless number defined as the 

ratio of a characteristic velocity to a gravitational wave velocity. It is defined for horizontal 

stratified flow as: 

yg

u
Fr =      (2.24) 

where; 

u ; Velocity (m/s) 

g ; Gravitational acceleration (m/s2) 

y ;  Liquid depth (m). 

 

Stanton number: 

The Stanton number, St, is a dimensionless number that measures the ratio of heat 

transferred into a fluid to the thermal capacity of fluid. It is defined as: 

 

VCp

h
St

ρ
=      (2.25) 

where, 

h ; Convection heat transfer (Kw/m2ºK) 
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Cp ; Specific heat (KJ/KgºK) 

ρ ; Density (Kg/m3) 

V ;   Velocity of the fluid (m/s). 

 

Grashof number: 

The Grashof number is a dimensionless number in fluid dynamics and heat transfer which 

approximates the ratio of the buoyancy to viscous force acting on a fluid. It frequently 

arises in the study of situations involving natural convection. It was named after the 

German engineer Franz Grashof. 

It is defined as: 

( )
2

3

ν

β DTTg
Gr sat ∞−

=     (2.26) 

where, 

g ; Gravitational acceleration (m/s2)                                                             

β ; Volumetric thermal expansion coefficient (1/ºK) 

satT ; Saturation temperature                                                                             

∞T ;  Bulk temperature (K)                                                                                  

D ; Hydraulic diameter (m) 

ν ; Kinematic viscosity (m2/s).                                                                        

2.6.2.2 LITERATURE SURVEY 

A literature survey will be presented in this point in order to give an overview of which 

experiments related with the direct condensation phenomenon have been made in the past, 

under which conditions, and what is the actual situation of this knowledge. 

The first experimental study of the stratified steam-water flow that I found in the literature 

was performed in 1981, by Segev, A.; Flanigan, L.J.; Kurth, R.E.; Collier, R.P. 
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- Reference: Segev, A; Flanigan, LJ; Kurth, RE; Collier, RP 1981. Experimental study of 

countercurrent steam condensation. Journal of heat transfer transactions of the Asme 103 

(2), 307-311. 

Some different correlations can be found in this article for the interfacial heat transfer, 

which depend on the experimental conditions and geometrical configuration. The case of 

countercurrent steam-water flow was studied for three different slopes of the channel (0.5, 

17 and 45 degrees). 

 
 

Fig. 2.32 Liquid film temperatures as functions of the inlet steam flow rate 

 

Region A: 

5.025.085.0
int PrReRe45.8 lgll eNu −=    (2.27) 

Region B: 

05.028.087.0
int PrReRe316.1 lgll eNu −=    (2.28) 

Region C: 

0.2016.008.1
int PrReRe479.5 lgll eNu −=    (2.29) 

 

As a conclusion of this article it is said that the general behaviour in the 17 and 45 degree 

was similar to the behaviour of the 0.5 degree inclination, even though the films in the latter 
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where much thicker. However the results in the horizontal positions were more sensitive to 

variations in steam flow rate since wave action was propagated further along the horizontal 

films compared to the inclined films.  

 

In 1984, I.S. Lim, R.S. Tankin, M.C. Yuen, published a paper with the results of an 

experiment for cocurrent steam/water flow. 

- Reference: I.S. Lim, R.S. Tankin, M.C. Yuen 1984. Condensation measurement of 

horizontal cocurrent steam/water flow. ASME J. Heat Transfer, 106 (1984), pp. 425–432. 

The facility geometry was a rectangular channel with 6.35 cm high, 30.48 cm wide and 

160.1 cm long. Different measurements where made for different steam mass flows, liquid 

inlet temperatures and mass flows. The experiment was performed at atmospheric pressure. 

Two interfacial surface configurations for the liquid were performed depending on the 

boundary conditions. They are smooth and wavy interface. Obviously for the wavy 

interface, we might have more area, more heat transfer, and hence, more condensation. 

Finally we resume two correlations for the data sets, one for smooth and another for wavy 

interface: 

 

Smooth interface: 

3.058.009.0
int PrReRe534.0 lgllNu =    (2.30) 

Wavy interface: 

3.058.042.0
int PrReRe0291.0 lgllNu =    (2.31) 

 

In 1985, H.J. Kim, S.C. Lee, S.G. Bankoff published a paper with the results of an 

experiment for countercurrent steam/water flow. 
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- Reference: H.J. Kim, S.C. Lee, S.G. Bankoff 1985.Heat transfer and interfacial drag in 

countercurrent steam–water stratified flow. Int. J. Multiphase Flow, 11 (1985), pp. 593–

606. 

 

The interfacial friction and the condensation heat and mass transfer for a countercurrent 

steam/water flow are studied in this paper. As we see in the correlation below, the Reynolds 

number of the steam has been replaced by the Froude number to take into account the 

thickness of the gas and liquid layers. The obtained correlation is: 

    

8.095.098.0
int PrRe966.0 FrNu lll =    (2.32) 

 

In 2000, I.C. Chu, S.O. Yu, M.H. Chun 2000 published a paper with the results of an 

experiment for countercurrent steam/water flow. 

- Reference: I.C. Chu, S.O. Yu, M.H. Chun 2000. Interfacial condensation heat transfer for 

countercurrent steam–water stratified flow in a circular pipe. J. Korean Nucl. Soc., 32 (2) 

(2000), pp. 142–156. 

An experimental study of steam condensation on a subcooled thick water layer in a 

countercurrent stratified flow was made in this paper. 

Two correlations were obtained. The difference between them is that the Prandtl number in 

the first one was substituted by the Jakob number in order to take into account the 

subcooling in the water layer. 

 19.151.031.1
int PrReRe796.7 lgll eNu −=    (2.33) 

 21.153.032.1
int ReRe913.7 JaeNu gll −=    (2.34) 

 

In 2006 Kyung-Won Lee, In-Cheol Chu, Seon-Oh Yu, Hee Cheon published a paper with 

the results of an experiment for countercurrent steam/water flow. 
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- Reference: Kyung-Won Lee, In-Cheol Chu, Seon-Oh Yu, Hee Cheon No 2006. Interfacial 

condensation for countercurrent steam-water stratified wavy flow in a horizontal circular 

pipe. International journal of Heat and mass Transfer 49, 3121-3129. 

A countercurrent steam/water flow experiment can be found in this paper, which was made 

in order to study the interfacial condensation. A correlation was obtained from making a 

least-square fit of the experimental data, which is shown below: 

 
82.02.159.0

int ReRe72.1 JaeNu gll −=    (2.35) 

 

This correlation is obtained for a wavy interface and applicable ranges of:  

gj   > 2.5 m/s 

4000 < lRe  < 14000 

12000  <  gRe   < 23000 

43.5   <  Ja     < 180. 

 

In 2009 Hyun-Sik Park a, Sung-Won Choi b, Hee Cheon No, published a paper with the 

results of an experiment for countercurrent steam/water flow. 

- Reference: Hyun-Sik Park a, Sung-Won Choi b, Hee Cheon No, 2009. Direct-contact 

condensation of pure steam on cocurrent and countercurrent stratified liquid flow in a 

circular pipe. International Journal of Heat and Mass Transfer 52, 1112-1122. 

The direct-contact condensation for a steam/water countercurrent and for cocurrent flow at 

atmospheric pressure, and for a circular pipe was studied in this paper. The correlation 

which was obtained and which is shown in this paper is the following one: 

 

95.08.098.0
int PrRe466.9 lgll FreNu ⋅⋅⋅−=     (2.36) 
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CHAPTER 3 

 

ANALYSIS WITH TRACE CODE OF ROSA TEST 1.2: 
SMALL LOCA IN THE HOT-LEG WITH HPI AND 

ACCUMULATOR ACTUATION 

 

3.1 INTRODUCTION 

The analysis of the experiment ROSA 1.2 with the TRACE code was assigned to the 

"thermal-hydraulic and nuclear engineering group" of the Polytechnic University of 

Valencia. This test was performed in the nuclear safety research centre of the Japan Atomic 

Energy Agency in the large scale test facility (LSTF) on May 17, 2007. 

The test ROSA 1.2 consists of a 1% small break LOCA in the hot leg B of the LSTF 

facility. The orifice has a hydraulic diameter of 10.1 mm, and is located in the bottom of the 

pipe. The orifice is connected to the blow-down system through a pipe of higher hydraulic 

diameter. The actuation of the high pressure injection system (HPIS) is activated 

automatically with a delay of 12 seconds when the pressure falls below 12.27 MPa. The 

accumulator injection is activated when the pressure falls below 4.51 MPa. The cold water 

injected into the cold legs by the ECCS mixes with the hot primary coolant and stratifies in 

the pipe flowing back toward the downcomer of the pressure vessel. Because of the injected 

water being cooler than the one already in the cold leg, it doesn't completely mix with the 

fluid of the cold leg and accumulates at the bottom of the pipe by forming a cold layer that 

moves towards the downcomer. However the upper part contains fluid at higher 

temperature that is normally in form of steam during the transient progress. This steam 

partially condenses on the lower boundary layer interface, and some local pressure 

variations can occur that may create unstable flow oscillations that in turn promote thermal 

mixing. Such multidimensional and non-equilibrium flow phenomena are of concern for 

pressurized thermal shock (PTS). 
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The goal of test series 1 was to obtain the multidimensional temperature distribution in the 

cold leg and the vessel downcomer during the ECCS injection for verification of computer 

codes and models. In test 1.2 the break was located at the bottom of the hot leg B, in such a 

way that actuates since practically the beginning of the transient, and later at 2537 seconds 

from the start of the test, and at the time instant when the pressure in the primary falls 

below 4.51 MPa, the accumulator injection system is actuated. 

This chapter is organized as follows; first the test itself is described, i.e. the initial 

conditions, the boundary conditions, and hence, we will display the graphs of the data set 

measurements in the test 1.2 experiment. 

Afterwards the steady-state case obtained with the TRACE code is demonstrated, and 

finally, we will compare the results of the test 1.2 obtained with the simulation with the 

TRACE code with the experimental data. 

3.2 TEST 1.2 DESCRIPTION 

The test 1.2 is described in this point. The experimental procedure is explained, the initial 

and boundary conditions are presented ad the main variable graphs are displayed. 

3.2.1 EXPERIMENTAL PROCEDURE AND INITIAL CONDITIONS 

The preparation procedures are similar to those of the experiments performed previously in 

this facility, which is described next: 

• The primary is empty before reconfigure the facility for the experiment, and the measure 

systems are reconfigured. 

• The primary is filled with demineralised water, and the air is injected by vacuum pumps 

connected to the head of the pressurizer and to the exit of it until the value of 735 mmHg of 

pressure is reached. 

• The steam is generated using electric heaters in the accumulation tanks to purge the air 

while the vacuum pumps are working. The injection continues during 60 minutes until the 

temperature of the gas reaches the saturation temperature. 
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• The primary pressure is completed with the demineralised water injection, until 18 MPa 

with the help of the HPI pump. 

• The primary system is depressurized and the liquid level in the pressurizer is decreased. 

• The gamma ray densimeter and the conductance measurer are calibrated again while the 

primary fills with water. 

• For the heating of the primary, in the core or in the pressurizer heaters, electrical heaters 

are used simulating the fuel rods. 

The initial conditions of the primary system are maintained during 60 minutes, to stabilize 

the thermal system in the LSTF, including the metallic structures. 

The data Collection starts 6 minutes before the beginning of the experiment. The end of the 

experiment will be done when the core power turns off and the valve closes. 

3.2.2 BOUNDARY CONDITIONS 

Figures 3.1 and 3.2 show the break unit. This break is simulated with a 10.1 mm inner 

orifice diameter at the bottom of the hot leg, where a vertical pipe was mounted, which has 

a valve that simulates the break. In this unit a Venturi flowmeter (FE-570-BU) was 

installed. The inner diameter of the pipe is 60 mm with a length of 506.8 mm. 

 
 

Figure 3.1 Break Configuration Figure 3.2 Break unity scheme 
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3.2.3 EXPERIMENT DEVELOPMENT 

The chronology of the test 1-2 events of the OECD/NEA ROSA is indicated next: 

• The SCRAM signal is actuated when the pressure falls below 12.97 MPa, after which the 

main steam valve is closed and the feedwater in the secondary is turned off.  

• The safety injection signal is actuated when pressure falls below 12.27 MPa. 

• The high pressure injection is actuated with a delay of 12 s. 

• At 303s, the pumps stop with the corresponding coastdown curves. 

• The accumulator is actuated at 2537 s when the set point signal turns on, and stops 

actuating at 4696 s. 

Table 3.1 shows the experiment actuation logic. The experiment starts at the moment when 

the break unity valve opens, what happens at 0 s. At the same time the pumps rotational 

speed rises up to 161.8 rad/s, for a better pressure and temperature simulation in transients 

of reference PWR reactors. 

Table 3.1 Actuation logic specifications and setpoints 
Event Condition 

Break Zero time 

SCRAM signal generation Primary pressure = 12,97 MPa 

Start of the power decay curve 
SCRAM signal or liquid level in PRZ 
<2,3m 

Start of the coastdown of the 
pumps 

SCRAM signal 

Turbine valves closure SCRAM signal 

End of the main feedwater system SCRAM signal 

Heaters turning off SCRAM signal 

Injection signal generation Injection signal 

Start of the high pressure injection 
system 

Injection signal + 12 sg 

Start of the accumulators system Primary pressure= 4,51 MPa 



Chapter 3 

 3_5 

The initial power of the core is 10 MW, corresponding to the 14% of the nominal power 

volumetrically scaled at 1/48 of the reference PWR (3423 MWt). The SCRAM signal 

actuates when the primary system pressure falls below 12.97 MPa. 

Figure 3.3 shows the core power decay after the SCRAM signal, based on calculations 

considering the decay heat and the accumulated heat on the fuel rods. The core power is 

maintained at 10 MW during the following 18 s after the SCRAM signal actuates, and then 

the core power decay starts, so that the typical PWR reactor temperatures are obtained. 

Equally Figure 3.3 shows the evolution of the pumps rotational speed after the SCRAM 

signal actuation. 

 

 

Figure 3.3 Power decay curve 

 

The secondary pressure was rised up to 8.0 MPa, and as the secondary temperature also 

increases, the primary-secondary heat transfer is reduced. The steam generators liquid level 

is maintained over the U tubes. 

The opening and closing pressure setpoints of the secondary side relief valves are, 8,03 and 

7,82 MPa respectively. The flow area of the relief valves is simulated using an orifice of 
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16.2 mm inner diameter to provide a steam flow of 2.8 kg/s when the secondary pressure is 

8.0 MPa. 

The proportional heaters of the pressurizer are used to adjust the pressure, while the support 

ones help to mitigate the system heat losses. The proportional and the support heaters 

power are, as the initial steady-state conditions, 3.9 and 33.9 KW respectively. 

After the break, they are incremented up to 8.5 and 88.2 KW. The proportional heaters are 

turned off after the SCRAM signal if the liquid level falls below 2.3 m. 

Many regions of the LSTF are equipped with proportional heaters in order to mitigate 

losses to the ambient. 

 

Figure 3.4 Pumps rotational speed coastdown 

3.2.4 EXPERIMENTAL RESULTS 

The initial steady-state operating conditions prior to the experiment are shown in Table 3.2.  

In the following points we will show the graphs for the main physical variables evolution. 
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3.2.4.1 INITIAL STEADY-STATE CONDITIONS 

The data shown in Table 3.2, were obtained before the start of the experiment, and 

correspond with the LSTF facility steady-state for these conditions. 

Table 3.2 Table with the initial steady-state conditions 

Component 
Specified (loop 
with/without PZR) 

Measured (loop 
with/without PZR) 

Vessel   

Core power (MW) 10,0+/-0,07 10.10 

Downcomer to upper head of the 
Vessel bypass (%) 

0,3 No measured 

Primary loop   

Hot leg liquid temperature (K) 598,1+/-2,75 598,2/597,9 

Cold leg liquid temperature (K) 562,4+/-2,75 563,2/563,0 

Mass flow rate (Kg/s for each loop) 24,3+/-1,25 24,63/24,33 

Downcomer to upper head mass flow 
rate (kg/s /loop) 

0,049+/-0,01 0,048/0,044 

Pressurizer (PZR)   

Pressure (MPa) 15,5+/-0,108 15,52 

Liquid level (m) 7,2+/-0,25 7,28 

Steam Generator   

Secondary pressure (MPa) 7,3+/-0,054 7,31/7,32 

Secondary liquid level (m) 10,3+/-0,38 10,25/10,23 

Steam mass flow (kg/s) 2,74+/-0,10 2,66/2,58 

Main feedwater mass flow (kg/s) 2,74+/-0,05 2,75/2,62 

Main feedwater temperature (K) 495,2+/-2,63 495,7/494,9 

Auxiliary feedwater temperature (K) 310+/-2,37 309,3 

Accumulators   

Pressure (MPa) 4,51+/-0,054 4,49/4,50 

Temperature (K) 320+/-2,3/2,4 321,5/321,3 

Liquid level over the base of the tank 6,80+/-0,12/0 15 6,70/6,72 
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Low pressure injection system   

Pressure (MPa) 1,24+/-0,108 1,20 

Temperature (K) 310+/-2,63 309,9 

3.2.4.2 PRESSURE 

Figure 3.10 compares the primary and the secondary system pressure evolution. The 

primary system pressure starts to decay at the first instant, simultaneously with the break. 

The Scram signal is generated at 49 s when the primary pressure falls below 12.97 MPa. 

This signal provokes the shut down of the main isolation valves and the start of the pumps 

rotational speed decay. The secondary pressure fluctuates between 8,03 y 7,82 MPa due to 

the relief valves opening and closing cycle from 1000 s, being the moment when it starts to 

decay due to the heat losses to the exterior through the lagging. The safety injection signal 

starts at 77 s due to the primary system pressure decay below 12.27 MPa.  

 

Figure 3.5 Primary and secondary pressures 

 

The accumulators system starts around 2537 s, when the primary system pressure falls 

below 4.51 MPa. As from this moment the accumulators injection actuates depending on 



Chapter 3 

 3_9 

the pressure differences between the accumulator and the injection point. Figure 3.6 shows 

the cooling flow rate injected by the accumulators. 

Around the time 1000 s the secondary pressure starts to decay due to the change in the 

natural circulation conditions as it is illustrated in Figure 3.5. The cooling discharge by the 

accumulators is completed when finishing the test. 

 

Figure 3.6  HPI mass flow rate 

3.2.4.3 FLOWS AND LIQUID LEVELS 

The cooling inventory distribution in the primary system and in the secondary was 

calculated using different pressure values, cooling density and temperature.  

The liquid level in the pressurizer starts decreasing immediately after the break happens, 

and it empties around the 90 s (Figure 3.7).  

Figure 3.8 shows the mass flow rate in the primary system measured in the pump, using a 

Venturi. Natural circulation starts at 350 s of the experiment when the pumps are 

completely stopped. The natural circulation oscillates once the accumulators injections 

happen. 



Chapter 3 

 3_10 

 

Figure 3.7 Pressurizer level 

 

Figure 3.8 Primary system mass flow rate. Loop A 

 

The measured data in the Venturi, of the loss of coolant in the break are shown in Figure 

3.14. However, in Figure 3.15 the integrated in time mass flow in the break is displayed, 

namely, the total of coolant lost in the experiment with the time. 

The collapsed liquid levels in the upper plenum, core and downcomer, decrease at 50 s, not 

being recovered, but in the upper plenum where it is somehow recovered. 



Chapter 3 

 3_11 

 

Figure 3.9 Break mass flow rate 
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Figure 3.10 Integrated flow 

The natural circulation continues until the end of the experiment. The liquid level of the 

cold and hot legs start recovering due to the injection of the accumulators, so incrementing 

the natural circulation, which could become mono-phase. 

The liquid level in the hot legs, which were obtained with a gamma ray densimeter, can be 

appreciated in Figure 3.11. 
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Figure 3.11 Hot legs levels 

In Figures 3.12 and 3.13 the liquid level of the secondary side of the steam generator and 

the system mass flow rate of the auxiliary feedwater respectively are displayed. 

 

Figure 3.12 Secondary liquid level of both loops 
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Figure 3.13 Injected mass flow rate by the auxiliary feedwater system 

The liquid level of the steam generators remains at 12 m, at the higher part of the U tubes. 

The liquid level in the secondary of the steam generator descends mildly during the 

experiment. 

3.2.4.4 TEMPERATURE 

The objective of the test 1.2 is to make a study of the thermal stratification under certain 

conditions. In Figure 3.14 this stratification is observed. Because of different 

thermocouples placed at different heights inside the cold leg there are differences in 

temperatures. 

 

Figure 3.14 Cold leg temperature in the loop with pressurizer 
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The thermal stratification in the loop B can be appreciated in Figures 3.14 and 3.15. It can 

be observed that there is a vertical temperature gradient in the pipe which remains with 

time. We can also observe that the temperature distribution and evolution is different in the 

loop with pressurizer than in the one without pressurizer. 

 

3.2.4.5 ACCUMULATORS INJECTION 

The total quantity of nitrogen in the accumulators tanks is 1800 mol. 

The gaseous phase pressure in these tanks starts to descend simultaneously with the 

injection of water, and continues descending until the injection is completed. 

 

Figure 3.16 Mass flow rate injected by the accumulator 

 

Figure 3.15 Cold leg temperature in the loop without pressurizer 
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The temperature of the gas in both tanks, vary during the coolant injection as a function of 

the injection flow. This temperature decreases due to the adiabatic expansion during the 

long injection and is recovered by coolant and the walls of the tanks heating when the 

injection flow decreases. 

3.2.4.6 END OF THE EXPERIMENT 

The experiment concludes by closing the valve that simulates the break at 4696 s. 

3.3 STEADY-STATE DEMONSTRATION  

The present chapter is dedicated to the verification of the results obtained for the steady-

state case of the TRACE model for the LSTF facility. For this case we compare the results 

obtained with the developed TRACE model with the experimental ones provided by the 

JAEA, which are the starting point of the experiment. 

Table 3.3: Initial steady-state conditions 

Component 
Tag name 

(loop A/B) 

Specified 

 

Measured 

(loop A/B) 

Pressure vessel 

Core power (MW) WE270A-T 10.0 10.1 

Primary loop 

Hot leg fluid temperature 
(K) 

TE020C-HLA 
/TE160C-HLB 

598.0 597.2/596.9 

Cold leg fluid 
temperature (K) 

TE070C-CLA 
/TE210C-CLB 

562.0 563.1/563.0 

Mass flow rate (Kg/s / 
loop) 

FE020A-LSA/ 
FE160A-LSB 

24.3 25.38/25.37 

Pump rotational speed 
(rev/s) 

FE010-HLA/ FE150-
HLB 

13.3 13.9/13.9 

Pressurizer 

Pressure (MPa) PE300A-PR 15.5 15.54 

Liquid level (m) LE280-PR 7.2 7.34 

Steam generator 
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Secondary-side pressure 
(MPa) 

PE430-SGA/ PE450-
SGB 

7.3 7.32/7.33 

Secondary-side liquid 
level (m) 

LE4330-SGA/ 
LE450-SGB 

10.3 10.26/10.23 

Steam mass flow rate 
(Kg/s) 

FE440-SGA/ FE480-
SGB 

2.74 2.68/2.61 

Main feedwater flow rate 
(Kg/s) 

FE430-SGA/ FE470-
SGB 

2.74 2.75/2.65 

Main feedwater 
temperature (K) 

TE430-SGA/ TE470-
SGB 

495.2 496.3/495.5 

ECCS water tank 

Accumulator A water 
tank temp. (K) 

TE660-ACC 320.0 321.3 

Accumulator B water 
tank temp. (K) 

TE700-ACH 320.0 321.9 

HPI water temp. (K) TE800-RWST 310.0 309.8 

3.3.1 STEADY-STATE RESULTS WITH THE TRACE MODEL 

We will display now all the graphs of the main plant variables for a steady-state and we will 

comment the results. 

3.3.1.1 VESSEL 

The core power of the facility is given by the component power-250, and it is constant, with 

a value of 10 MW until some incident happens. As it is displayed in Figure 3.17, the core 

power with the TRACE code is constant at steady-state conditions. 
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Figure 3.17 Core power 

In Figure 3.18 the mass flow rate through the core bypass, at different nodes, i.e. the flow 

that gets to the upper head without passing through the core channels is shown. 

 

Figure 3.18 Downcomer to upper head bypass flow, measured in different points. 

3.3.1.2 PRIMARY LOOP 

The results obtained in the stationary case in both loops for the primary system will be 

shown in this section. 

The hot leg liquid temperature (Figure 3.19) is stabilized around 598.9 K in both loops, this 

value is a bit higher that the one which we were looking for (598.1 K), but it is a reasonably 

valid result when we compare with the measured one of 598.2 K. 
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Figure 3.19 Hot leg liquid temperature 

For the liquid temperature in the cold legs (Figure 3.20), both calculated values attain to a 

stationary value of 561.9 K, a bit lower than the desired value (562.4 K), however, we are 

inside the uncertainty interval of  +/-2,75 K around this value. 

 

Figure 3.20 Cold leg liquid temperature. 

In Figures 3.19 and 3.20 can be seen as both temperatures deviate from its objective value. 

This is because of the primary system liquid temperature control which has been introduced 

in the model and which makes the mean legs temperature to be as closest to the half of the 

sum of the objective values (580.25 K). 

The primary system mass flow rate (Figure 3.21) is determined by the rotational speed and 

heights of the pumps (components Pump 14/24). In this way, as the initial liquid velocity in 

the thermal-hydraulic components of the primary is null, it takes some time to attain the 



Chapter 3 

 3_19 

flow value at which the steam becomes stationary, which is 23.8 and 23.7 Kg/s in loops A 

and B, respectively. The specified value for the plant steady-state is 24.3 Kg/s.  

 

Figure 3.21 Primary loop mass flow rate. 

3.3.1.3 PRESSURIZER 

The pressurizer takes the value for the primary pressure from the cells located at the bottom 

of it, that as we can observe in Figure 3.22 remains stable at a value of 15.4 MPa, which is 

a very close to the desired one (15.5 MPa).  

  

 

Figure 3.22 Primary system pressure 

 



Chapter 3 

 3_20 

3.3.1.4 PUMPS 

The main pumps in the LSTF facility are modeled with the TRACE components Pump-14 

and Pump-24. The initial steady-state rotational speed is 13.3 revolutions/second as it is 

shown in Table 3.3. This is equivalent to 87.5 rad/s. In the TRACE pumps model we need 

to introduce the rotational speed in rad/s units, so we introduced the value of 87.5 rad/s for 

both pumps, as can be observed in Figure 3.23. 

 

Figure 3.23 Pumps rotational speed (rad/s) 

 

We can observe in the previous displayed figures that the pumps rotational speed with the 

TRACE code for the steady-state condition is exactly the same as the specified value of 

87.5 rad/s given in table 3.3. 

3.3.1.5 STEAM GENERATORS 

The secondary side pressure (Riser) of the steam generators, should have an objective value 

of 7.3 MPa, for a better simulation of the heat transfer between the primary and the 

secondary side. It can be observed in Figure 3.24 that we attain a stationary value of 7.18 

MPa for loops A and B. 
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Figure 3.24 Pressure in the secondary side of the steam generators. 

In Figure 3.25 the steam mass flow rate through the main steam valve at the steam 

generator is displayed. This value is approximately 2.76 Kg/s for loop A and 2.74 Kg/s for 

loop B. These values stabilize at the specified steady-state values of the LSTF facility as 

observed in Table 3.3. 

 

Figure 3.26 Steam mass flow rate versus time at steady-state conditions. 

We can observe the main feedwater flow rate in Figure 3.27, which stabilizes at the same 

value for the main steam mass flow rate, so that the system is stable and all the mass flow 

rate coming in from the feedwater system, goes out through the main steam valve. 
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Figure 3.27 Main feedwater system flow. 

We can observe that the feedwater temperature is constant as it is defined in Figure 3.28, 

which is, 495.2 K. 

 

Figure 3.28 Main feedwater temperature. 

The auxiliary feedwater temperature, as it can be appreciated in Figure 3.29 is 310.0 K. 
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Figure 3.29 Auxiliary feedwater temperature. 

3.3.1.6 ACCUMULATORS 

The accumulators are an isolated system until the moment when they are turned on, 

therefore its pressure is maintained constant during the stationary. 

The pressure of the accumulators which was obtained during the TRACE simulation for the 

steady-state case, having a specified pressure value of 3.51 MPa is shown in Figure 3.30. 

 

Figure 3.30 Accumulators pressure. 

 

So as the pressure, the temperature of the accumulators is shown in Figure 3.31. It remains 

constant in the value given at the beginning, until the system starts to inject. It has an initial 

value of 320 K.  
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Figure 3.31 Accumulators temperature 

 

3.3.1.7 HIGH PRESSURE INJECTION SYSTEM 

Like all the other systems which are modeled with Fill components, the high pressure 

injection system mass flow rate has been defined with a table. In this table we have the 

system pressure as the input variable, and the outcome of the table is the HPI mass flow 

rate. 

The HPI mass flow rate vs time is displayed in Figure 3.32. We can see here the mass flow 

rate evolution with time, according to the pressure table shown in the released information 

by the JAEA (Japanese Atomic energy Agency) for this test. 
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Figure 3.32 High pressure injection system mass flow rate. 

For the liquid injection temperature of the HPI, as it has been displayed in the following 

figure, we have a constant value which was specified in Table 3.3. 

 

Figure 3.33 HPI liquid temperature for the transient of the experiment 1.2 

 

The results obtained with the TRACE code at steady-state conditions are very close to the 

ones provided by the Japanese agency (JAEA) for the execution of the case, as is shown in 

Table 3.4. 
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Table 3.4 Comparison of the test 1.2 results 

Component 
Specified 

 

Measured 

(loop A/B) 

TRACE Model 

 

Pressure vessel 

Core power (MW) 10.0 10.1 10.10 

Primary loop 

Hot leg fluid temperature 
(K) 

598.0 597.2/596.9 598,9 

Cold leg fluid temperature 
(K) 

562.0 563.1/563.0 561,9 

Mass flow rate (Kg/s / 
loop) 

24.3 25.38/25.37 23,85/23,72 

Pump rotational speed 
(rev/s) 

13.3 13.9/13.9 13.3 

Pressurizer 

Pressure (MPa) 15.5 15.54 15,43 

Liquid level (m) 7.2 7.34 7,50 

Steam generator 

Secondary-side pressure 
(MPa) 

7.3 7.32/7.33 7,18 

Secondary-side liquid 
level (m) 

10.3 10.26/10.23 10,31 

Steam mass flow rate 
(Kg/s) 

2.74 2.68/2.61 2.70 

Main feedwater flow rate 
(Kg/s) 

2.74 2.75/2.65 2,76/2,74 

Main feedwater 
temperature (K) 

495.2 496.3/495.5 495,2 

ECCS water tank 

Accumulator A/B water 
tank pressure (MPa) 

4,51 4,52 4,54 

Accumulator A/B water 
tank temp. (K) 

320.0 321.9 320 

HPI water temp. (K) 310.0 309.8 310 
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3.4 RESULTS OF THE EXPERIMENT REPRODUCTION WITH 
THE TRACE CODE AND COMPARISON WITH THE 
EXPERIMENTAL DATA 

In this section we will show the evolution of the main variables, obtained in the simulation 

of the experiment 1.2 with the TRACE code, and the interpretation. 

The graphs show the experimental curve of the results of the experiment conducted at the 

ROSA/LSTF facility, provided by the Japanese agency JAEA, and the data obtained for the 

same variable with the thermal-hydraulic code TRACE, in the Nuclear and Chemical 

engineering department at the Polytechnic University of Valencia. 

3.4.1 PRIMARY PRESSURE 

The decrease of the primary system pressure, due to the break in the hot leg, is very similar 

to the experimental one as can be observed in Figure 3.34. This implies that the scram 

signals and the safety injections at times and with mass flow rates are produced very close 

to the experimental values. 

 

Figure 3.34 Primary side pressure evolution 
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3.4.2 SECONDARY PRESSURE 

Concerning the pressure in the secondary side of both loops (Figure 3.35), we notice the 

cycling of the relief valves of the steam lines to maintain the secondary pressure below 8.03 

MPa, what was also performed in the real experiment. Therefore, the secondary pressure 

really follows the behaviour observed in the experiment. 

 

Figure 3.35 Secondary pressure 

 

There is only something that we should mention here, and this is that the secondary 

pressure decay as we can observe in Figure 3.35 is a bit faster than the experimental one. 

This might be caused by a not completely perfect simulation of the heat released to the 

surroundings from the secondary side of the steam generator. 

3.4.3 CORE POWER 

The decay of the core power is absolutely identical to the experimental one. We can assume 

here that the point kinetic model that has been introduced in the TRACE model gives 

accurate response for the core power, as we observe in Figure 3.36. 
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Figure 3.36 Core Power 

3.4.4 BREAK MASS FLOW RATE 

In Figure 3.37 we have displayed the mass flow rate through the break. We can observe 

here that the TRACE results follow very closely the experimental ones, so we can assume 

that we have correctly modelled the break flow area, discharge loss coefficients and all the 

dimensions related with the break line. 

 

Figure 3.37 Break mass flow rate 
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3.4.5 VOID FRACTION 

The void fraction evolution in the hot leg, at the position where the break occurs, is 

displayed in Figure 3.38. 

 

Figure 3.38 Void fraction versus time computed with the TRACE code at the hot leg 
position where the break occurs 

As can be observed, the pipe is practically filled with steam, i.e. the liquid level becomes 

practically zero, at about 1000 seconds. Since the HPI is actuating, in the cold leg, and the 

pumps are turned off, the hot leg fills back with water coming from the U tubes. Since the 

primary pressure rapidly decays, this allows the hot leg to refill with water, otherwise it 

would keep on releasing fluid through the break at a higher mass flow rate and the void 

fraction would remain close to 1 (i.e. all steam). 

3.4.6 HPI MAS FLOW RATE 

In Figure 3.39 can observed the HPI mass flow rate injection to the cold leg. The red one is 

the TRACE value, and the black one the experimental one at the ROSA facility. Both 

graphs are very similar, and hence we are correctly modelling the HPI injection to the cold 

leg. 
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Figure 3.39 HPI flow rate injection 

3.4.7 ACCUMULATORS MASS FLOW RATE INJECTION 

In Figure 3.40 it is displayed the accumulators mass flow rate injection. We observe that the 

Trace values (red) are very similar and have the same behaviour as the experimental ones 

(black). 

 

Figure 3.40 Accumulators mass flow rate 
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3.4.8 PRIMARY MASS FLOW RATE 

In Figure 3.41 it is displayed the mass flow rate through the loop A. We can observe that it 

is very similar to the experimental data. 

 

Figure 3.41 Primary loop A mass flow rate 

 

3.4.9 MASS FLOW RATE THROUGH THE SAFETY AND RELIEF 
VALVES 

In Figure 3.42 the mass flow rate through the safety and relief valves in the TRACE code 

compared to the experimental values is displayed. 
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Figure 3.42 Experimental and calculated with TRACE mass flow rates through the 
safety and relief valves 

3.4.10 LIQUID TEMPERATURES AT THE COLD LEG 

In Figure 3.43 the thermal stratification at the cold leg with time is displayed. This is the 

main issue we are dealing with in this thesis, since this was the genesis and starting point 

for it. It can be observed in Figure 3.43 that the liquid temperature in the cold leg becomes 

axially stratified from the very first instants of the start of the experiment. 

As the cold leg becomes partially filled with water and there is steam coming from the 

downcomer of the vessel, and flowing countercurrently, we thought it would be a good 

research issue to study this scenario going on here. The main outcome of this study would 

be a computer program which solves all the required equations to predict this scenario in 

the cold leg in order to, in future, provide the TRACE code with a tool for a better 

capability to predict the evolution of the physical variables that play a main role in this 

phenomenon. 
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Figure 3.43 Liquid temperature at an axial cut of the cold leg 

3.5 CONCLUSIONS 

The reference steady-state situation was first obtained with the TRACE code using the 

same initial boundary conditions of the LSTF facility for this experiment. Some 

improvement in the nodalization of the plant model has been performed in order to consider 

some LSTF specifications. The TRACE results are close to the experimental ones at steady-

state. 

For this transient the ability of TRACE to correctly predict the fluid regime in the hot leg is 

very important. At the beginning of the transient the fluid is discharged through the break 

located at the bottom of the hot leg. This fluid is in liquid state and as a consequence the 

mass flow rate discharged through the break is very high, and the pressure drop very high 

during the first seconds of the transient until the beginning of the HPI injection. This 

behaviour is predicted very well by the TRACE code. Later, the flow at the hot leg 

becomes biphasic with low void fraction, and the mass flow rate discharged through the 

break is still high because the TRACE off-take model considers the fact that at the bottom 

of the hot leg we have liquid. Finally, the flow in the hot leg becomes biphasic with high 

void fraction and we discharge mainly steam through the break. In this test the contraction 

of the fluid vein during the steam discharge has an important influence on the 

depressurization rate during the steam flow regime. A contraction factor of 0.6 has been 

considered only during the steam regime in order to take this fact into account. The TRACE 
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code predicts very well the change of regime from biphasic to practically single-phase 

steam that takes place between time 900 seconds and time 1000 seconds. 

The injection of the HPIS in the cold leg produces a significant thermal stratification in this 

pipe that attains the value of 100ºC. TRACE code predicts well the average temperature in 

the cold leg, especially in the loop seal. However, some of the complex 3D thermal 

stratification phenomena that take place in the cold leg during the HPIS injection cannot be 

reproduced with a 1D model as the one used to represent the cold leg in the TRACE code. 

As a consequence the liquid temperatures predicted by TRACE in the downcomer that 

match well the experimental data during the first 900 seconds start to separate from the 

experimental ones at this point of time. 

The evolution with time of the rest of variables as the pressure in the primary system, mass 

flow rate through the break, pressure in the secondary, and mass flow rate through the 

primary are all of them well predicted by the TRACE code along the transient. The pressure 

in the secondary is well predicted, for instance the maximum pressure attained in the 

secondary and the cycling of the safety and relief valves are well predicted by the TRACE 

code. It is also well predicted by TRACE the depressurization rate in the secondary. 

The mass flow rates through the safety and relief valves are a little bit smaller about 0.25 

Kg/s than in the experiment, but Figure 3.47 shows that when the safety and relief valves 

are closed the experimental values have a small mass flow rate through the valves, equal to 

0.25 Kg/s. So the 2.5 Kg/s predicted by TRACE for the mass flow rate through the SR 

valves seems to be correct. The opening and closing times of the SR valves are a bit 

displaced with respect to the experimental ones. 
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CHAPTER 4 

 

STEAM-WATER COUNTERCURRENT FLOW 
PHENOMENON AND ITS MODELIZATION 

 

4.1 INTRODUCTION 

In this chapter our mathematical modelling of a PWR reactor hot or cold leg for the 

steam/water countercurrent flow study is presented. 

In light water nuclear plants, countercurrent flow and thermal stratification can occur in 

some pipes, mainly during the startup and shutdown. However, in our case we will study 

the scenario of an accident of the small LOCA type. 

Since we are studying this LOCA type scenario, and we aim to study a specific period of 

time during this accident, we suppose that a steam/water countercurrent and stratified flow 

is taking place.  

In Figure 4.1 a graphic scheme where all the physical phenomena which are taking place 

and which we are modelling is illustrated: 

 

Figure 4.1 Cold leg physical phenomena during the stratification 
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The model hypothesis as well as the equations used for the modelling of our problem will 

be presented. The mathematical model consists of six conservation equations which are; the 

mass, momentum and energy conservation equations for each phase. Apart from these 

conservation equations for each phase, we have some equations which will be later 

explained, and which are called jump conditions or closure relations. These relations 

connect the steam and liquid conservation equations. These jump relations consist of some 

mathematical equations which assure that the physical discontinuities at the interface, 

which correspond to the interfacial phenomena that can be seen in Figure 4.1, are 

accomplished when solving our problem. 

There are presented the considerations which were made prior to solving our countercurrent 

problem in the next point. Then we present and explain how the conservation equations and 

the jump conditions are obtained. Also all the additional phenomena which have been taken 

into account and calculated in our code, like the heat transfer to the walls and the different 

frictions, are described. 

Thereafter the discretization of the differential equations is presented. 

4.2 CONSIDERATIONS OF THE MODEL 

The main considerations for this model are: 

It is a one-dimensional model. Both phases interchange mass and energy through the 

interface which is supposed to be at the saturation temperature ( )PTT sati = , while the 

steam can be superheated or not, and the liquid is sub-cooled. 

The pressure drops are different for each phase, since liquid and steam are stratified and 

flowing countercurrently. 

Both phases are assumed to be stratified, and the condensation process takes place at the 

interface at saturation conditions. 

Steam can condense also on the tube walls. 
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4.3 CONSERVATION EQUATIONS 

In this section the conservation equations which have been implemented in the code are 

deduced. These equations are then used to solve the steam-water countercurrent flow in the 

hot or cold leg of a PWR reactor. Since the model is 1D, it won't have the capability to 

predict axial temperature profiles at the liquid layer. However depending on the interfacial 

and the wall temperature, below the interface, a liquid temperature profile will be assumed. 

Proceeding in this way, we will achieve an estimation of the thermal stratification in the 

pipes. 

4.3.1 LOCAL AND INSTANTANEOUS CONSERVATION 
EQUATIONS 

The conservation equations are the starting point for biphasic systems analysis. These 

equations are presented for each phase separately and in Cartesian geometry. 

We start here by presenting the conservation equations applied to an infinitesimal volume 

and at an instant of time. These are the governing equations for a viscous fluid flow (in our 

case, biphasic flow), and they are called local and instantaneous conservation equations. 

They are expressed in general by using the subscript k, which represents the liquid (k=l), or 

the steam (k=g). 

 

� MASS CONSERVATION EQUATION 

 

( ) 0=⋅∇+
∂

∂
kk

k u
t

rr
ρ

ρ
  k=l,g                                    (4.1) 

where kρ is the density of the phase k, and ku
r

is the velocity of the phase k in the time 

instant t and in the considered point. 

Since Equation 4.1 is a local and instantaneous equation for each phase at a given point and 

it is only applicable to open domains in space, there is no mass generation rate per unit 

volume. 
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What we have just said means that Equation 4.1 is applicable to each phase just up to the 

interface. Therefore, at the interface, the density, velocity, and energy suffer an abrupt 

change and it is necessary to specify conservation equations in order to mathematically 

simulate these singularities at the interface. These equations are called the jump conditions. 

We need to introduce here the concept of interface. The interface is an imaginary surface 

between the steam and liquid phases through which the phases interchange mass, 

momentum and energy. By supposing that the interface IA between the steam and the water 

phases moves with a velocity iu
r

, which depends on the considered time instant and 

position, then the mass flow from one phase to the interface, must equal the mass flow from 

the interface to the other phase. This conservation equation at the interface is expressed as 

follows: 

( ) 0ˆ
,

=⋅−∑
=

k
glk

ikk nuu
rr

ρ     (4.2) 

Let's notice that the unitary vectors lg nandn ˆˆ  point out to opposite directions for the liquid 

and steam phases. 

 

 

Figure 4.2 Unitary vectors gn̂ and ln̂ in an arbitrary point of the liquid-steam 

interface 
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� MOMENTUM CONSERVATION EQUATION 

 

( ) ( ) kkkkk
kk Tguu

t

u trrrrr
r

⋅∇+=⋅∇+
∂

∂ ρρρ
         (4.3) 

where gk

r
ρ is the momentum source due to gravity, and kT

t
 is the stress tensor due to 

pressure and the shear stress due to the viscous tension, i.e.: 

kk IpT τ
ttt

+−=      (4.4) 

where kτ
t

 is the viscous shear stress tensor of the phase k, where the tension ( )knt ˆ
r

 in an 

arbitrary point of the interface with unit vector kn̂  is given by: 

 

( ) kkkkkkk nnpTnnt τ
ttr

⋅+−⋅= = ˆˆˆˆ     (4.5) 

 

In this case, the jump conditions consist of supposing that in every point of the interface, 

the momentum flow rate from one phase to the interface equals the momentum flow rate 

from the interface to the other phase plus the exerted tensions by the phases at both sides of 

the interface. This condition can be expressed as follows: 

( ) ∑∑
==

=⋅+⋅−−
glk

kkkikk
glk

k Tnnuuu
,,

0ˆˆ
trrr

ρ    (4.6) 

Basically, this means that when integrating the overall interfacial area, the momentum rate 

that one phase loses goes to the other. 

 

� ENERGY CONSERVATION EQUATION 

 

( ) ( ) kkkkkkkkk
kk quguTque

t

e ′′′+⋅+⋅⋅∇+′′⋅∇−=⋅∇+
∂

∂
&

rrtrrrvr
ρρ

ρ
  (4.7) 
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where, kq ′′r is the heat flux received or released through the boundary surfaces, kk uT ⋅⋅∇
tr

is 

the rate of work done by the pressure and viscous forces, kk ug
rr

⋅ρ is the rate of work done 

by the gravity forces, and kq ′′′& is the generated heat rate inside the volume. 

Let's remember that the stored energy per unit mass ( KgJ / ) is given by: 

zguee kkk ++′=
2

2

1
    (4.8) 

where ke′ is the internal specific energy. 

In this case, the jump conditions express the fact that the energy transported by convection 

and the work done, through the interface, that wins or loses one phase equals the energy 

that the other phase loses or wins respectively. This can be expressed as follows: 

 

( ) ( ) 0ˆˆˆ
,,,

=⋅−−⋅+⋅′′− ∑∑∑
===

k
glk

ikkkkk
glk

k
glk

k nuueuntnq
rrrrr

ρ   (4.9) 

where ( )knt ˆ
r

 is the stress vector as defined in Hetsroni´s book, page I-9, see Equation (4.5). 

4.3.2 3D AVERAGED CONSERVATION EQUATIONS 

Now well, the equations that all the thermal-hydraulic codes use, and which we are going to 

use in this thesis, are always time and space averaged equations. In these equations, a 

double space and time average (Ishii 1975) or a space average and an "ensemble average" 

(Banerjee 1980) is performed on the local and instantaneous equations. The mathematical 

development of the time and space averaging is fully explained in Appendix G. 

 

We are introducing here a few definitions before continuing. 

Let's suppose that we have a volume V with two phases, as is shown in Figure 4.3. 
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Figure 4.3. Occupied volume by phase k at the time instant t in the volume element V  

 

Now, let's consider the characteristic function for the phase k, defined as follows: 

( )
krif

krif
trX k ∉

∈
= r

r
r

0

1
,     (4.10) 

We define the mean volumetric fraction for the phase k, in the volume V , centered at r
r

 

( ) ( )
( )

( )
V

trV
dV

V
dVtrX

V
tr k

trVV
kk

k

,1
,

1
,

,

r
rr

r
=== ∫∫α   (4.11) 

where the symbol represents the space averaging of a variable. 

Now well, the volume fraction also changes with time. That's why we define the time 

averaging of the magnitude (4.11) as: 

( ) ( )∫=
T

kk dttr
T

tr ,
1

,
rr

αα     (4.12) 

where the symbol represents the time averaging of a variable, and T is a time interval 

centered in t, i.e.: 
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







+−

2
,

2

T
t

T
t     (4.13) 

 

This averaging leads us to the so called macroscopic equations, which are presented next. 

In these equations all the magnitudes are averaged magnitudes. For the sake of simplicity 

we have omitted the averaging symbol in the conservation equations. 

 

� MASS CONSERVATION EQUATION 

 

Here the time and space averaged mass conservation equation is presented: 

( ) ( )
{

32

1

kkkk
kk u

t
Γ=⋅∇+

∂

∂
4434421

rr

43421

αρ
ρα

  k=l,g         (4.14) 

where kα is the averaged volume fraction of the k phase, kρ is the density of the phase k, 

ku
r

is the velocity of the phase, and: 

1)
( )

t

kk

∂

∂ ρα
: Is the rate of change of the stored mass per unit volume in an arbitrary 

position and time instant of the domain. 

2) ( )kkk u
rr

αρ⋅∇ : Is the mass flow rate through the fluid element faces. 

3) kΓ : Is the mass generation rate per unit volume for the phase k that can be positive or 

negative. 

In the further conservation equations, when separating the conservation equations for each 

phase, we will use the following definitions of volume fraction: 
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- Steam volume fraction: 

αα =g      (4.15) 

- Liquid volume fraction: 

ααα −=−= 11 gl     (4.16) 

 

where we say thatα is the steam volume fraction and hence, α−1  is the liquid volume 

fraction. 

 

Finally, by inserting the previous definitions in Equation (4.14), the averaged mass 

conservation equations used in the thermal-hydraulic codes for both phases are: 

 

Liquid phase 

( )( ) ( )( ) lll
l u

t
Γ=−⋅∇+

∂
−∂ rr

αρρα
1

1
    (4.17) 

 

Steam phase 

( ) ( ) ggg

g
u

t
Γ=⋅∇+

∂

∂ rr
αρ

ρα
     (4.18) 

being gΓ the steam generation rate per unit volume at point r
r

. 

As it is explained in Appendix G, the mass jump condition can be expressed as: 

lg Γ−=Γ     (4.19) 

Hence, Equations (4.17) and (4.18) can be combined in one single equation, where the mass 

conservation for the total mass is given by: 
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( )( ) ( )( ) 01
1

=−+⋅∇+
∂

−+∂
llg

lg
u

t

rr
αραρ

ρααρ
   (4.20) 

� MOMENTUM CONSERVATION EQUATION 

 

Here the time and space averaged momentum conservation equation is presented: 

 

( ) ( )
{ { 321

rrr

43421

r

43421

tr

321

r

44 344 21

rrr

43421

r

876
5432

1

kikkwkikkkkkkk
kkk uFFg

kk
Puu

t

u T Γ++=−⋅∇−∇+⋅∇+
∂

∂ ρατααραρα
 

(4.21) 

where kα is the averaged volume fraction of the k phase, kρ is the density of the phase k, 

ku
r

is the velocity of the phase k, T

kτ
t

is the Reynolds viscous shear stress tensor for the k 

phase, and: 

 

1)
( )

t

u kkk

∂

∂
r

ρα
: Is the rate of change of the stored momentum per unit volume in an 

arbitrary position and time instant of the domain. 

2) ( )kkkk uu
rrr

ρα⋅∇ : Is the momentum flow rate through the fluid element faces. 

3) Pk ∇
r

α : Pressure drop in the element of fluid. 

4) T

kkτα
tr

⋅∇ : This term is the rate of change of the momentum per unit volume due to the 

viscous shear stress. 

5) g
kk
r

ρα : Is the rate of change of the momentum per unit volume due to the gravity 

forces. 

6) kiF
r

: Is the rate of change of the momentum per unit volume due to the friction between 

phases kiF
r

. 
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This term is produced due to the fact that the liquid and the steam move at different 

velocities, what produces a frictional shear stress that causes the steam to be slowed down 

by the liquid and the liquid dragged by the steam since the steam velocity is higher than the 

liquid one, and inversely if the liquid velocity is higher than the steam one. 

∫ ⋅=
IA

kkki dSn
V

F ˆ1 τ
tr

    (4.22) 

7) kwF
r

: Is the rate of change of the momentum per unit volume due to the friction with the 

walls kwF
r

. 

∫ ⋅=
kwA

kkkw dSn
V

F ˆ1 τ
tr

    (4.23) 

8) kik u
r

Γ  is the rate of change of the momentum per unit volume due to the momentum 

interchanged due to the phase change. 

( ) dSnuuu
V

u k

IA
ikkkkik

ˆ1 ⋅−−=Γ ∫
rrrr

ρ    (4.24) 

where kΓ is the mass generation rate per unit volume of the phase k, andkiu
r

the velocity of 

the phase k at the interface. 

The integration of the jump condition all along the interfacial area, leads us to the following 

expression: 

ligi FF
rr

−=     (4.25) 

In the momentum conservation equation and also in the following energy conservation 

equation, we are assuming that PPk = . This yields the pressure to be the same for both 

phases. This is because we are supposing that we have a homogeneous flow, i.e. we are 

analyzing a volume where the phases are mixed and, where we have volumetric weighted 

properties for every phase. However this assumption is not true for stratified flow. 

Finally, the averaged 3D mass conservation equations normally used in thermal-hydraulic 

codes are: 
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Liquid phase 

( )
( ) lglg

l

i

l

lll uuuu
c

puuu
t

rrrrrrrrr
−−

−
+∇−=∇⋅+

∂

∂

ραρ 1

1
 

( )
( )

( )
guu

c
uu ll

l

wl
lg

l

g rrrrr
+

−
−−

−

Γ
−

−

ραρα 11
  (4.26) 

 

Steam phase 

( ) lglg

g

i

g

ggg uuuu
c

puuu
t

rrrrrrrrr
−−−∇−=∇⋅+

∂

∂

αρρ

1
 

( ) guu
c

uu gg

g

wg
lg

g

g rrrrr
+−−

Γ
−

+

αραρ
  (4.27) 

 

where: 

[ ]0,max gg Γ=Γ
+

   (4.28) 

[ ]0,min gg Γ−=Γ
−

   (4.29) 

 

� ENERGY CONSERVATION EQUATION 

 

Here the time and space averaged energy conservation equation is presented: 

      
( ) ( ) ( )

{
6

5

4

3

2

1

ik

k

k
kikkkkkkkk

kkk q
P

euP
t

Pue
t

e
&

44 344 21

4434421

rr

43421
44 344 21

vr

43421

+













+Γ+⋅∇−

∂

∂−=⋅∇+
∂

∂

ρ
ααρα

ρα
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{ 321

&&

87

kkwk qq ′′′++ α  (4.30) 

where ke is the stored energy per unit mass in the fluid element, and: 

1)
( )

t

ekkk

∂
∂ ρα

; is the stored energy rate of change per unit volume (
3

/ smJ ) in an arbitrary 

position and time instant of the domain.  

2) ( )kkkk ue
vr

ρα⋅∇ : This term when integrated over V, is the energy flow rate through the 

fluid element faces. 

3) kt
P α

∂
∂− : Is the loss of energy per unit volume due to phase expansion. 

4) ( )kk uP α⋅∇−
r

: Is the work done by the pressure due to expansion. 

5)













+Γ

k

k
kik

P
e

ρ
: Is the variation of stored energy due to mass transfer between phases. 

6) ikq& : Is the rate of heat per unit volume interchanged between the interface and the phase 

k. 

7) wkq& : Is the rate of heat per unit volume interchanged between the phase k and the walls. 

8) kk q ′′′&α : Volumetric source of energy in the fluid element. 

 

By integrating the jump condition of the energy equation with respect to the interfacial area 

IA contained in the fluid element volume (neglecting the work done by the viscous forces) 

we get: 

 

( ) ( )∫∫ =+−⋅′′+⋅′′−
II A

lolgog
A

ggll dSmhmhdSnqnq 0ˆˆ &&
rr

   (4.31) 

where: 
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 ( ) kikkk nuum ˆ⋅−=
rr

& ρ     (4.32) 

 kkok Peh ρ/+=      (4.33) 

 

Thence we can write the jump condition equation as follows: 

( ) 0=Γ+Γ+′′+′′
gogiloli

I
gili hh

V

A
qq &&    (4.34) 

By using in Equation (4.26) the mass jump condition, i.e.  lg Γ−=Γ we can say that: 

( )
( )Vhh

Aqq

oliogi

Igili

g

−

′′+′′
−=Γ

&&
    (4.35) 

Finally, in order to obtain the 3D energy conservation equations for the internal energy, we 

subtract from (4.30), the kinetic energy equation. This last equation is obtained multiplying 

each momentum component equation by kju  and summing up the three resulting equations.  

After some calculus it is obtained: 

 

Liquid phase 

 

( )( ) ( )( ) ( ) ( )( )lllll
ll uP

t
Pue

t

e rrrr
ααρα

ρα
−⋅∇−

∂

∂−=′−⋅∇+
∂

′−∂
− 111

1
 

 lildlilwl hqqq ′Γ++++ &&&  (4.36) 

Steam phase 

( ) ( ) ( ) gigdgigwggggglg

gg
hqqquP

t
Pue

t

e ′Γ++++⋅∇
∂

∂−=′⋅∇+
∂

′∂
− &&&

rrrr
αααρ

αρ
 

(4.37) 
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4.3.3 1D AVERAGED CONSERVATION EQUATIONS 

Since our code is a 1D code, we must first obtain the averaged 1D equations from the 

previous 3D averaged equations. We can find this development at the "Handbook of 

multiphase systems by Ged Hetsroni ", or in the book "Thermo-fluid dynamics of two-

phase flow" by Mamoru Ishii. 

� MASS CONSERVATION EQUATION 

We assume both phases as separated as we can see in the next figure, where we show an 

V∆ of the pipe with cross sectional area )( xA : 

 

 

Figure 4.4 Countercurrent separated flow 

 

 Then, we apply the continuity equation for the k phase at the volume kV∆ as follows: 









∆
+









∆
−









∆
=









∆

k

kkk

V

VVV

in        

mass Generated

  torate flow

 mass Outgoing

  torate flow

 mass Incoming

in  stored Mass

  theof change of Rate

 

where kV∆  is the occupied volume by the k phase. 

 

Steam phase: 
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( ) ( ) )()(
)(

xAuxA
xt

xA
ggg

g Γ=
∂

∂+
∂

∂
αρ

αρ
            (4.38) 

where t is the time (s), )( xA  is the cross sectional area of the pipe (
2

m ), ρg is the steam 

density (
3

/ mKg ), gu  is the steam velocity ( sm / ), Γg is the condensation rate per unit 

volume (
3

/ smKg ). The g subscript refers to the steam phase, and x represents the x 

direction which corresponds with the axis of the pipe. 

 

Liquid phase: 

 

( )( ) ( )( ) )()(1
)(1

xAuxA
xt

xA
lll

l Γ=−
∂
∂+

∂
−∂ αραρ

                             (4.39) 

where t is the time (s ), A is the cross sectional area of the pipe (
2

m ),  ρl is the liquid 

density (
3

/ mKg ), lu  is the liquid velocity ( sm / ), lΓ  is the liquid mass generation rate 

per unit volume (
3

/ smKg ). 

 

The equations (4.38) and (4.39) assume the jump condition. 

                                                               

( ) ( ) 0ˆˆ =⋅−−⋅−− ∫∫ lI

A
illgI

A
igg ndAuundAuu

II

rrrr
ρρ                  (4.40) 

where IA is the interfacial area in the volume V∆ . 

i.e. the mass flow rate lost by one phase is won by the other. 

Let's introduce now some definitions: 
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( ) dAnuum g
A

igggi

I

ˆ⋅−= ∫
rr

& ρ     (4.41) 

Is the steam mass flow rate crossing the interface. Notice that gim& is positive when there is 

condensation, and negative when there is evaporation. Therefore the condensation rate at 

the interface is defined as gicondgi mm &= . Now the evaporation rate per unit volume is 

defined to have a positive sign when we have evaporation, so we write taking into account 

(4.41): 

Igigig amm
V

′′′′′−=−=Γ &&
1

    (4.42) 

Notice that gΓ  is negative when there is condensation. This means that the vapour phase 

loses steam. 

where, Ia ′′′ is the interfacial area concentration (m-1) in the considered volume, and is 

defined as follows: 

  



=

∆

∆
==′′′ −1intint

)()(
m

xA

P

xxA

xP

V

A
a

erferfI
I    (4.43) 

Now, we must say that the condensation mass flow rate that is simulated in our CC code, 

includes the steam condensation at the interface, and also the steam condensation at the 

wall of the pipe where there is only steam phase due to having a separated flow. 

gwgigg mmVm &&& +=Γ−=    (4.44) 

where gim& is the steam condensation at the liquid/steam interface, and gwm&  is the steam 

condensation or evaporation at the steam pipe wall. 

As we already said, the jump condition in the continuity equation means that: 

lg Γ−=Γ     (4.45) 

where, gΓ is the steam condensation rate per unit volume (
3

/ smKg ), and lΓ is the liquid 

mass generation rate per unit volume (
3

/ smKg ). 
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� MOMENTUM CONSERVATION EQUATION 

A scheme of the forces and shear stresses that are actuating in the volumeV∆  is shown in 

Figure 4.5. 

 

Figure 4.5 Forces and shear stresses scheme in the volume V∆  

 

We apply the momentum conservation for the k phase, to the kV∆  volume as follows: 
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Next we define the friction stresses of the steam and liquid with the walls: 

gggggw uuf ρτ
2

1=  and llgllw uuf ρτ
2

1=   (4.46) 

The interfacial stresses are defined by the expressions: 

( )
ilgilggigi uuuuf −−= ρτ

2

1
 and ligi ττ −=   (4.47) 

Concerning the liquid we notice that for the wall we have, xlwlw e
)r

ττ −= , with 0>lwτ , and 

since 0>lu , this term contributes to decelerate the liquid. The term of the interfacial shear 

stress is, xlili e
)r

ττ −= , with 0>liτ  and also contributes to decelerate the liquid. 
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Steam phase: 

 

( )( ) ( )( ) ( ) ( )[ ]kg

g

gigigwgw

gggg uxA
x

P
xAPP

x

xAu

t

xAu
Γ+

∂
∂

−−−
∂

−=
∂

∂
αττ

αραρ 2

 

 ( ) θαρ cosxAgg+       (4.48) 

where, the variable gwτ represents the steam viscous shear stress at the wall defined 

previously, giτ  represents the interfacial shear stress at the interface steam-liquid that tends 

to slow down the steam, gP  is the pressure of the steam, Ag is the steam transversal area, g 

is the gravity acceleration and Γg is the condensation rate per unit volume (Kg/sm3). 

Due to that the pipe is horizontal, 90=θ , the gravity force doesn’t act in this direction and 

the momentum equation results into the following one: 

( )( ) ( )( ) ( ) ( )[ ]kg

g

gigigwgw

gggg uxA
x

P
xAPP

x

xAu

t

xAu
Γ+

∂
∂

−−−
∂

∂
−=

∂
∂

αττ
αραρ 2

  

(4.49) 

where; 

( )[ ] =Γ kg uxA     
( )
( ) 0

0

<ΓΓ

>ΓΓ

ggg

glg

ifuxA

ifuxA
   (4.50) 

 

Liquid phase: 

 

As in the steam phase, the gravity term doesn’t appear because we are considering a 

horizontal pipe. 

( )( ) ( )( )
gigilwlw

ll PP
x

xAu

t

xAu
ll ττ

αραρ
++

∂

−∂
−=

∂

−∂ )(1)(1 2

       

( ) ( )[ ]kl
l uxA

x

P
xA Γ+

∂

∂
−− )(1 α    (4.51) 
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where: 

( )[ ] =Γ kl uxA     
( )
( ) 0

0

>ΓΓ

<ΓΓ

ggl

gll

ifuxA

ifuxA
   (4.52) 

 

� ENERGY CONSERVATION EQUATION 

 

The energy conservation equation is applied to the control volume shown in Figure 4.6: 

 

Figure 4.6 Scheme of energy sources at the volume kV∆  
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Steam phase: 

 

( )( ) ( ) ( )( ) gigwggagggagg qqxAu
x

PxAeu
x

xAe
t

′+′+
∂

∂−
∂

∂−=
∂

∂
&&ααραρ )(         

 
( )( ) ( ) gigg hxA

t

xA
P Γ+

∂

∂
−

α
  (4.53) 

 

where age ( KgJ / ) is the internal energy stored in the steam, gwq′&  is the heat removed from 

steam through the walls ( mW / ), giq′&  is the heat removed from the steam through the 

interface ( mW / ), gwP  is the contact perimeter steam-wall (m ), and erfPint  is the 

interfacial steam-liquid perimeter (m ). 

 

Liquid phase: 

 

( )( ) ( ) ( )( ))(1))(1()(1 xAu
x

PxAeu
x

xAe
t

llalllall
ααραρ −

∂

∂−−
∂

−∂=−
∂

∂
          

   
( ) ( )( ) ( ) lilllilw hxA

t

xA
Pqq Γ+

∂

−∂
−′+′+

α1
&& (4.54) 

Considering the energy equation, we can truly say that the interchanged energy in the 

interface is conserved. This means that the energy interchange through the interface surface 

is zero, what can be expressed as follows: 

( ) ( ) 0ˆˆˆˆ =⋅′′−⋅′′−⋅−−⋅−− ∫∫∫∫
IIII A

ll
A

gglil
A

Illgig
A

Igg dAnqdAnqdAhnuudAhnuu
rrrrrr

ρρ    (4.55) 

From this expression and taking note of the definitions of Γg and Γl, and the 

equality lg Γ−=Γ , we get an expression to obtain Γg: 
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   (4.56) 

We present in Table 4.1 a resume of the 1D averaged conservation equations for each 

phase: 

Table 4.1 Resume of the 1D averaged conservation equations 
MASS CONSERVATION EQUATIONS 

 

Liquid phase: 
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Steam phase: 
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Liquid phase: 

( )( ) ( )( )
gigilwlw

ll PP
x

xAu

t

xAu
ll τταραρ

−−
∂
−∂−=

∂
−∂ )(1)(1 2

( ) ( )[ ]kl
l uxA

x

P
xA Γ+

∂

∂
−− )(1 α  

Steam phase: 

( )( ) ( )( ) ( )
x

P
xAPP

x

xAu

t

xAu g

gigigwgw

gggg

∂
∂

−−−
∂

∂
−=

∂
∂

αττ
αραρ 2

 

( )[ ]kg uxAΓ+  

ENERGY CONSERVATION EQUATIONS 

 



Chapter 4 

 

 4_23 

Liquid phase: 

( )( ) ( ) ( )( ))(1))(1()(1 xAu
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PxAeu
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llalllall
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( ) ( )( ) ( ) lilllilw hxA
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Steam phase: 
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PxAeu
x

xAe
t

′+′+
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∂
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4.4 DISCRETIZATION OF THE EQUATIONS 

Once we have obtained the differential equations for our problem, they have been 

discretized in order to transform them from a differential equation into an algebraic 

equation whose unknown variables in our case are: glglgl TTPPuu ,,,,, . 

We might say at this point that we will have two different systems of equations, one for 

each phase, with three equations (mass, momentum and energy), for each one. They will be 

solved separately and they are coupled through the interfacial heat, the condensate mass 

and the interfacial friction. 

The discretization of the differential equations can be made by two methods; explicit and 

implicit. In the explicit methods the value of the unknown variables matrix at the new time 

step are calculated from the variables at the previous time step. The advantage of this 

method is that the solution is obtained with a minimum number of arithmetic operations at 

each time step. However this advantage is affected by the stability and convergence 

conditions which impose severe restrictions to the maximum time step to choose. 

The implicit methods normally have pentadiagonal, tridiagonal or bidiagonal unknown 

variables matrices. As we will later see, the CC code solves a tridiagonal matrix. The 

advantage of this type of discretization method is that it has no time step limitation. 
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In our CC model we will solve the mass and energy equations with an implicit method and 

the momentum equation with a semi-implicit one. We will do a velocity correction by the 

pressure variations, so the method to solve the problem in semi-implicit and its main 

restriction is the courant limit: 

 1≤
∆
∆=
x

tu
Courant     (4.57) 

In order to discretize the equations a finite control volume has been used. This technique 

was introduced by Mc Donald in 1971 and Mc Cormack and Paullay in 1972 in order to 

solve the Euler equations. In this technique the conservation equations are directly 

discretized in a determined physical space. Figure 4.7 shows the finite volume used in the 

discretization. Now we will describe the grid made for the discretization. 

 

Figure 4.7 Grid for the problem 

4.4.1 GRID DESCRIPTION 

The space domain has been divided in small parts shown in Figure 4.6 (continuous lines). 

Those domains are the ones where the conservation equations are discretized, and the 

variable values are calculated in the centre of them. The velocities are calculated at the 

faces of the cells. This is the reason why it is needed to construct an auxiliary grid and to 

displace it from the other (the discontinuous lines). So we have one grid for the mass and 

energy equations (continuity cells) and another for the momentum equation (momentum 

cells).   
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4.4.2 DISCRETIZATION OF THE MASS CONSERVATION 
EQUATION 

To discretize the mass conservation equation we integrate the Equation (4.38) in the 

volume kV∆  shown in Figure 4.3. We must remark that when discretizing all the gas and 

liquid areas i.e. AAg α=  and ( )AAl α−= 1 , both the continuity cell and the momentum 

cell ones are discretized explicitly. 

 

Steam phase: 

We integrate the steam mass conservation equation with respect to the time between the 

time steps t  and tt ∆+ , and it is also integrated with respect to the X coordinate that 

represents the length of the continuity cell, between the coordinates Xj-1/2 and Xj+1/2. 
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)()(
)(

αρ
αρ

   (4.58) 

The superscripts t and tt ∆+  indicate that the variables are calculated at the time steps t  

and tt ∆+  respectively. 

Let’s analyze each term separately: 

For this first term we assume that the variablesgρ and gA , are at the control volume we are 

integrating, constant and equal to the value in the centre of the continuity cell. The area is 

supposed as constant for the considered time step, so, it appears as a constant, and its value 

is updated at the end of each time step. This assumption for the value of the area will also 

be made in all the further integrations. 
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(4.59) 
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In this second term, we have the convective fluxes at the faces of the continuity cell.  

So we notice that we need to evaluate the value ofgρ , gA  and gu at the faces of the cell. 

The convective term when it is discretized yields: 
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x j

tt
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t

gg
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tt
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t
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−
∫ ∫

2/12/1

2/1

2/1

ρρρ  

(4.60) 

Now we are going to integrate the condensation rate term. We suppose the condensation 

rate as constant in all the cell and equal to the value at the centre of it. We have the same 

for the value of the interfacial perimeter. 

One thing that we must notice here is that the condensation term is discretized implicitly. 

For the semi-implicit resolution of the momentum conservation equation as we will see at 

sections 5.2 and 5.4 for the liquid and the steam phases respectively, the condensation term 

is considered as explicit, otherwise we couldn’t have cleared up the corresponding velocity 

at t+∆t. 

( ) tt
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tt
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j

j
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2/1

2/1

   (4.61) 

Finally we get the following algebraic expression: 
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Liquid phase: 

Analogously for the liquid phase, we get: 

( ) ( )[ ] ( )( ) ( )( )[ ] tuAuAxA j
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llj
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t
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jl
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jl
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4.4.3 DISCRETIZATION OF THE MOMENTUM CONSERVATION 
EQUATION 

The momentum equation is integrated similarly to the mass equation one, but we must 

observe that the momentum cell is displaced with respect to the continuity one. So what we 

have is that the limits of this cell will be j  and 1+j .  

 

 

Steam phase: 

We integrate the steam momentum conservation equation with respect to the time between 

the steps t  and tt ∆+ , and it is also integrated with respect to the X coordinate that 

represents the length of the momentum cell between the nodes jX and 1−jX . 
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−α  (4.64) 

Let’s analyze each term separately: 

When discretizing the rate of momentum change, we estimate the value of the variables 

ggg Au ,,ρ as constant in the considered control volume, and equal to the value at the centre 

of the momentum cell. 
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For the convective momentum through the faces of the momentum cell, we get the values at 

j  and 1+j  as follows: 
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Now we integrate the viscous shear stress at the wall and at the interface. We consider the 

friction factor and the perimeter as constant in the momentum cell and equal to the value at 

2/1−j . 

( ) txuufPdxdtP t
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t
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j
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1 2
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                              (4.67)  
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  (4.68) 

              

We have to make a distinction here. The momentum interchange between phases depends 

on the relative velocity. 

In our main case, in which we are trying to study the countercurrent flow, the steam flows 

countercurrently to the liquid, and for solving the equations, we consider the liquid velocity 

in the downstream direction to be positive, and when solving the steam equations we 

consider the steam velocity to be positive too in the downstream direction for the steam, 

which is, opposite to the liquid downstream direction. So, the contribution to the steam 

momentum by the liquid is: 
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(4.69) 

This term diminishes the amount of countercurrent flow momentum of the steam. 

When flowing cocurrently, the steam condensation adds momentum to the liquid phase, and 

when flowing countercurrently, the steam condensation takes momentum from the liquid. 

Now we have the pressure gradient term. As we are integrating in the momentum cell, we 

get the pressure difference between j  and 1−j . 
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             (4.70) 

We can see that the pressure gradient is discretized explicitly, because the momentum 

equation is solved with a semi-implicit method. 

The last term is the integration of the momentum change due to the interfacial 

condensation. We have the value of the condensation rate at the centre of the cell, so, at 

2/1−j ; 
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We substituted [ ]ku by gu since we are assuming here that condensation is taking place. In 

this case [ ] ggkg uu Γ=Γ  with 0<Γg and 0<gu . 

Here we have the termgΦ , which is negative as we will see in Appendix B. As the steam 

velocity is negative in the x direction, the whole term is positive what means that the steam 

condensation takes negative momentum from the steam. 

 

Finally we get the following algebraic expression: 
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Liquid phase: 

Analogously for the liquid phase, we get: 
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We must note here that, in the interfacial momentum term for the liquid phase, we have 

here the steam density. This is because this term has to be the same one for both phases, 

and actuating as opposed to the corresponding phase flow. 

4.4.4 DISCRETIZATION OF THE ENERGY EQUATION 

To discretize the energy conservation equation we integrate Equations (4.52) and (4.53) in 

the volume  kV∆  shown in Figure 4.5. The cell in which we integrate these equations is the 

continuity cell. 

Steam phase: 

We integrate the steam energy conservation equation with respect to the time between the 

steps t  and tt ∆+ , and it is also integrated with respect to the X coordinate that represents 

the length of the continuity cell between the nodes 2/1−jX  and 2/1+jX . 
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∂−′−′− α
&&  (4.74) 

So we get: 
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Now we will analyze each term separately: 

In the first term we suppose that the values of the variables agg e,ρ  and gA  are constant 

and equal to the value at the centre of the cell in the considered control volume: 

( )( ) ( ) ( ) xAeedtdxxAe
t

t

jg

t

jagg

tt

jagg

j

j
agg

tt

t

∆




 −=

∂

∂ ∆+
+

−

∆+

∫∫ ρραρ
2/1

2/1

                       

(4.75)            

The convective term is discretized semi-implicitly as we can see below: 
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The following term represents the time variation of the steam expansion in the continuity 

volume. We integrate it implicitly: 
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Now we will discretize the heat transfer to the wall and the interfacial one. As we see we 

will integrate these terms implicitly: 
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We will discretize now the energy loss term due to the condensation, so, because of the 

phase change of the steam: 
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The last term is the change of the steam energy due to the change of the volume. As the 

variation of the liquid or steam volume does not vary very much for one time step in the 

countercurrent cases that we are studying, this term is equaled to zero 

The value of the areas and the rest of geometrical variables will be updated at the end of 

each time step. 

In the case of a big increase of the liquid area as in the case of having a HPI (high pressure 

injection) in the middle of the pipe, as in the test 1.2 of the ROSA facility, we cannot make 

this term zero, and we have to take into account the area as another unknown variable in the 

iterative process.  
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Finally we get the following algebraic expression: 
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Liquid phase: 

Analogously for the liquid phase, we get: 
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4.5 CLOSURE OR CONSTITUTIVE EQUATIONS 

As we saw before, the general conservation equations are those called local and 

instantaneous conservation equations. Due to the fact that the contour between phases 

changes with time, we necessarily have to do a time and space averaging in order to obtain 

the final 1D equations that we will use. In this thesis we necessarily will lose information 

that has to be compensated with additional relations at the contours of the phases so as on 

the inside. Those relations are called closure or constitutive relations and they naturally 

appear in multi-phase flows theory. 

The main constitutive relations in our CC model are the interfacial heat transfer, the 

interfacial mass transfer and the interfacial friction. 

4.5.1 INTERFACIAL AND WALL FRICTION 

We will firstly define the expressions for the wall viscous shear stress for both phases, and 

the viscous shear stress for the interface with the liquid and steam phases. In order to have 

the proper signs for the interface with these equations we set: 

 gwggggw fuuρτ
2

1=  , lwllllw fuuρτ
2

1=   (4.84) 

 ( ) gilglggigi fuuuu −−= ρτ
2

1
    (4.85) 

ligi ττ −=     (4.86) 

In order to evaluate those expressions when discretizing the momentum equation, we need 

the value for the friction factor coefficients for each phase and the interface. The discretized 

viscous shear stresses are: 

( ) x
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jgwgxjgwjgw euufe
))r

2/12/12/12/12/1 2

1
−
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−−−− −=−= ρττ                (4.87) 

We can observe in Figure 4.7 that the steam shear stress with the wall is positive in x 

direction, and since the steam is flowing countercurrently, it will take momentum from the 

steam as it flows downstream. 
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−−−− −=−= ρττ                      (4.88) 

We can observe in Figure 4.7 that the liquid shear stress with the wall is negative in x 

direction, and since the liquid is flowing to the x direction, hence, it will take momentum 

from the liquid as it flows downstream. 
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We can observe in Figure 4.7 that the steam interfacial shear stress is positive in x 

direction, and since the steam is flowing countercurrently, it will take momentum from the 

steam as it flows downstream. 
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We can observe in Figure 4.8 that the liquid interfacial shear stress is negative in x 

direction, and since the liquid is flowing with the x direction, hence, it will take momentum 

from the liquid as it flows downstream. 

 

 

 

Figure 4.8 Scheme o the shear stresses for the liquid and for the steam 
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We can find several different definitions of the friction factor. We will use the most 

commons, which use the Reynolds number. So we can have two different expressions 

depending on the Reynolds value, and hence, the flow regime: 

 

Wall friction factor: 

For laminar regime we will use: 

   
k

kwf
Re
64=                            2300Re <k                            (4.91) 

If we have a turbulent regime flow, we use the Blasius [1] equation: 

 

25.0Re079.0 −= kkwf            2300Re >k                         (4.92) 

 

Interfacial friction factor: 

For the interfacial friction factor we will use, among the correlations we can find in the 

literature, the Kim et al. 1985 [38] correlation: 

021.0Re1014.0
5

+⋅=
−

Lkif     (4.93) 

This correlation was developed specifically for steam-water countercurrent flow in a duct. 

This friction factor is obtained from pressure losses, and hence, the corresponding fanning 

friction factor in order to obtain the interfacial shear stress is: 

 

4

021.0Re1014.0
5

+⋅=
−

L

kif         (4.94) 

4.5.2 STEAM MASS CONDENSATION 

In the CC code there has been simulated as the interfacial condensation as the steam 

condensation at the steam wall.  

We define gΦ  as the condensation mass for one cell and one time step (Kg). 
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From now on, we will express with the term gΦ the condensation at the liquid-steam 

interface, and the condensation at the wall, i.e.: 

 

gwalligg Φ+Φ=Φ     (4.96) 

4.5.2.1 INTERFACIAL CONDENSATION 

As it was deduced by making an energy balance at the interface, the mass transfer between 

phases will be calculated and implemented as can be seen in the following equation: 
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gig hh

QQ
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−
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−=Φ 
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


    

    (4.97) 

  ilig Φ−=Φ      (4.98) 

where gili QQ ,  are the heat transfer (J ) interchanged with the interface, for the liquid 

( liQ ), and for the steam (giQ ) during one time step inside one cell,gih  is the steam 

enthalpy ( KgJ / ) and lih  is the saturated liquid enthalpy ( KgJ / ). 

Here we can observe as the interfacial condensation during one time step is inversely 

proportional to the latent heat, this is, to the released heat when phase changes from steam 

to liquid, and directly proportional to the heat transferred between phases.  

In order to calculate this interfacial heat transfer, we consider an interface between phases, 

which we consider to be at the saturated temperature at the steam pressure. So, the steam 

and the liquid interchange heat with this interface at the saturation temperature.  

 ( ) ( ) ( )gIlili stmA
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′′= 2

2
&    (4.99) 
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Therefore, when discretizing, the term igΦ  it is calculated to give us the interchanged mass 

between phases in Kg. 

In Appendix D, it is explained the calculation of the mass condensation at the interface and 

its derivatives, which will be needed, to solve the system of equations (mass and energy) 

which is explained in Chapter 5. 

4.5.2.2 STEAM WALL CONDENSATION 

In Appendix E it is explained with more detail how it has been calculated the condensation 

at the pipe wall. 

However, the steam mass condensation at the wall is directly proportional to the 

interchanged heat with the wall, and inversely proportional to the latent heat. 

ligi

gw
ggwall hh

Q
K

−
=Φ 







     (4.101) 

where gwQ  is the heat interchanged (J ) with the pipe wall, gih  is the steam enthalpy 

( KgJ / ) and hli is the saturated liquid enthalpy ( KgJ / ). 

( ) ( )satvwverfgw TThtxPJQ −∆∆= int    (4.102) 

where satvT  is the saturation temperature at the steam pressure, and wvT  is the wall 

temperature, h is the condensation heat transfer coefficient at the pipe walls explained in 

Appendix C. 

4.5.3 INTERFACIAL HEAT TRANSFER 

When solving the equations system, we need the interfacial heat transfer to evaluate the 

coefficients of the matrix to be solved. We also need the derivatives of the heat transfer 

with respect to the pressure, temperature and the pressure differences for each phase. 
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As we saw in the previous point, we have two interfacial heat transfers. One represents the 

heat interchange between the interface and the steam bulk, and another between the 

interface and the liquid bulk. 

The expression for the liquid interfacial heat transfer is as follows: 

 ( ) tTThAQ lsatilili ∆−= int  (J)    (4.103) 

The expression for the steam interfacial heat transfer is as follows: 

 ( ) tTThAQ gsatigigi ∆−= int  (J)    (4.104) 

gT  is the steam temperature (K) at the corresponding pressure, lT  the liquid temperature 

( K ) in the centre of the node, satiT  is the interface temperature which is saturated at the 

steam pressure. 

Different correlations will be used for calculating the interfacial heat transfer for the liquid 

and the steam.  

The well known Dittus-Boelter correlation [112] willl be used for calculating the heat 

transfer from the steam to the interface as a turbulent flow and a forced convection heat 

transfer mode for the steam is supposed: 
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Different correlations will be used for calculating the heat transfer from the liquid to the 

interface, which have the following pattern: 
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where intlh  is the liquid interfacial heat transfer coefficient ( 2Km/ºW ), intgh  is the steam 

interfacial heat transfer coefficient ( 2Km/ºW ), Kl is the liquid conductivity ( 2Km/ºW ), 

Kg is the conductivity of the steam ( Km/ºW ), Dhl is the liquid hydraulic diameter (m ), 

Dhg is the steam hydraulic diameter (m ), Re is the Reynolds number, Ja is the Jakob 

number, and Pr is Prandtl number.  
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For the interfacial heat transfer from the liquid to the interface, we can use different 

correlations, where c1, c2, c3, c4, c5, are different constants which change depending on 

the flow regime we are studying, the pipe inclination, etc. 

We show the definitions for these dimensionless numbers below: 
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In Appendix C, it is explained how the interfacial heat transfer for each node, and the 

derivatives that we need in order to solve the system of equations are calculated, as we will 

explain in Chapter 6. 

4.6 HEAT TRANSFER TO THE WALL 

When solving the equations system, we need the heat transfer to the wall to evaluate the 

coefficients of the matrix to be solved. We also need the derivatives of the heat transfer 

with respect to the pressure, temperature and the pressure differences for each phase. 

As the phenomenon is different at the steam wall than at the liquid wall, due to the 

condensation, we are going to explain them separately.  

4.6.1 LIQUID WALL HEAT TRANSFER 

The expression for the heat transferred with the wall at the liquid phase is as follows: 

 ( ) tTThAQ lmlwlwlwlw ∆−=    (4.110) 
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where, lwA is the area of the liquid in contact with the wall, lwh is the convective heat 

transfer coefficient, lwT is the temperature of the wall in contact with the liquid, and lmT is 

the mean liquid temperature at the bulk. 

For calculating the convection to the wall, two different correlations will be used. The 

Dittus-Boelter and the Grashof one. When solving the liquid-wall heat transfer the one that 

gives the higher value will be taken. 
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In Figure 4.9 the thermal resistances that we have at the liquid wall are presented: 
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Figure 4.9 Heat transfer resistances scheme for the liquid wall 
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where, lwh  is the convective heat transfer coefficient ( KmW
2

/ ) for each phase, ah is the 

convective heat transfer coefficient ( KmW
2

/ ) for the exterior, kθ is the phase angle at this 

dx (rad), R is the pipe radius (m ), wK  is the wall conductivity, ht is the wall thickness, 

and r1 and r2 are, the inner and outer radius respectively. 

4.6.2 STEAM WALL HEAT TRANSFER 

The expression for the heat transferred with the wall at the steam phase is as follows: 

( ) tTThhAQ gmigcond_wgsens_wgwgwg ∆−+= 






   (4.117) 
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where, gwA is the area of the steam in contact with the wall, senswgh _ is the convective heat 

transfer coefficient, condwgh _ is the condensation heat transfer coefficient at the steam-wall 

zone, igT is the temperature at the interface between the steam and the condensate film and 

gmT is the mean steam temperature at the bulk. 

The heat transfer equation for the steam phase is somehow different to the liquid phase due 

to having condensation at the wall. Then, we have a different way of transmitting the heat. 

So, we have two parallel processes at the condensate film boundary layer to the steam, 

which are, convection and condensation, as can be observed in Figure 4.10: 

 

As we can observe in Figure 4.9, we have different thermal resistances. We first have two 

parallel thermal processes, which are the sensible heat due to convection to the condensate 

film, and the condensation term.  

In order to calculate the convective heat transfer to the wall (sensible heat), we will use two 

different correlations. The Dittus-Boelter, and the Grashof one. We will take the one that 

gives us the higher value. 

 

Figure 4.10 Heat transfer resistances scheme for the steam wall 
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where the dimensionless numbers are defined as:  
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For the condensation heat transfer coefficient, we will use a self-deducted equation which 

we obtained from making a mass and energy balance at the steam fraction wall, which is: 
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Equation (123). Mean condensation heat transfer coefficient 

 

In Appendix C it is explained how the condensation mean wall heat transfer coefficient for 

the steam is calculated, and the derivatives that we need to solve the system of equations, as 

we will explain in Chapter 5. 

We hence have three different thermal resistances at the steam wall. These resistances are: 
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condensateR : 

It represents the thermal resistance due to the conduction heat transfer through the 

condensate film at the steam wall. 

As we know, TKmWq ∇−=′′
r

& )/( 2 (Fourier law). So, in the radial direction, we can 

approximate this as; 
δ
T

KAWq
∆−=)(& , where δ is the thickness of the condensate film. The 

thermal resistance for the condensate film will be: 
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    (4.124) 

 

wallR : 

This thermal resistance represents the conduction heat transfer through the wall as it is 

obtained for a cylindrical pipe wall: 
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xterioreR : 

This thermal resistance represents the convection heat transfer to the exterior. As we 

already know, TAhq ∆⋅⋅−=& , and hence, the thermal resistance is: 
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Finally we get the wall global thermal resistance for this dx piece of pipe. The expression is 

as follows: 
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At the next point, it is explained how it is iterated in order to get the interfacial temperature 

at the condensate film boundary limit and thus the steam wall heat transfer is calculated 

with the following equation: 

 ( ) tTThhAQ gmigcondwgsenswgwgwg ∆−+= 








__    (4.128) 

4.6.3 WALL TEMPERATURES AND LUMPED THERMAL 
RESISTANCE COEFFICIENT 

In order to calculate the heat transfer to the walls, it is necessary to determine the wall 

temperatures. The reason is, because the convection heat transfer coefficients (for sensible 

heat or condensation) depend on the phases properties, and these properties depend on the 

phases temperatures, which depend on the heat transfer to the walls. So, every variable is 

dependant on the others as a loop. Hence, the only way for solving this is by means of an 

iteration process, and reaching a converged value for the wall temperatures and thermal 

resistance coefficient. 

As in the previous point, the liquid and steam are explained separately. 

4.6.3.1 LIQUID PHASE 

Firstly, we need the value for the convective heat transfer coefficient to the wallwkh . This 

will be the one as we said in the previous point. This is, we take the higher value between 

the Dittus-Boelter and the Grashof one. 

 

 








Km

W
hlw 2

     (4.129) 

 

Secondly, we need the thermal resistance for this dx piece of pipe. It is as follows: 
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( )

( ) dxhtRdxK

rr

hdxR
R

ahlwlwll
W

K
l +

++=








θθθ
1/ln1 12

  (4.130) 

 

where, lwh  is the convective heat transfer coefficient ( KmW
2

/ ) for each phase, ah is the 

convective heat transfer coefficient ( KmW
2

/ ) for the exterior, kθ is the phase angle at this 

dx (rad ), R is the pipe radius (m ), kK  is the phase conductivity, ht is the wall thickness, 

and 1r  and 2r  are, the inner and outer radius respectively. 

In order to make an iterative process we first make an energy balance at the wall as follows: 

 ( )
l

alm
llwlmlwlw R

TT
dxPTThqd

−=−=&    (4.131) 

From this energy balance, we can iterate and obtain the liquid wall temperature. 

A flow chart of the iterative procedure is shown in Figure 4.11: 
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Figure 4.11 Iterative procedure for finding the liquid wall temperature 

In words; 

First, we assume a wall temperature. Then the termskwh and kR  are calculated. From 

Equation (4.128) we get a new value for the wall temperature:  

lwll

a
lm

lwll

lw hdxPR

T
T

hdxPR
T +








−=→ 1

1   (4.132) 

Now the obtained value is compared with the assumed one and, in case of being bigger, we 

take this new value as the wall temperature and then we go back to the first step. 
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This iterative process is continued till we reach a converged value for the wall temperature 

and the thermal resistance coefficient. 

4.6.3.2 STEAM PHASE 

For the steam phase, the procedure is exactly the same. The difference is that, the heat 

transfer coefficient at the wall changes due to the wall condensation. 

So we have; 

( )
( )

( ) dxhtRdxK

rr

dxRKhhdxR
R

ahgwgglcondwgsenswgg
W

K
g +

+++
+

=








θθθ
δ

θ
1/ln1 12

__

 (4.133) 

Then, the energy balance gives us: 

( )( )
g

agm
lgigmcondwgsenswgwg R

TT
dxPTThhqd

−
=−+= __

&   (4.134) 

So, clearing the wall temperature value from Equation 4.131, we obtain: 

( ) ( )condwgsenswggg

a
gm

condwgsenswggg

gi hhdxPR

T
T

hhdxPR
T

____

1
1

+
+














+
−=→  

  (4.135) 
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CONSERVATION EQUATIONS DISCRETIZATION RESUME 

 

Mass conservation equation: 

Steam phase 

( ) ( ) ( ) ( ) tt

jg
j

tt
g

t

gg
j

tt
g

t

gg
t

jg
t

jg

tt

jg tuAuAxA ∆+
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+

∆+∆+
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






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
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



+∆
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 −

2/12/1

ρρρρ      (4.136) 

Liquid phase 

( ) ( )[ ] ( )( ) ( )( )[ ] tt

jlj

tt
l

t
llj

tt
l

t
ll

t

jl
t

jl
tt

jl tuAuAxA ∆+
−
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+

∆+∆+ Φ=∆−+∆− 2/12/1 ρρρρ       (4.137) 

 

Energy conservation equation: 

Steam phase 

( ) ( ) ( ) ( ) ( ) ( )[ ] tAuAuPtuAeuAexAee
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( ) ( ) ( ) tt
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Liquid phase 
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( ) ( ) ( ) tt

jli

tt

jl

tt

jlw

tt

jli hQQ ∆+∆+∆+∆+
Φ+++            (4.139) 

 

Momentum conservation equation: 

 

Steam phase 
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Liquid phase 
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CHAPTER 5 

 

NUMERICAL RESOLUTION AND STRUCTURE OF THE 
CC PROGRAM 

 

5.1 INTRODUCTION 

This chapter presents the numerical resolution of the discretized mass, momentum and 

energy conservation equations, and the incorporation of high precision schemes to the 

general method using limitators. The interpolation method FOU (first order Upwinding) has 

been applied for the calculation of the convective term. In order to evaluate the convective 

terms of the momentum equation we used the QUICKEST (Quadratic Upstream 

Interpolation for Convective Kinematics with Estimated Streaming Terms) method. Both 

methods have been incorporated using a TVD (Total Variation Diminution) scheme called 

ULTIMATE, developed by Leonard [B.P.Leonard]. 

The manner how we are going to find a solution to our problem is by solving two systems 

of three equations for each phase separately which are weakly coupled mainly through the 

areas for each phase and the interfacial terms. Due to having liquid and steam flowing 

countercurrently, we will have two different pressure distributions, two velocity 

distributions, and two temperature distributions, one for each phase. 

We have to remark that the way the countercurrent system is being solved is by solving the 

1D mass, momentum and energy equations for each phase separately. The liquid and steam 

fields have to be coupled in order to correctly model the interfacial discontinuities as we 

explained in Chapter 4. Hence, to correctly predict the liquid and steam velocity, 

temperature and pressure fields, we couple both systems by calculating the interfacial heat 

transfer from the steam to the liquid, the interfacial mass transfer through the interface, and 

the interfacial friction between phases. 
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Another remarkable point we must notice, is that since the steam and the liquid are flowing 

countercurrently, the pressure drops are opposite for the liquid and for the steam. This is 

that the liquid pressure decreases in the liquid downstream direction, and the steam in the 

opposite direction, since it flows countercurrently.  

The method that we will follow to solve each system of equations is the SIMPLE (Semi-

Implicit Method for Pressure Linked Equations) method, as proposed by Suhas V. Patankar 

and Spalding in “Numerical heat Transfer and fluid flow”, 1972. This method consists of 

semi-implicitly solve the momentum equation, and then implicitly solve, the mass and 

energy equations, making actualizations of the pressure, temperature and velocity for each 

iteration. 

As it appears in the Patankar book, the important operations, in order of their executions 

are: 

1. Guess the pressure field p*. 

2. Solve the momentum equation to obtain u*. 

3. Solve the p' equation. 

4. Calculate the new p, by adding p' to p. 

5. Calculate u from its starred value using the velocity correction formulas. 

6. Solve the discretized equation for other variables (temperature in our case). 

7. Treat the corrected pressure p as a new guessed pressure p*, return to step 2 and repeat 

the whole procedure until a converged solution is obtained. 

This is basically the procedure which is performed in our code in order to solve the 

conservation equations. In point 5.2 we explain how we are solving the momentum 

equation in order to obtain a new velocity profile for each phase. In point 5.3 we explain 

how the energy and mass equations are numerically solved in order to obtain the pressure 

corrections, and thence, the new profiles for the velocity, pressure and temperature for each 

phase. 
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When solving a differential equation, there are two methods which can be used. These 

methods are an explicit method and an implicit method. 

Depending on how we make the discretization of the equation, the method would be one or 

the other. 

 

� Explicit method 

Here it will be explained what an explicit method consists on. When solving a partial 

differential equation, we substitute the derivatives by their algebraic differences. We can 

approximate these derivates with these differences in several ways. One would be by 

approximating them using the values of the variables at the actual time step. So, we would 

have an explicit scheme since, we would only have one unknown value, and the rest would 

be evaluated at the actual time step and hence, known. 

For example, when solving: 

2

2

x

U

t

U

∂

∂=
∂

∂
     (5.1) 

We would have a discretization like: 

2

,1,,1,1, 2

h

uuu

k

uu jijijijiji −++ +−
=

−
   (5.2) 

where the index i denotes the spatial discretization and the index j denotes the time 

discretization; being h the space step and k the time step. 

An example is illustrated in Figure 5.1 for showing a better comprehension. 
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Figure 5.1 Representation of the explicit scheme 

 

� Implicit method 

A partial differential equation can also be solved by substituting the derivatives by 

differences at the time step 1+i  , and hence, we have a discretized scheme where the 

value we are looking for depends on the values at the actual time step, which are known, 

and on the neighbour values which are unknown. 

 

For example, when solving: 

2

2

x

U

t

U

∂

∂=
∂

∂
     (5.3) 

We would have a discretization like: 











 +−

±
+−

=
− −++−++++

2

,1,,1

2

1,11,1,1,1, 22

2

1

h

uuu

h

uuu

k

uu jijijijijijijiji
 (5.4) 

An example for showing a better comprehension is illustrated in figure 5.2. 
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Figure 5.2 Representation of the implicit scheme 

The explicit and implicit schemes have different behaviours when solving them. An explicit 

method is strongly restricted by the Courant number: 

1<
∆

∆=
x

tu
C      (5.5) 

In order to relax the explicit restrictions, a semi-implicit method is used when solving the 

momentum conservation equation in the SIMPLE method, as we will see in point 5.2. 

The implicit schemes are more stable, and this is because the mass and energy equations are 

solved by using an implicit scheme, as we will see in point 5.3. 

In order to numerically solve the conservation equations, we need first to define some 

functions where, all the terms are put in one hand side and so, every function is set to zero. 

These functions come from the mass conservation equations for the liquid and the steam 

(4.13, 4.14), the momentum conservation equation for the liquid and the steam (4.22, 4.23) 

and the energy conservation equation for the liquid  and for the steam (4.32, 4.33). 

We define here three functions; 1kF , 2kF , 3kF , for the mass, energy and momentum 

respectively for each phase k (k=l,g), which we will solve in order to get the solution for 

ku ,
kT ,

kP . 
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� Mass conservation equation: 

( ) ( )[ ] ( )( ) ( )( )[ ] tuAuAxAF j
tt

k
t

kkj
tt

k
t

kk
t
jl

t
jk

tt
jkk ∆−+∆−= −

∆+
+

∆+∆+
2/12/11 ρρρρ

0=Φ− ∆+ tt

jk    k=l,g  (5.6) 

� Energy conservation equation: 

=2kF  
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tt
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� Momentum conservation equation: 

=3kF  
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t
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jkk utAPP
j

          k=l,g                          (5.8) 

In the momentum equation there are some terms where the subscript is not k and it is g or l. 

These terms are;  
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- The interfacial friction; the steam density it is considered for calculating the interfacial 

friction term. Then we have the relative velocity between the steam and the liquid, which is 

the source of interfacial friction. 

- The momentum transfer due to the interfacial condensation. It is evaluated as the mass 

generation of the phase k multiplied by the steam velocity, because the steam is the phase 

which is condensing and losing momentum due to phase change. 

5.2 SEMI-IMPLICIT RESOLUTION OF THE MOMENTUM 
EQUATION 

As can be seen in Chapter 4, the momentum equation was discretized semi-implicitly. 

Every time step and in the Newton-Raphson iteration procedure, the obtained velocities are 

also updated due to the changes that the new pressure distributions induce.  

We are trying here to solve the momentum equation and obtain a new velocity profile. 

Since the momentum cell is displaced from the continuity one, and by making a 

reformulation of the method by Raithby [W.J. Minkowycz], we must guarantee that the 

continuity equation is accomplished in the momentum cells, as it is accomplished in the 

continuity cells too. This is because the mass fluxes that appear in the momentum equation 

must be known. 

In order to assure this condition in the momentum cells, the mass conservation equation is 

discretized in a momentum cell. Hence, we obtain a mass conservation equation, where the 

convective terms are taken at the faces of the momentum cells, i.e. the centres of the 

continuity cells. 

=1kF  

( ) ( )[ ] ( )( ) ( )( )[ ] tuAuAxA j

tt
k

t
kkj

tt
k

t
kk

t

jk
t

jk
tt

jk ∆−+∆− −
∆+∆+

−−
∆+

− 12/12/12/1 ρρρρ  

02/1 =Φ− −
t

jk                      k=l,g                                                                        (5.9) 

The first step we have to do in order to follow the SIMPLE method is to guess a pressure 

field. This is made in our code by establishing initial conditions for each phase. The second 

step is to get the velocity at the time step n+1 from the momentum equation. 
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In order to being able to treat both equations together, we multiply the mass conservation 

equation ( 1kF ) by tt
jku ∆+
− 2/1 (implicit velocity of the phase k, at the centre of the momentum 

cell). This is made so that the resulting equation has momentum units, and we can operate 

this equation jointly with the momentum conservation function 3kF . 

( ) ( )[ ] xuAFu tt

jk
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jk
t

jk
tt

jkk
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jk ∆−= ∆+
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∆+
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                k=l,g                                  (5.10)
 

As we already said, 1kF equals zero, and hence, 12/1 k

tt

jk Fu ∆+
− , equals zero too. 

We now make the next subtraction; 0312/1 =−
∆+

− kk
tt

jk FFu . This makes the momentum 

equation to accomplish the continuity equation too in the momentum cell. 

We can observe in the discretization of the momentum equation in the Chapter 4, that the 

convective term is estimated at t+∆t, which is multiplied by the velocity again in t+∆t in 

different faces. So we approximate; tt
jk

t
jk

tt
jk

tt
jk uuuu ∆+∆+∆+ ⋅≈⋅ , and we take the velocity 

in t+∆t as the velocity in t. Hence, we have the following equation: 
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jjk utAPP k    k=l,g                  (5.11) 

We obtain here an equation where the explicit velocity appears here to be a constant, so we 

can directly clear the implicit velocity at tt ∆+  as follows: 

 

B

A
u tt

jk =∆+
− 2/1     (5.12) 

where we define A and B as: 
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j 2/12/12/11 −−−− Φ+∆−−     (5.13) 

 

and: 

( ) ( ) ( ) t
jkj

t
kkkj

t
kkk

t

jkk tAutAuxAB 2/11
2/1 −−

−
Φ+∆+∆−∆= ρρρ  

( ) xtufP t
jk

t
jkwkwk ∆∆+ −− 2/12/1

2

1 ρ  (5.14) 

 

The velocity that is calculated in the Equation (5.12) is not the ultimate one for this time 

step, since it depends on the pressure corrections and is updated every iteration of the 

Newton-Raphson procedure explained in point 5.3. 
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We also need the derivative of the velocity with respect to the pressures difference, for the 

later updating of the velocity and temperature when solving the mass and energy equations 

as we will explain in the point 5.3. 

We can obtain the derivative of the velocity in the momentum face with respect to the 

pressures difference by deriving the Equation (5.12) with respect to the pressures difference 

between the adjacent nodes. As we can observe in Equation (5.13), the only term that 

depends on the pressure difference is the pressure gradient term in the momentum equation. 

So we get that this derivative is: 

( ) B

tA

PP

u t

jk

jkjk

tt

jk ∆−
=

−∂

∂ −

−

∆+
− 2/1

1

2/1
    (5.15) 

5.3 IMPLICIT RESOLUTION OF THE MASS AND ENERGY 
EQUATIONS 

The next step is to solve the discretized mass and energy equations, in order to determine 

the variable values that we still need. The solution of this system of equations will give us 

the value for 
tt

jkP
∆+

and tt

jkT ∆+ in the centre of the continuity grid. We shall say that in the 

mass and energy equations we have the velocities in the faces of the continuity cell, but 

these velocities depend on the pressures difference at the centres of the continuity cells. The 

SIMPLE method of Patankar works by solving the conservation equations obtaining the 

velocity field at the faces by solving the pressures difference at the adjacent nodes, since 

the velocities directly depend on the pressures difference. When solving this equations there 

will appear the convective fluxes at the faces of the continuity cells, and hence we will need 

the velocities in these faces. These velocities used in the actual time step are the ones we 

already calculated in the previous point when solving the momentum equation at the centre 

of the momentum cells, which coincides with the faces of the continuity cells. At each 

iteration, we obtain a temperature and pressure fields, and then, since we used the velocity 

field obtained from the momentum equation as we explained in the point 5.2 for solving the 

mass and energy equations, we need to update the velocity field after doing another 

iteration. This is done each and every iteration as is explained at the end of this point. 
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 This fact leads us to the following system of algebraic equations for each node of the 

continuity grid: 

 

( ) ( )[ ] 0,,, 11 =−− ∆+∆+
+

∆+
−

∆+∆+∆+ tt

jk
tt

jk
tt

jk
tt

jk
tt

jk
tt

jkm PPPPTPF   (5.16) 

2,1=m  

Therefore, we have, for each node, two algebraic equations, two unknowns evaluated at the 

centre of the cell and two pressures evaluated at the neighbor nodes. This system is non-

linear due to the fact that the velocity field is dependant on the pressure and temperature 

fields, and at the same time this pressure field is dependant on the velocity field and the 

temperature field. So, all the variables are interrelated, and it cannot be solved directly, but 

by an iterative procedure. Hence, we will solve it iteratively using the Newton-Raphson 

method. 

We will explain here first how the Newton-Raphson method works for a single 1D 

equation. 

If we are trying to solve the equation ( ) 0=xf  and we cannot obtain the exact solution x  

just an approximationnx  so as hxx n +=  we will get:  

( ) ( ) ( ) ( )
( )n

n
nn

xf

xf
hxfhxfxf

′
−≈⇒′⋅+≈   (5.17) 

so that; 

( )
( )n

n
n

xf

xf
xx

′
−≈     (5.18) 

We get so, the so called Newton-Raphson formula: 

 

( )
( )n

n
nn

xf

xf
xx

′
−≈+1     (5.19) 
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If we construct, by using the Newton-Raphson formula, the succession ( )nx
 
and it 

converges, we will have that xxn =lim , since by applying limits in (5.19): 

 

( )
( )

( ) 0lim
lim

lim
limlim 1 =⇒

′
−=+ n

n

n
nn xf

xf

xf
xx    (5.20) 

always if ( ) 0lim ≠′
nxf , what is accomplished if we demand that the function has one 

unique root in the interval [ ]ba , . 

In Figure 5.3 a geometric scheme of how the Newton-Raphson method works is shown: 

 

Figure 5.3 Newton-Raphson geometric scheme 

 

In the Newton-Raphson method we get more approximated to the root by the calculation of 

the derivatives. We can obtain the linearized system of equation that we need by making a 

Taylor approximation of the system of conservation functions in the same way as for a 

single equation. We cut this development at the first derivative, so we get the following 

system of algebraic equations for each phase k: 
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( ) ( ) ( ) kkknkkkk XXFXFXXF
rrrrrrrr

δδ ′+==+ ln0                 (5.21) 

 

This can be expressed in terms of the Jacobian: 

( )∑
=

−=
4

1p
kkmpkmp XFXJ

r

δ        m=1,2   (5.22) 

 

where: 

( ) ( ) ( )[ ]tt
jk

tt
jk

tt
jk

tt
jk

tt
jk

tt
jkk PPPPTPX ∆+∆+

+
∆+

−
∆+∆+∆+ −−= 11 ,,,

r

  (5.23) 

r

p

r

pp XXX −=
+1

δ      (5.24) 

 

kmpJ are the Jacobian matrix elements for phase k, which are given by: 















∂

∂
=

p

km
kmp

X

F
J  

We calculate the terms of the Jacobians matrix: 

 

( )
kj

kmj

kkm

P

F
mAJ

∂

∂
== 1,1

    m=1,2     (5.25) 

( )
lj

kmj

kkm

T

F
mAJ

∂

∂
== 2,2     m=1,2     (5.26) 

( )











−−∂

∂
−=−=

1

3 3,
jkjk

kmj

kkm

PP

F
mAJ     m=1,2   (5.27) 

( )











+ −∂

∂
−=−=

jkjk

kmj

kkm

PP

F
mAJ

1

4 4,  ,    m=1,2   (5.28) 



Chapter 5 

 5_14 

 

Finally, from 5.13, we obtain the following system: 

=




























∂

∂

∂

∂
∂

∂

∂

∂

∆+∆+

∆+∆+

k

k

tt

jk

k

tt

jk

k

tt

jk

k

tt

jk

k

T

P

T

F

P

F

T

F

P

F

δ
δ

22

11

 

( ) ( )

( )
( ) ( )

( )



















−∂

∂
−

−∂

∂
−

⋅−+





















−∂

∂
−

−∂

∂
−

⋅−+








−
−

+

+
−

−

−
−

jkjk

k

jkjk

k

jkjk

jkjk

k

jkjk

k

jkjk
k

k

PP

F

PP

F

PP

PP

F

PP

F

PP
F

F

1

2

1

1

1

1

2

1

1

1
2

1 δδ   

(5.29) 

 

We can also express it as follows on account of definitions 5.25 to 5.28: 

 

( ) ( )
( ) ( ) =

















k

k

kk

kk

T

P

AA

AA

δ
δ

2,21,2

2,11,1
 

( )
( ) ( ) ( )

( ) ( ) ( )
( )






⋅−+








⋅−+








−− 4,2

4,1

3,2

3,1

5,2

5,1
11

k

k
jljl

k

k
jkjk

k

k

A

A
PP

A

A
PP

A

A
δδ              

(5.30) 

 

Firstly the terms at the left hand side of the equation, i.e. ( ) ( ),2,1,1,1 kk AA  

( ) ( )2,2,1,2 kk AA  are calculated: 

 

We calculate the partial derivatives of the mass conservation equation with respect to the 

liquid pressure and temperature. 
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tt

jk

tt
jk

tt

jk

tt
jkt

jtt

jk

k
k

PP
xA

P

F
A

∆+

∆+

∆+

∆+

∆+ ∂

Φ∂
−

∂

∂
∆=

∂

∂
=

ρ
1)1,1(    (5.31) 

tt
jk

tt
jk

tt
jk

tt
jkt

jtt
jk

k
k

TT
xA

T

F
A

∆+

∆+

∆+

∆+

∆+ ∂

Φ∂
−

∂

∂
∆=

∂

∂
=

ρ
1)2,1(    (5.32) 

We calculate now the derivatives of the energy conservation equation with respect to the 

liquid pressure and temperature: 

x
P

Aex
P

e
A

P

F
A

tt
jk

tt
jkt

jk
tt

jaktt
jk

tt
jalt

jk
tt

jktt
jk

k
k ∆

∂

∂
+∆

∂

∂
=

∂

∂
=

∆+

∆+
∆+

∆+

∆+
∆+

∆+

ρ
ρ2)1,2(  

( ) ( )[ ] t
P

Q
t

P

Q
tAuAu

tt
jk

tt
ik

tt
jk

tt
wk

j

t
k

tt
kj

t
k

tt
k ∆

∂

∂
−∆

∂

∂
−∆−+

∆+

∆+

∆+

∆+

−
∆+

+
∆+

2/12/1   

tt
jk

tt

jtt

jk
tt

jtt
jk

tt
jk

P

h
h

P

k

k ∆+

∆+

∆+∆+

∆+

∆+

∂

∂
Φ−

∂

Φ∂
−  (5.33) 

xA
T

exA
T

e

T

F
A t

jktt
jk

tt
jktt

jak
t
jktt

jk

tt
jaktt

jktt
jk

k
k ∆

∂

∂
+∆

∂

∂
=

∂

∂
=

∆+

∆+
∆+

∆+

∆+
∆+

∆+

ρ
ρ2)2,2(  

 
tt

jk

tt

jtt

jk
tt

jtt
jk

tt
jk

tt
jk

tt
ik

tt
jk

tt
wk

T

h
h

T
t

T

Q
t

T

Q k

k ∆+

∆+

∆+∆+

∆+

∆+

∆+

∆+

∆+

∆+

∂

∂
Φ−

∂

Φ∂
−∆

∂

∂
−∆

∂

∂
−  (5.34) 

 

These coefficients that we just defined represent the elements of the Jacobian matrix, and 

hence, the derivatives of the mass and energy functions with respect to the phase pressure 

and the phase temperature. 

When we derivate with respect to the pressure the mass equation we see that the variables 

that can be derived are, the phase densitykρ , and the mass transfer to the phasekΦ . The 

derivative of the mass transfer is explained in more detail in Appendix B. 
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When we derivate with respect to the pressure the energy equation, we see that the 

variables that can be derived are, the stored energy ake , the phase densitykρ , the heat 

transfer to the walls wkQ , the interfacial heat transfer ikQ , and the work done by the 

volume expansion. 

For the derivatives of the mass and energy functions with respect to the pressure and 

temperature, we have the same terms, with the only difference that for the energy function 

derivative, we don't have the term of the derivative of the volume expansion work because 

it is not dependant on the temperature. 

Now we are going to define the terms ( ) ( )5,2,5,1 kk AA . 

The term )5,1(kA , represent the minus of the mass conservation function evaluated at the 

actual time step (t), so we have: 

=−= 1)5,1( kk FA  

( ) ( )[ ] ( )( ) ( )( )[ ] tt
jkj

tt
k

t
kkj

tt
k

t
kk

t
jk

t
jk

tt
jk tuAuAxA ∆+

−
∆+

+
∆+∆+ Φ+∆−−∆−− 2/12/1 ρρρρ  

 (5.35) 

We might mention here, that the mass conservation equation is discretized implicitly, due to 

that the Newton-Raphson method is based on the calculation of the derivatives to reach the 

converged solution, and so, the condensation rate that here appears is also implicit, i.e. in 

t+∆t. This affects to the terms that appear in the coefficients ( ) ( )2,2,1,1 kk AA , which are 

derivate with respect to tt

jkP ∆+ and tt
jkT ∆+ . 

The term )5,2(kA , represent the minus of the energy conservation function evaluated at the 

actual time step (t), so we have the following expression: 

=−= 2)5,2( kk FA  

( ) ( )[ ] ( )( ) ( )( )[ ] tuAeuAexAee j
tt

k
t

kakkj
tt

k
t

kakk
t
jk

t
jakk

tt
jakk ∆−−∆−− −

∆+
+

∆+∆+
2/12/1 ρρρρ

( ) ( )[ ] ( ) ( ) ( ) tt

jk
tt

jk
tt

jwk
tt

jikj

t
k

tt
kj

t
k

tt
k

tt

jk hQQtAuAuP ∆+∆+∆+∆+
−

∆+
+

∆+∆+ Φ+++∆−− 2/12/1  

 (5.36) 
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We continue with the derivatives with respect to the pressures difference between the 

considered node and the upstream onej ( )tt

jk
tt

jk PP ∆+
−

∆+ − 1 : 

 

( ) ( ) ( ) ( )1

2/1

1

2/1

2/1

1

13,1

−

∆+

−

−

∆+
−

−

− −∂

Φ∂
+∆

−∂

∂
=

−∂

∂
−=

jkjk

tt

jkt
jk

jkjk

tt

jkt
jk

jkjk

k
k

PP
tA

PP

u

PP

F
A ρ       (5.37) 

( ) ( ) ( ) +∆
−∂

∂
=

−∂

∂
−= −−

−

∆+
−

−

−

tAe
PP

u

PP

F
A t

jk
t

jak

jkjk

tt
jkt

jk

jkjk

k
k 2/12/1

1

2/1

2/1

1

23,2 ρ  

( ) ( )
( )( )
( ) ( )111

2/1

1

2/1

−

∆+

−

∆+∆+

−

∆+

−

−

∆+
−∆+

−∂

∂
+

−∂

Φ∂
+

−∂

∂
+∆

−∂

∂
+

jkjk

tt

jwk

jkjk

tt

jk
tt

jk

jkjk

tt

jikt

jk

jkjk

tt

jktt

jk

PP

Q

PP

h

PP

Q
tA

PP

u
P

      (5.38) 

As we can see, the terms that are derivated in the mass conservation equation are the 

convective terms where the velocity in the faces appears, and the mass generation term, 

which has this velocity inside its definition too. 

In the energy function, and when deriving with respect to the pressures difference, we have 

the convective term too, the term due to the volume expansion, the derivate of the 

interfacial heat transfer, and the derivate of the mass generation which is explained in detail 

in Appendix B. 

Now we will obtain the derivatives with respect to the pressures difference between the 

downstream node and the considered one j , ( )tt
jk

tt
jk PP ∆+∆+
+ −1 : 

( ) ( ) ( ) ( )jkjk

tt
jkt

jk

jkjk

tt
jkt

jk

jkjk

k
k

PP
tA

PP

u

PP

F
A

−∂

Φ∂
+∆

−∂

∂
−=

−∂

∂
−=

+

∆+

+

+

∆+
+

+

+ 1

2/1

1

2/1

2/1

1

14,1 ρ  

 (5.39) 

( ) ( ) ( ) tAe
PP

u

PP

F
A t

jk
t

jal

jkjk

tt

jkt

jk

jljk

k
k ∆

−∂

∂
−=

−∂

∂
−= ++

+

∆+
+

+

+

2/12/1

1

2/1

2/1

1

24,2 ρ  
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( ) ( )
( )( )
( ) ( )jkjk

tt

jwk

jkjk

tt

jk
tt

jk

jkjk

tt

jikt

jk

jkjk

tt

jktt

jk

PP

Q

PP

h

PP

Q
tA

PP

u
P

−∂

∂
+

−∂

Φ∂
+

−∂

∂
+∆

−∂

∂
−

+

∆+

+

∆+∆+

+

∆+

+

+

∆+
+∆+

111

2/1

1

2/1
     

(5.40) 

When deriving with respect to the pressures difference between the downstream node and 

the considered one, the terms that appear are the same as in the previous pressures 

difference. 

Now we have defined all the terms of the system of Equations (5.29). 

We proceed here by clearing [ ] 1−
jA from Equation (5.29) we get: 

 

[ ] +








−
−

=






 −

2

11

k

k
j

k

k

F

F
A

T

P

δ
δ

 

( )[ ] ( )

( )
( )[ ] ( )

( )



















−∂

∂
−

−∂

∂
−

−+





















−∂

∂
−

−∂

∂
−

−+

+

+−
+

−

−−
−

jljl

k

jljl

k

jjljl

jljl

k

jljl

k

jjljl

PP

F

PP

F
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PP

F

PP

F

APP

1

2

1

1

1
1

1

2

1

1

1
1 δδ    

(5.41) 

This can be expressed as follows:  

 

( ) ( )jkjkkjkjkkk
k

k PPbPPbb
T

P
−+−+=








+− 14135 δδ

δ
δ rrr

  (5.42) 

 

where we define the vectors: 

[ ] 








−
−

= −

2

11
5

k

k
jk F

F
Ab

r

     (5.43) 
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[ ] ( )

( )








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


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    (5.42) 

[ ] ( )

( )



















−∂

∂
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−∂

∂
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+

+−

jljl

k
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k
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PP

F

PP

F

Ab

1

2

1

1

1
4

r

    (5.43) 

 

We get from Equation 5.42 two linear equations for each cell from here: 

 

( ) ( ) ( ) ( )jkjkkjkjkkkkj PPbPPbbP −+−+= +−







14135 111 δδδ   (5.44) 

( ) ( ) ( ) ( )jkjkkjkjkkkkj PPbPPbbT −+−+= +−







14135 222 δδδ   (5.45) 

 

In the Equation (5.44) we have kPδ  as a linear function of the unknowns ( )1−− jkjk PPδ  

and ( )jkjk PP −+1δ , and thence, we have the pressure in one cell related with the pressure 

in the neighbor cells for each phase.  

The way we are solving this system is by solving first the Equation (5.44) for all the nodes 

of the continuity grid. These equations are assembled and we have a tridiagonal system of 

equations, with dimension NZMAX (maximum number of nodes of the discretized pipe), as 

we see in the next matrix: 
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
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
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δ

 

where the elements of the matrix for each phase are: 

( )13bK =      (5.46) 

( ) ( ) 111 34 +−= bbJ     (5.47) 

( )1
4

bL −=      (5.48) 

( )15bM =      (5.49)
 

These elements are obtained in the subroutine VIMP (subroutine in charge of solving the 

mass and energy functions in our code) and they are stored in the common matrix. This 

matrix is solved in the subroutine TRIDIAG.  

When assembling all equations depending on increment of the pressure in one system of 

linear equations, we get a tridiagonal matrix which elements are: aa, b and c of the page. 

The special case of a linear system is the tridiagonality. This is that, only the elements of 

the main diagonal and two parallel bands are different from zero. This is a common system 

which occurs frequently and can be solved with a LU decomposition. 

The tridiagonal matrix is solved using the subroutine TRIDIAG. This subroutine solves for 

the u vector with a NZMAX length, the tridiagonal system. 

We have added the LAPACK libraries in order to solve the tridiagonal matrix more 

efficiently.  So, in the VIMPL and VIMPV subroutines, we give the corresponding values 

to the matrix T(NZMAX,NZMAX) and H(NZMAX,1). These matrices are the input to the 

LAPACK libraries. 



Chapter 5 

 5_21 

For the resolution of the matrix, as for the liquid and steam separately, we need to multiply 

the inverse matrix by the vectors 7,6,5 bbb
rrr

. This multiplication is made with the LU 

decomposition subroutines: LUDCMP, LUBKSB, obtained from the reference [William H. 

Press]. 

In order to assure the stability of the LU decomposition a partial pivoting (columns 

interchange) is necessary. This partial pivoting is implemented in the subroutines 

LUDCMP and LUKSB in our code. 

The elements of the matrix to be solved are obtained from the VIMP subroutine. This 

subroutine calls to the subroutine LUDCMP using the following arguments: A, NLOG, 

NOHYS, INDX, D. The subroutine replaces the A matrix, by the LU one decomposition. 

NPHYS is the dimension of the matrix. In our case, NLOG and NPHYS equal two. INDX 

is the exit argument of the subroutine. This vector stores the permutation column affected 

by the partial pivoting. The argument D is also an exit of the subroutine LUDCMP which 

has the value of +1 or -1, depending on the number of interchanged columns being even or 

odd. 

The subroutine, in combination with the matrix LUBKSB, obtains the product of the 

vectors b
r

 by the matrix A. this product receives again the name ofb
r

, and the matrix A 

disappears. 

The subroutine LUBKSB is called from the subroutine VIMP with the arguments: A, 

NLOG, NPHYS, INDX and b3, b4 or b5 as necessary. A is the LU decomposition obtained 

with the subroutine LUDCMP. When we solve this system we get the new values for the 

vectors b3, b4 and b5. The obtained values are stored for their future utilization. The first 

values of the vectors correspond to the pressure increments, and they are stored in each cell 

for the resolution of the tridiagonal matrix as follow: 

)1(5 kesimi baa =−     (5.50) 

1)1()1( 56 +−=− kkesimi bbb    (5.51) 

)1(6kesimi bc =−      (5.52) 

)1(7kesimi br =−      (5.53) 
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These values are stored in the common MATRIZ, and i takes the value from 1 to NZMAX. 

At each iteration, we calculate everykjPδ , and in the subroutine BKS, we update the values 

of the rest of the unknowns with the calculated increments. Therefore, for the last r iteration 

we have the value for r
kj

r
kjkj PPP −= +1δ , and so, the value for 1+r

kjP  as the result of the 

th
r Newton algorithm. Once we get the pressure values for the 1+r  iteration, we get for 

the rest of unknown variables: 

 

� From Equation (5.38), we obtain directly the new temperature values at the centre 

of the continuity cells, as follows: 

kj

r

kj

r

kj TTT δ+=
+1

   (5.54) 

� In order to update the velocities for the r iteration, we have to make use of the 

Equation (5.15), and since we have the derivative of the velocity with respect to 

the pressures difference, hence we can directly obtain the variation of the velocity 

due to the pressure corrections as follows: 

 

( ) ( )1

1

2/11
2/1 −

−

∆+
−+

− −⋅
−∂

∂
= jkjk

jkjk

tt

jkr
jk PP

PP

u
u δδδ   (5.55) 

Then: 

( ) ( )1

1
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− −⋅
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r
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r
jk

r
jk PP

PP

u
uuuu δδδ  (5.56) 

5.9 CONVECTIVE TERMS 

The convective terms which appear in the discretization of the mass and energy 

conservation equations, were evaluated using the ULTIMATE-SOU (second order 
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upwinding) method. For the convective terms of the momentum equation, we are using the 

ULTIMATE-QUICKEST method. These methods are explained in Appendix H. 

The SOU (second order upwinding) method is used in our code to calculate the convective 

terms of the mass and energy equations. This scheme is less diffusive than the FOU (first 

order upwinding), but we can have oscillations in the solution. A way of reducing these 

oscillations is by using the ULTIMATE strategy, which is explained in Appendix H. 

In order to reduce the oscillations of the SOU method, in the momentum equations, there 

were developed when studying the computational fluid systems, some so called high 

resolution schemes with convective kinematics, being one of them the QUICKEST method. 

The QUICKEST (Quadratic Upstream Interpolation for Convective Kinematics with 

Estimated Streaming Terms) is used in our code for evaluating the convective terms of the 

momentum equation. 

The QUICKEST and the FOU schemes are used in our code combined with the 

ULTIMATE strategy. 

The ULTIMATE strategy belongs to the TVD (Total Variation Diminution) schemes. 

The ULTIMATE strategy is based on an explicit formulation that uses a Universal 

Limitator. This strategy, expressed by B.P. Leonard, has one simple universal limitator, 

which can be applied to a differences scheme without an order restriction. This limitator 

makes the oscillations vanish without affecting the exactitude of the scheme hoped for. 

5.10 CONVERGENCE ALGORITHM FOR THE BIPHASIC 
SYSTEM AND EQUATIONS LINKAGE 

Here it is explained the procedure that we follow in order to reach the converged solution. It 

has been shown in the previous points how the momentum and the mass and energy 

equations for one time step are solved. Now since we have a two-phase flow where the 

phases are flowing countercurrently and totally separated, we have to operate in a special 

way in order to find the solution. 
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1) First there are set all the initial conditions for the steam and for the liquid phases, so as 

the boundary conditions. 

2) The steam pressure, velocity and temperature distributions for the next time step by 

assuming a constant temperature and velocity fields for the liquid defined as initial 

conditions are calculated. 

 

Figure 5.4 Iteration for solving the steam phase field 

3) Now, a new liquid temperature and velocities distribution for the next time step by 

assuming a constant pressure, temperature and velocity fields are calculated for the steam 

previously obtained for the same time step.  

 

Figure 5.5 Iteration for solving the liquid phase field 

4) Once iterated, the temperature and velocity vectors for the liquid and the steam are 

updated for the next time step with the distributions that we have previously calculated. 

5) Now we jump back to step 2) with the variable distributions that we have just obtained, 

and we go on with this procedure until the converged solution is obtained. 

Therefore we are calculating a transient with given boundary conditions, and so, we finally 

reach a converged solution which will give us a pressure, temperature and velocity 

distribution for the liquid and the steam. 

As for each time step, we solve the system of equations for each phase separately, we need 

for each phase the temperature, and velocity distributions for the other phase in order to 

calculate all the dimensionless numbers and so, the mass and energy transfer between 

phases. In this way, when for one phase we need for example the temperature of the other 
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phase, and noticing that the liquid and the steam flow countercurrently, we couple the node 

i of the phase which we are calculating, with the NZMAX-i one of the other. 

5.11 GEOMETRICAL VARIABLES UPDATING 

For each time step, once the Newton-Raphson algorithm exists for each phase, and before 

step 5) and after step 4) as it is explained in the previous point, the subroutine ACTVAR is 

called. In this subroutine, all the unknown variables ( )ggglll uTPuTP ,,,,,  of our 

problem are updated to the t+1 calculated values. 

In order to solve the energy and mass equations for each phase separately, we avoided 

considering the void fraction in the equations and so, we considered the area constant for 

one time step for each phase. 

In this point at the ACTVAR subroutine, and before continuing with the next time step, we 

need to update the geometrical variables, including the areas for each phase.  

For this we force the system to accomplish the liquid area conservation equation. So, 

calculate the new liquid area, and then the steam area, and all the required geometrical 

variables for our problem. This equation is: 

 

( )
xxx

uA
t

A

inyectl

injection

erfacel

erface

walll

wall
ll

l

∆

Γ
+

∆

Γ
+

∆

Γ
=⋅∇+

∂

∂

_int_

int

_ ρρρ

r
  (5.57) 

 

where wallΓ , erfaceintΓ and injectionΓ are the different sources of liquid mass in (Kg/s). 
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Figure 5.6 Pipe nodalization and liquid area scheme 

 

The 1D equation for the conservation of liquid area, which is obtained from equation (5.50) 
is: 
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 (5.58) 

we will integrate now the Equation (5.51) in the j continuity cell, i.e. between 2/1−j and 

2/1+j . 
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    (5.59) 

We obtain the following discretized equation: 
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  (5.60) 

Clearing the value for the new liquid area value tt

jlA ∆+ : 
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    (5.61) 

Now we get the steam phase area, as follows: 

tt

jl
tt

jg ARA ∆+∆+ −=
2

π     (5.62) 

Now we can calculate the steam void fraction for each cell with the following equation: 

 
2

R

A tt

jg

j

π
α

∆+

=      (5.63) 

Now that we have the new values for the steam volume fraction, we can get the new values 

for all the geometric variables for the liquid and steam phases in every cell of the pipe, at 

the ACTVARPR subroutine. 

It is to be said here that it would be a better solution to include in the unknown variables the 

liquid phase area and iterate with it. Since the duct has a constant area, and the source of 

mass is small for almost all of the cases it hasn't been implemented. The difficulties came 

up when we were trying to reproduce the case where we were taking into account the HPI 

injection in the middle of the pipe as it happens at the ROSA facility.  

This is because in this case we have an extra addition of mass in one cell, due to the HPI 

(high pressure injection), and the code isn't prepared to deal with this problem called “water 

packing” in the literature. For a better simulation of this phenomenon we should have 

reprogrammed the code and included another equation, which would be the liquid area 

conservation equation in the iterative algorithm and modified the solution matrix and all the 

Jacobian coefficients which are involved.  

This is something that should be continued in the future and hence, keep on improving the 

code by the future PHD students that will come up at the Nuclear Engineering Department 

at the Polytechnic university of Valencia. 

5.12 DESIGN AND IMPLEMENTATION OF THE CC CODE 

In this chapter we will describe our CC code and all the subroutines that form it. As we 

already saw in previous chapters, we need to solve the governing equations of a 1D 
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biphasic countercurrent stratified flow. We have programmed this CC problem using the 

FORTRAN 90 programming language, under the tool DIGITAL VISUAL  FORTRAN 

2010. 

We have structured the program using subroutines, which are called from the main 

program. The common variables which are used in the different subroutines, are stored in 

COMMON files which are included in the subroutine by using the sentence INCLUDE. 

Following the main program flow, we firstly initialize the physical and geometrical 

variables, based upon the characteristics and the initial and boundary conditions of the 

problem. After having initialized the problem, we continue with getting a new velocity 

distribution, first for the steam, and then for the liquid, in the subroutines VEFICV and 

VEFICL. 

Once we have the new velocity profile, we continue by solving the mass and energy 

equations for steam and liquid as we explain in Chapter 6. As we saw before, we solve this 

system of equations iteratively. So, we proceed to getting a new pressure, temperature and 

velocity distriburions of the corresponding phase by supposing constant velocities, pressure 

and temperature fields for the liquid phase for every iteration. Once we come out of the 

iterative process for the steam, we do the same with the liquid, supposing now constant the 

velocity, temperature and pressure fields of the steam at each iteration, as previously 

obtained. 

The velocity fields are updated at each and every iteration as follows: 

( )( )
1
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This process is similar to the Patankar SIMPLER method velocity pressure correction. In 

our problem we do this process twice, one for the steam first, and then for the liquid.  
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The obtained velocity, temperature and pressure distributions are cheked to be converged in 

the subroutine CONVERGEV for the steam, and CONVERGEL for the liquid.  

When the problem is converged, for the steam and the liquid, we continue by updating all 

the variables for the steam and the liquid, and then we continue for another time step.   

Hereafter we show a flow chart of the CC code: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 ENTERGEO Here we enter the values of the 
geometric variables. 

       INIT Here we initialize the physical 
variables (UG,UL, PV, PL, TV, TL, 
UGN,ULN, PVN, PLN, TVN, TLN, and 
C1,C2,C3,C4,C5) . 

  CALCVOL 

Here we calculate the rest of 
geometrical variables that we need 
(AREACV,AREACL,AREAMV, 
AREAML,PERMV,PERML,PINTERF
,THETAV,THETAL,DHV,DHL) . 

 INITPHYSL 

 INITPHYSV 

Here we initialize the physical 
properties (EL,HL,RhoL,CpL,CL,  
VisL,BetaL,EV,HV,RhoV,CpV,CV,Vi
sV,BetaV) . 

   BOUNDL 

   BOUNDV 

Here we initialize the boundary conditions at the 
inlet and outlet of the liquid and steam. 

(ULINT, PLINT, TLBC, ALPINT + liquid physical 
properties, 

UGINT, PGINT, TGBC, + steam physical properties). 

START 
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    VEFICV 
Here we solve the steam mass and 
momentum equations in order to get 
the next time step velocity profile and 
its derivatives, UGN, DUGDP. 

    VEFICL 
Here we solve the liquid mass and 
momentum equations in order to get 
the next time step velocity profile and 
its derivatives, ULN, DULDP. 

    VIMPV 
Here we solve the steam mass and 
energy equations in order to get the 
next time step velocity, temperature 
and pressure profiles 

UGN, TGN, PGN). 

    DGESV This subroutine solves the tridiagonal 
matrix of the mass and energy 
equations, with the LAPACK 
libraries. 

      BKSV 
This subroutine updates the velocity, 
temperature and pressure profiles UGN, 
TGN, PGN, at each and every iteration, 
since the algorithm is looking to find the 
root for the system of equations. 

CONVERGEV This subroutine checks if the algorithm 
is converged and the root has been found 
for the tridiagonal matrix. 
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    VEFICL 

Here we solve the liquid mass and 
momentum equations in order to get 
the next time step velocity profile and 
its derivatives, ULN, DULDP. 

    VIMPL 
Here we solve the steam mass and 
energy equations in order to get the 
next time step velocity, temperature 
and pressure profiles 

ULN, TLN, PLN). 

    DGESL This subroutine solves the tridiagonal 
matrix of the mass and energy 
equations, with the LAPACK 
libraries. 

      BKSL 
This subroutine updates the velocity, 
temperature and pressure profiles ULN, 
TLN, PLN, at each and every iteration, 
since the algorithm is looking to find the 
root for the system of equations. 

CONVERGEL This subroutine checks if the algorithm 
is converged and the root has been found 
for the tridiagonal matrix. 

  ACTVAR 

This subroutine updates the velocity, 
temperature and pressure profiles for the 
steam and for the liquid. Also updates 
the geometrical variables for the next 
time step. 
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 INITPHYSL 

 INITPHYSV 

Here we initialize the physical 
properties (EL,HL,RhoL,CpL,CL,  
VisL,BetaL,EV,HV,RhoV,CpV,CV,Vi
sV,BetaV) for the next time step . 

   BOUNDL 

   BOUNDV 

Here we initialize the boundary conditions at the 
inlet and outlet of the liquid and steam for the 
next time step. 

(ULINT, PLINT, TLBC, ALPINT + liquid physical 
properties, 

UGINT, PGINT, TGBC, + steam physical properties). 

       END 

      TIME ≠ TMAX 
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5.12.1 INITIALIZATION 

In order to solve our problem, we firstly need to initialize all the geometrical variables, 

which we will need later. For this issue, we have implemented the subroutine ENTERGEO. 

This subroutine reads the values for the geometrical variables by reading from a file called 

Datostuberia. These geometrical variables are: 

 

In case of a circular duct: 

 

The number of nodes NZMAX. 

The pipe length L. 

The pipe radius R 

The pipe thickness TH. 

The isolation conductivity CONDAISL. 

 

In case of a rectangular duct: 

 

The number of nodes NZMAX. 

The pipe length L. 

The pipe width WD 

The duct Height HTH. 

The pipe thickness TH. 

The isolation conductivity CONDAISL. 

 

So in the code we first call the subroutine ENTERGEO where we will get the value of DZ 

for each cell. Afterwards, we call the subroutine CALCVOL. In this one we get the value 

for the rest of geometrical variables and we store them in the common COMMGEO. 

The variables that we calculate in CALCVOL are: 
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The area of the continuity cells for the steam AREACV. 

The area of the continuity cells for the liquid AREACL. 

The area of the momentum cells for the steam AREAMV. 

The area of the momentum cells for the steam AREAML. 

The contact angle of the steam with the wall THETAV. 

The contact angle of the liquid with the wall THETAL. 

The contact perimeter of the steam PERMV. 

The contact perimeter of the liquid PERML. 

The interfacial contact perimeter between the steam and the liquid phases PINTERF. 

The hydraulic diameter of the steam DHV. 

The hydraulic diameter of the liquid DHL. 

 

The dimension of these vectors is NZMAX+2. The reason for this is that, when using a 

second order upwinding and the quickest schemes to solve our problem, we need to have 

two virtual cells. So, we have two more cells than the total number of cells NZMAX for the 

pipe length. These variables are stored in the common COMMGEO. 

Now we have to set the initial conditions for the problem. This is accomplished by setting 

all the initial values for the variables which we will solve in the problem. So we call the 

subroutine INIT, which reads an already prepared file called COND, which has these initial 

conditions for the problem. These conditions are: 

The initial steam velocity UGI. 

The initial liquid velocity ULI. 

The initial steam pressure PVIN. 

The initial liquid pressure PLIN. 

The initial steam temperature TING. 

The initial liquid temperature TINL. 

The initial steam wall temperature TWINV. 

The initial liquid wall temperature TWINL. 

The initial steam volume fraction ALPIN. 
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All these variables are stored in the common COMPHYS AND COMVEL, and they have a 

dimension of NZMAX. 

We now call the subroutine INITPHYSL and INITPHYSV, in order to initialize the 

thermal-hydraulic properties and the derivatives of all the variables that we will need in 

further calculations for the liquid and for the steam. These variables are stored in the 

common COMPHYS, and they have a dimension of NZMAX +2. 

Now we specify the maximum execution time for the problem TIMMAX, and the time step 

DELTT. 

Before starting to solve our problem, the only thing left to do is to set the boundary 

conditions for the problem. This is done in the subroutine BCNV for the steam, and BCNL 

for the liquid. The reason why we have two different subroutines for the boundary 

conditions is because, the way that we solve our countercurrent flowing steam and liquid 

problem is by solving first the steam, supposing the liquid as constant in the velocity, 

temperature and pressure fields, then updating all the variables for the steam, and then do 

the same for the liquid, supposing now the steam velocity, temperature and pressure fields 

as constant. Then we update the variables for the liquid and now we continue with another 

time step. 

The subroutines BCNV and BCNL, read from a file called BOUND. First the value for the 

variables INLET and OUTLET are read. These specify if the boundary conditions for the 

inlet and the outlet are a pressure condition or a velocity condition. In our case, we have a 

velocity condition at the inlet, and a pressure condition at the outlet. 

We are going to explain now the inlet and the outlet conditions: 

INLET: At the inlet we have a velocity condition, both for the steam and for the liquid. So 

the subroutine reads the value for the inlet velocities, temperatures and pressures for the 

steam and the liquid, and the steam volume fraction. We call then the subroutine PROTER 

to get the thermal-hydraulic properties at the inlet. 

OUTLET: At the outlet, we consider a pressure condition. So the subroutine reads from the 

file BOUND the value for the outlet pressure. Now we call the properties subroutine to get 

the thermal-hydraulic properties at the virtual cell NZMAX+2. Then we calculate the value 
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for the velocity and the derivative of the velocity with respect to the pressure differences at 

this virtual cell NZMAX+2. 

5.12.2 VEFICV AND VEFICL SUBROUTINES 

After we have initialized the problem, we call the subroutines VEFICV (for the steam 

phase) and VEFICL (for the liquid phase). In these subroutines we solve the momentum 

equations and we get a first estimation for the steam and the liquid velocities at the time 

step n+1. This first estimation will be modified later, when solving iteratively the mass and 

energy equations, and obtaining a new pressure field, first for the steam and then for the 

liquid. 

In the subroutines VEFICV and VEFICL we call the subroutines CALCGR and FRICV for 

the steam (VEFICV) and to CALCLR and FRICL for the liquid (VEFICL).  

In the subroutines FRICV and FRICL we calculate the friction factor with the wall for the 

steam ad the liquid, and the interfacial friction factors between phases. 

The subroutines CALCGR and CALCLR, calculate the convective terms for the 

momentum equation( )uαρ  and ( )uuαρ  for every momentum cell of the pipe. This moment 

flux is calculated at the centre of each continuity cell, or what is the same, at the centre of 

each momentum cell. For this calculation we use a second order upwinding scheme, 

combined with the QUICKEST scheme and a TVD (Total variation Diminution) strategy. 

These fluxes that we have calculated, are stored as FUGR(NZMAX+2) and 

FRGR(NZMAX+2) for the steam, and FULR(NZMAX+2) and FRLR(NZMAX+2) for the 

liquid, in the common COMLOC. 

So, in this subroutine, and as we already explained in Chapter 6, we solve the momentum 

and mass equations and we get a new velocity fields for the steam and the liquid. 

Now we will show the flow diagram for the subroutine VEFIC: 
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Figure 5.7 Flow diagram of the subroutine VEFIC 

 

5.12.3 VIMPV AND VIMPL SUBROUTINES 

We firstly need to evaluate the convective terms:  
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ρρ , . We calculate these terms in the subroutines FVAP, FLIQ, FEGN 

and FELN. 

Calculation of the convective flows with the 
subroutines CALCGR, CALCLR 

Calculation of the wall and interfacial friction 
coefficients with the subroutine FRICV, 
FRICL. 

Calculation of the coefficients BRG, BRL, AV, 
AL 

Calculation of the velocity fields, UGN, ULN 
and their derivatives DUGDP, DULDP 
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In the subroutine VIMPV and VIMPL, we call the subroutines FVAP and FLIQ, where we 

calculate the convective terms, 
g

g
ggggg

P

u
AAu

∂

∂
ρρ , and 

l

l
lllll P

u
AAu

∂
∂ρρ ,  respectively. 

Here, we have to calculate these terms at the faces of the momentum cells. How it has been 

already explained, it has been used an ULTIMATE-SOU strategy to get these values. This 

is a combination between the ULTIMATE and a second order upwinding schemes. 

We calculate here the courant number using the steam or liquid velocity at the n+1 time 

step, and then we calculate the value for the indexes CENTRE, UP AND DOWN, where 

the up index is limited to the central one when the physical limits are exceeded. These 

indexes are used to calculate the convective flows and correspond to the ones explained in 

Appendix H. The convective terms are calculated with the ULTIMATE strategy, and stored 

as arrays in the common COMLOC. 

In order to calculate the momentum convective terms, we use the subroutines FVAP and 

FLIQ. For the energy convective terms, we use the subroutines FEGN and FLIQN for the 

steam and the liquid respectively. 

After having calculated the convective terms that we need to calculate the coefficients for 

the Jacobian matrix, using the subroutine VIMPV for the steam, or VIMPL for the liquid, 

we update the thermodynamic properties using the subroutine PROTER. 

Once we have updated the thermodynamic properties, we call the subroutine GAMMAV 

for the steam and GAMMAL for the liquid to get the values for the condensation rate and 

its derivatives. 

Now we call the subroutine CALORV and CALORL, where we calculate the heat transfer 

to the walls and the interfacial one, as the derivatives of these heats with respect to the 

corresponding pressure and temperature. 

After this, and in the VIMPV subroutine, we call the PRESIONDEVAPOR subroutine to 

calculate the steam pressure associated to the liquid temperature, in order to get the limit 

where the steam cannot continue condensing. 
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Now we calculate the coefficients of the Jacobian matrix A(2,2). We invert this matrix and 

we multiply it by A(m,3), A(m,4), and A(m,5), where m takes the values 1 and 2. We do 

this with the subroutines LUDCMP and LUBKSB. 

We evaluate now the vectors 543 ,, bbb
rrr

. With these vectors, as we explained earlier we 

construct the Tridiagonal matrix, which we solve to get the iPδ  values. Then by back 

substitution with Equation (5.38), we get the iTδ  values. 

We solve the matrix with the subroutine DGESV, which is a subroutine from the LAPACK 

library. In order to use this subroutine, we construct a tridiagonal matrix T(nzmax,nzmax) 

and the independent matrix H(nzmax+1,1). 

With the solutions we have obtained we call the subroutine CONVERGEV and 

CONVERGEL, where we see if the solutions we get are converged. If they are converged 

we continue with another time step. If not, we do other iteration. 

With these iPδ and iTδ  values, we proceed updating the temperature, pressure and velocity 

fields and we continue with another time step. 
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CHAPTER 6 

 

RESULTS 

 

6.1 INTRODUCTION 

The main goal of this thesis has been to develop a pseudo 2D steam-water countercurrent 

biphasic code. In this chapter there are reproduced with our CC code some experimental 

studies made in the past, and hence validate it. In the further points, some comparative 

graphs with which we will prove that our CC code provides accurate results for the main 

physical variables are presented.  

At the Polytechnic University of Valencia, an experimental facility is being set up in order 

to obtain experimental data which will be used to study the thermal stratification and the 

countercurrent flow phenomena. This facility will be used to study different thermal-

hydraulic phenomena, as the direct contact condensation in a steam-water countercurrent 

flow.  

This thesis has been the starting point for all the future works which will be performed 

within this facility, and it has helped the work team at the UPV to clarify which will be the 

requirements that will be needed by the facility, and hence design it accordingly. 

Since this facility hasn’t been finished yet, we still don't have self experimental data sets, 

and hence we need to get experimental data from somewhere else in order to validate our 

CC code. 

The manner how our CC code is being validated in this chapter is by reproducing different 

steam-water countercurrent flow experiments which were found through our deep research 

in the literature. In the next point the different experimental data source that have been used 

are enumerated. These are, some scientific papers which experimentally studied the 

countercurrent and direct condensation phenomena, and also the experimental data 
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provided by the HZDR (Helmoltz Zentrum Dresden Rossendorf) obtained at the 

LAOCOON test facility has been reproduced. 

6.2 CC CODE VALIDATION 

As this study starts from the test 1.2 performed with the LSTF Japanese experimental 

facility, which relates to thermal stratification and countercurrent phenomena at the cold leg 

of a PWR nuclear reactor, we first searched at different bases as science-direct, JRC, etc. 

for publications related to steam-water countercurrent flow, and direct contact 

condensation. 

A deep research has been made to find different articles in order to get more data and check 

the predictions made by the code developed for this thesis. In this chapter we will show 

different result comparisons using data obtained from different experiments. These 

experiments which we have used are detailed below: 

 

� Validation 1. The CC code predictions are compared with the data obtained from 

the article:  

Kyung-Won Lee a, In-Cheol Chu b, Seon-Oh Yu c, Hee Cheon No a, 2006 [83].  

 

� Validation 2. The CC code predictions are compared with the data obtained from 

the article: 

I.S. Lim, R. S. Tankin, 1984 [37]. 

 

� Validation 3. The CC code predictions are compared with the data provided by the 

HZDR (Helmholtz Zentrum Dresden Rossendorf). The data were an outcome from 

the so called, LAOCON EXPERIMENTS. 

 

A schematic of the CC code boundary conditions configuration is shown in Figure 6.1. 
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Figure 6.1 CC code boundary conditions configuration 

In order to reproduce the experimental conditions of the following articles which have been 

used to validate our CC code, the boundary conditions that can be observed in the previous 

figure are set in our code. 

As the liquid and steam phase are flowing countercurrently, the outlet and inlet conditions 

are opposite for each phase. The CC code works by establishing an outlet value for the 

pressure and the temperature and an inlet value for the velocity for each phase as the 

boundary conditions for our problem. These values are filled in a table for each case below. 

6.3 VALIDATION 1 

In this first validation, the CC code predictions are compared with the data obtained from 

the article by Kyung-Won Lee a, In-Cheol Chu b, Seon-Oh Yu c, Hee Cheon No a, 2006 

[134], for the set of experimental data that appear there. 

In this article, the interfacial condensation heat transfer for a steam–water countercurrent 

stratified wavy flow in a horizontal and circular pipe was investigated.  

In contrast to the previous work of Chu et al. [I.C. Chu, S.O. Yu, M.H. Chun], 200 0 [114] 

that investigated the interfacial condensation heat transfer in a stratified smooth flow in a 

horizontal pipe, this work performs experiments for steam–water stratified wavy flow, and 

gives comparative results. 

The correlation that will be used for all the cases, both for the smooth cases and for the 

wavy ones, is the one that appears in the Kyoung-Won Lee et al. article [134]. 

The correlation that will be used is the following one: 
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This correlation was obtained by correlating the data sets obtained with the experiment of 

the paper of Kyoun-won Lee, and it was obtained for a wavy interface conditions. 

Depending on the steam velocity the liquid layer interfacial surface can change from 

smooth to wavy, due to the instabilities that may happen. A deep study of the fluid 

instabilities has to be done in order to obtain accurate criteria to establish if instability may 

happen. This specific theme was studied by sir Horace Lamb In the 1879 book 

Hydrodynamics. In chapter IX of this book, it is studied the surface waves at a liquid layer. 

It was also studied by Chandrasekhar in the 1961 book Hydrodynamic and Hydromagnetic 

stability. More theories can be found as the ones by Jeffreys (1925, 1926), Taitel and 

Dukler (1976), Lin and Hanratty (1986), Barnea and Taitel (1993) and Funada and Joseph 

(2001). 

 

Different criteria can be found to determine if a smooth stratified flow is stable or not, as 

this is the phenomenon which we are dealing with in this thesis.  

The classical theory of KH instability of an inviscid fluid may be obtained by 

making 0== LG µµ . After some assumptions we get to the following criterion: 

2/3* α>j  

where ( )GL

GG

gH

U
j

ρρ
ρα
−

=* and 
H

hG=α  being H the channel height. 

More recent studies achieved other criteria as the one of Taitel and Dukler (1976), who 

obtained the following criterion: 
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Jeffreys (1925, 1926) proposed a linear ad hoc theory for the generation of water waves by 

wind as an alternative to the inviscid Kelvin-Helmholtz theory. The criterion was: 
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µ
    (6.3) 

There can be found several more criteria in the literature for the transition from smooth 

conditions to wavy conditions. 

Even though that the Kyoun-Won Lee et al. [134] correlation was developed for a wavy 

interface we will reproduce the smooth conditions implementing the same correlation in our 

code and comparing the liquid bulk temperature results. 

We might say that in this article four liquid bulk temperature distributions along the pipe 

can be found. Two of them are for smooth conditions and two for wavy conditions. We will 

then try to predict these bulk liquid temperatures for these boundary conditions with our 

code, and compare the results with the graphs which appear in the article. 

In Figure 6.2 a schematic of the experimental apparatus used to get the experimental data is 

shown. 

 

Figure 6.2 Schematic of the experimental apparatus of the Kyoun-Won Lee et al. 
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[134] experiments 

 

In the Table 6.1 it can be seen the set of experiments which were made. 

( )CT inf º,  ( )CT ing º,  ( )skgW inf /,  ( )skgW ing /,  fRe  gRe  Ja  
Number 
of data 

25 100 0.08-0.22 0.013-
0.019 

4000-
10000 

12000-
19000 

77.9-180 41 

45 100 0.08-0.22 0.015-
0.018 

4000-
13000 

14000-
17000 

55.2-131 31 

55 100 0.08-0.22 0.015-0.02 4000-
14000 

17000-
23000 

43.5-
99.1 

33 

 Total number of Data    105 

Table 6.1 Test matrix of the experiments 

Figure 6.3 shows the experimental data plotted in the Mandhane’s flow pattern map. They 

comment in the article that visual observations showed that the transition from the stratified 

smooth to the wavy flow occurred when the local steam superficial velocity was greater 

than about 2.5 m/s for the range of the water superficial velocities of 0.01–0.05 m/s. The 

gas superficial velocities required for the transition from the smooth to the wavy interface 

are lower in steam–water experiments than in air–water experiments, because the interfacial 

shear stress in the presence of condensation is increased by the mass transfer. 

 

Figure 6.3 Experimental data plotted in the Mandhane's flow pattern map of the 
experiments performed by Kyung-Won Lee a, et al. 2006 [134] 
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The water layer thicknesses were from 0.013 m to 0.028 m. The ratio of the water layer 

thickness to pipe diameter varied from 0.155 to 0.333, which was much greater than the 

ratio obtained in the previous works for a wide rectangular channel. 

In Figure 6.4 the bulk liquid temperatures are shown for the smooth and wavy cases: 

 

Figure 6.4 Bulk water temperatures along the flow stream of the experiments 
performed by Kyung-Won Lee a, et al. 2006 [134] 

It can be seen as for the wavy cases, the bulk liquid temperature have a higher slope. This is 

because for a wavy case, the interfacial area is bigger than for a smooth case, and hence, the 

interfacial heat transfer and condensation rate on the interfacial surface is also bigger. 

 

Figure 6.5 Effects of the steam flow rate on the interfacial condensation heat transfer 
at the experiments performed by Kyung-Won Lee a, et al. 2006 [134] 
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In Figure 6.5 a map chart can be observed, where the Nusselt number is plotted as a 

function of the Reynolds dimensionless number. It can be observed that it is higher for a 

wavy interface. 

 

SMOOTH CODITIONS 

For smooth conditions we have the following two boundary conditions at the Kyung-Won 

Lee a, et al. 2006 [134] experiments, which will be compared with the results that were 

obtained with our code: 

 

Table 6.2 Smooth conditions at the Kyung-Won Lee a et al. 2006 [134] experiments 
CASE Smooth 1 Smooth 2 

Steam mass flow rate (Kg/s) 0.006 0.006 

Liquid mass flow rate (Kg/s) 0.083 0.15 

Inlet pressure (Pa) 1.01e5 1.01e5 

Inlet Steam Temperature (K) 373.15 373.15 

Inlet liquid temperature (K) 298.15 298.15 

Pipe diameter (m) 0.084 0.084 

Pipe length (m) 2.0 2.0 

 

SMOOTH 1 

In Table 6.3 the boundary conditions as they are set in our CC code for this first case are 

shown: 

Table 6.3 Boundary conditions for the SMOOTH 1 case 
LIQUID PHASE 

1lu  2lT  2lP  

0.101 298.15 1.01e5 

STEAM PHASE 

1gu
 2gT

 2gP
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2.17 373.15 1.01e5 

The liquid temperature data, presented at the Kyung-Won Lee et al. 2006 article [134] for 

the (smooth 1) boundary conditions, are compared with our code results for these boundary 

conditions in Graph 6.6. 

 

Graph 6.6 Liquid bulk temperature distribution for t he smooth 1 conditions 

 

It can be observed in this graph, as the liquid bulk temperature distribution with our CC 

code agrees very well with the experimental results as they appear in the article for the 

smooth 1 case.  

It can be deduced from this graph that the results that our code provides for the liquid bulk 

temperature has a very similar behaviour as the experiment, since both have a very similar 

slope. 

Therefore, we can deduce that the models which were introduced and implemented in our 

code as the correlation for the interfacial heat and mass transfer through the Nusselt 

number, the interfacial friction and the walls condensation model gives accurate results for 

this case. 
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The next two graphs show the steam and liquid pressure drop along the pipe, for the steam 

and for the liquid versus time. We can see that the pressure drop oscillates and soon it 

converges to the final value which is of 3.7 Pa for the steam, and of 12.37 Pa for the liquid. 

  

Graph 6.7 Steam pressure drop Graph 6.8 Liquid pressure drop 

The next two graphs show the maximum value for the mass and the energy function for all 

the pipe discretization nodes. So, if this value falls down to zero, this means that the 

converged solution for the conservation equations has been reached. The Newton-Raphson 

iterative method which we are using works by searching for the roots of the non linear 

system of conservation equations in discretized form. So, as it can be seen in the Figures 

6.9 and 6.10, the problem is completely converged at about 30 seconds. Even so, this case 

was kept on running until the 100 seconds to assure that the problem was converged. 

  

Graph 6.9 Maximum of the mass function Graph 6.10 Maximum of the energy function 
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In Figures 6.11 and 6.12, the steam and the liquid pressure distributions along the pipe 

when they are flowing countercurrently for this case are shown. 

  

Graph 6.11 Steam pressure distribution Graph 6.12 Liquid pressure distribution 

As it can be observed in the previous graphs for the liquid and for the steam, the liquid and 

the steam pressures decrease in opposed directions. This agrees the real behaviour since 

they are flowing countercurrently, and it can be seen as our code is able to predict this 

scenario. 

Every flow stream moves in the direction of a negative pressure gradient, i.e. from where 

pressure is higher to where is lower. So, the liquid pressure decreases in the opposite 

direction as the steam. 

In Figure 6.13 it is displayed the void fraction distribution, and as we can see, it decreases 

along the pipe due to the steam condensation. 
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Graph 6.13 Void fraction distribution 

 

The next two graphs show the temperature distributions for the steam and for the liquid. It 

can be observed that the steam temperature weakly decreases. This decrease is caused 

because of the steam condensation rate. As the steam flows downstream and it condensates, 

the vapour pressure decays and the saturation temperature also does so. 

  

Graph 6.14 Steam temperature distribution Graph 6.15 Liquid temperature distribution 

The next two graphs show the steam and liquid velocity distributions. 
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Graph 6.16 Steam velocity distribution Graph 6.17 Liquid velocity distribution 

It can be appreciated as the steam velocity decreases downstream. This is because of the 

friction with the walls and mainly due to the steam condensation. 

Here below now, we show the interfacial heat transfer distribution, and the liquid 

condensation rate. As we can observe, they have the same shape, as the condensation rate is 

inversely proportional to the interfacial heat transfer. 

  

Graph 6.18 Interfacial heat transferred by 
cell distribution 

Graph 6.19 Liquid condensation rate 

 

In the next graph, it can be observed as the liquid area increases with the direction of the 

liquid flow, because of the steam condensation, which increases the liquid mass along the 

pipe. 
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Graph 6.20 Liquid area distribution Graph 6.21 Steam mass flow rate 
distribution 

 

We can see in this last graph as the steam mass flow rate decreases in the direction of the 

steam as it its flowing countercurrently. 

 

SMOOTH 2 

In Table there the boundary conditions as they are set in our CC code for this case are 

shown: 

Table 6.4 Boundary conditions for the SMOOTH 2 case 
LIQUID PHASE 

1lu  2lT  2lP  

0.182 298.15 1.01e5 

STEAM PHASE 

1gu  2gT  2gP  

2.17 373.15 1.01e5 

 

In Figure 6.22 the liquid temperature graph at the Kyung-Won Lee a, et al. 2006 [134] 

article for the smooth 2 boundary conditions that we have detailed in Table 6.2 is compared 

with our code results for this boundary conditions. 
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Figure 6.22 Liquid bulk temperature distribution for  the smooth 2 conditions 

 

It can be seen at this graph that the liquid temperature distribution obtained with our CC 

code agrees very well with experimental results as it appears in the article Kyung-Won Lee 

a, et al. 2006 [134]. At the final part of the pipe, the difference of the liquid temperature 

between the experimental results and the CC code ones reduces to one degree at 1.4 m and 

this difference is maintained through this final stretch the pipe. 

It can be deduced from this graph that the results that our code provides for the liquid bulk 

temperature has a very similar behaviour as the experiment, since both have a very similar 

slope. 

Therefore, we can deduce that the models which were introduced and implemented in our 

code as the correlation for the interfacial heat and mass transfer through the Nusselt 

number, the interfacial friction and the walls condensation model gives accurate results for 

this case. 

The next two graphs show the steam and liquid pressure drop along the pipe, for the steam 

and for the liquid. We can see that the pressure drop oscillates and soon it converges to the 

final value which is of 4.1 Pa for the steam, and of 12.2 Pa for the liquid. 
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Graph 6.23 Steam and liquid pressure drop 

 

The next two graphs show the maximum value for the mass and the energy function for all 

the pipe nodes. So, if this value falls down to zero, this means that the converged solution 

for the conservation equations has been reached. The Newton-Raphson iterative method 

which we are using works by searching for the roots of the non-linear system of 

conservation equations in discretized form. 

As it can be seen in Figures 6.23 and 6.24, the problem is completely converged. 

  

Graph 6.23 Maximum of the mass 
equations 

Graph 6.24 Maximum of the energy 
equations 

 

Below the steam and the liquid pressure evolutions along the pipe is shown. 
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Graph 6.25 Steam pressure distribution Graph 6.26 Liquid pressure distribution 

It can be observed that the steam pressure diminishes from the right side (inlet of the steam) 

to the left side, due to the interfacial friction, the friction with the walls, and the steam 

condensation. 

Here next, the void fraction distribution is displayed, and as it can be seen, it decreases 

along the pipe due to the steam condensation. 

 

 

Graph 6.27 Void fraction distribution 

 

The next two graphs show the temperature distributions for the steam and for the liquid. 
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Graph 6.28 Steam temperature 
distribution 

Graph 6.29 Liquid temperature 
distribution 

The next two graphs show the temperature distributions for the steam and for the liquid. It 

can be seen that the steam temperature weakly decreases. This decrease is caused because 

of the steam condensation rate. As the steam flows downstream and it condensates, the 

vapour pressure decays and the saturation temperature also does so. 

The next two graphs show the steam and liquid velocity distributions. 

 

  

Graph 6.30 Steam velocity distribution Graph 6.31 Liquid velocity distribution 

 

Hereafter the interfacial heat transfer distribution and the liquid condensation rate are 

shown. As we can see they follow the same shape, as the condensation rate is inversely 

proportional to the interfacial heat transfer. 
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Graph 6.32 Interfacial heat transfer 
distribution 

Graph 6.33 Liquid condensation rate 

We point out that the increase in the liquid temperature is produced by the steam 

condensation along the pipe. 

In the next graph, it can be seen that the liquid area increases in the direction of the liquid 

flow, because of the steam condensation, which increases the liquid mass along the pipe. 

 

  

Graph 6.34 Liquid area distribution Graph 6.35 Steam mass flow rate 
distribution 

It can be seen in Graph 6.35 as the steam mass flow rate decreases in the direction of the 

steam as it its flowing countercurrently. 

WAVY CONDITIONS 

For the wavy conditions we have the following battery of conditions: 

Table 6.4 Wavy conditions at the Kyung-Won Lee a et al. 2006 [134] experiments 
CASE Wavy 1 Wavy 2 

Steam mass flow rate (Kg/s) 0.0175 0.018 

Liquid mass flow rate (Kg/s) 0.083 0.15 
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Inlet pressure (Pa) 1.01e5 1.01e5 

Inlet Steam Temperature (K) 373.15 373.15 

Inlet liquid temperature (K) 298.15 298.15 

Pipe diameter (m) 0.084 0.084 

Pipe length (m) 2.0 2.0 

 

In this case, the inlet conditions of the liquid and the steam mass flow rates, produces 

interfacial waves at the steam/liquid interface. These waves enhance the condensation heat 

transfer rate along the pipe. We denote by "wavy", the existence of waves which increase 

the interfacial area and hence, the steam condensation. 

 

WAVY 1 

The boundary conditions as they are set in our CC code for this case are shown in Table 

6.5: 

Table 6.5 Boundary conditions for the WAVY 1 case 
LIQUID PHASE 

1lu  2lT  2lP  

0.101 298.15 1.01e5 

STEAM PHASE 

1gu  2gT  2gP  

6.33 373.15 1.01e5 

 

Here the liquid temperature graph at the Kyung-Won Lee a et al. 2006 [134] article, for the 

wavy 1 boundary conditions that we have detailed in the Table 6.2 is compared with our 

code results for this boundary conditions. 
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Figure 6.36 Liquid bulk temperature distribution for  the wavy 1 conditions 

 

It can be seen at this graph that the liquid temperature distribution with our CC code predict 

very well the experimental results which appears in the article of Kyung-Won Lee a, et al. 

2006 [134]. Only in the last part of the pipe, the experimental liquid temperature rises up a 

little bit faster than our program, and so, there are around five degrees of difference at the 

exit of it, where both enter at 298.15 K. The experimental curve ends with 348.7 K, and the 

CC code with 343.25 K. 

It can be deduced from this graph that the results that our code provides for the liquid bulk 

temperature has a very similar behaviour as the experiment, since both have a very similar 

slope. 

Therefore, we can deduce that the models which were introduced and implemented in our 

code as the correlation for the interfacial heat and mass transfer through the Nusselt 

number, the interfacial friction and the walls condensation model gives accurate results for 

this case. 

In the next two graphs the steam and liquid pressure drop along the pipe, for the steam and 

for the liquid is displayed. We can see that the pressure drop oscillates and soon it 
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converges to the final value which is of 10.75 Pa for the steam, and of 92.1 Pa for the 

liquid. 

 
 

Graph 6.37 Steam pressure drop Graph 6.38 Liquid pressure drop 

 

Now below the steam and the liquid pressure distributions along the pipe once we have 

attained the convergence is shown. 

  

Graph 6.39 Maximum of mass function Graph 6.40 Maximum of energy function 

 

Now below the steam and the liquid pressure evolutions along the pipe is shown. 
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Graph 6.41 Steam pressure distribution Graph 6.42 Liquid pressure distribution 

 

Here next, we have the void fraction distribution, and as it can be seen, it decreases along 

the pipe due to the steam condensation. 

 

Graph 6.43 Void fraction distribution 

The next two graphs show the temperature distributions for the steam and for the liquid. It 

is observed that the liquid temperature increases along the pipe due to the heat supplied to 

the liquid by the steam condensing enthalpy which includes the change of phase enthalpy. 
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Graph 6.44 Steam temperature 
distribution 

Graph 6.45 Liquid temperature 
distribution 

 

The next two graphs show the steam and liquid velocity distributions. 

 

 

Graph 6.46 Steam velocity distribution Graph 6.47 Liquid velocity distribution 

In the next graph, it can be seen that the liquid area increases in the direction of the liquid 

flow, due to the steam condensation, which increases the liquid mass along the pipe. 
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Graph 6.48 Liquid area distribution Graph 6.49 Steam mass flow rate 
distribution 

It can be seen in the last graph that the steam mass flow rate decreases in the direction of 

the steam as it its flowing countercurrently. 

 

WAVY 2 

The boundary conditions as they are set in our CC code for this case are shown in Table 

6.6: 

Table 6.6 Boundary conditions for the WAVY 2 case 
LIQUID PHASE 

1lu  2lT  2lP  

0.182 298.15 1.01e5 

STEAM PHASE 

1gu  2gT  2gP  

6.52 373.15 1.01e5 

 

In Figure 6.50 the results of our CC code are compared with the experimental results by 

Kyung-Won Lee et al. 2006 [134], for the boundary conditions that lead to a wavy interface 

between the liquid and the steam.  
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Figure 6.50 Liquid bulk temperature distribution for  the wavy 2 conditions 

 

It can be seen at this graph that the liquid temperature distribution with our CC code 

predicts very well the experimental results which appear in the article of Kyung-Won Lee a 

et al. 2006 [134]. The difference between them rises to about 7 degrees in the middle part of 

the pipe and then decreases to only 3 degrees in the last part of the pipe. 

It can be deduced from this graph that the results that our code provides for the liquid bulk 

temperature has a very similar behaviour as the experiment, since both have a very similar 

slope. 

Therefore, we can deduce that the models which were introduced and implemented in our 

code as the correlation for the interfacial heat and mass transfer through the Nusselt 

number, the interfacial friction and the walls condensation model gives accurate results for 

this case. 
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The next two graphs show the steam and liquid pressure drop along the pipe, for the steam 

and for the liquid. We can see that the pressure drop oscillates and soon it converges to the 

final value which is of 11.6 Pa for the steam, and of 95.40 Pa for the liquid. 

  

Graph 6.51 Steam pressure drop Graph 6.52 Liquid pressure drop 

 

The next two graphs show the maximum value for the mass and the energy function for all 

the pipe discretization nodes. So, if this value falls to zero, it means that the converged 

solution for the conservation equations has been reached. The Newton-Raphson iterative 

method which we are using works by searching for the roots of the algebraic non-linear 

discretized system of equations. 

  

Graph 6.53 Maximum of mass function Graph 6.54 Maximum of energy function 

 

Now below the steam and the liquid pressure distributions along the pipe is shown. 
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Graph 6.55 Steam pressure distribution Graph 6.56 Liquid pressure distribution 

 

Here next, we have the void fraction distribution, and as we can see, it decreases along the 

pipe due to the steam condensation. 

 

Graph 6.57 Void fraction distribution 

 

The next two graphs show the temperature distributions for the steam and for the liquid. 

  

Graph 6.58 Steam temperature 
distribution 

Graph 6.59 Liquid temperature 
distribution 
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The next two graphs show the steam and liquid velocity distributions. 

  

Graph 6.60 Steam velocity distribution Graph 6.61 Liquid velocity distribution 

 

Here below the interfacial heat transfer distribution, and the liquid condensation rate are 

shown. As we can observe they follow the same shape, as the condensation rate is inversely 

proportional to the interfacial heat transfer. 

  

Graph 6.62 Interfacial heat transfer 
distribution 

Graph 6.63 Liquid condensation rate 

 

In the next graph, it can be observed that the liquid area increases with the direction of the 

liquid flow, because of the steam condensation, which increases the liquid mass along the 

pipe. 
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Graph 6.64 Liquid area distribution Graph 6.65 Steam mass flow rate 
distribution 

 

It can be seen in this last graph that the steam mass flow rate decreases in the direction of 

the steam as it its flowing countercurrently. 

6.4 VALIDATION 2 

Throughout the published articles that we have revised, we found, that in 1984, I.S. Lim et 

al published the following paper; 

I.S. Lim, R. S. Tankin, 1984. Condensation Measurement of horizontal Cocurrent 

Steam/Water Flow, Journal of heat transfer, 106 425-432 [37]. 

In this article, we have found that Lim et al. studied the cocurrent steam-water condensation 

in a rectangular duct. This experiment was undertaken to provide a carefully measured set 

of data on the condensation of steam on sub-cooled water layer in a simple system.  

Our CC code has been developed firstly for simulating and predicting a countercurrent two-

phase flow, but since we don't have too many experimental data in order to validate it, and 

this article is a relevant one when dealing with the direct condensation phenomenon, we 

modified our code for simulating the cocurrent scenario which was performed in the Lim et 

al. article. 

A scheme of the experimental facility is displayed in Figure 6.65. 
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Figure 6.65  Schematic of the experiment 

 

These authors obtained a set of data for different steam mass flow rates. So, in the next 

figure the steam mass flow rate and the condensation mass rate profiles as a function of the 

inlet mass flow rate are displayed. 

 

Figure 6.66 Axial steam and condensation mass rate profiles as a function of inlet steam 
mass flow rate 
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In this experiment the steam mass flow rate was varied from 0.04 kg/s to 0.16 kg/s and the 

liquid mass flow rate from 0.2 kg/s to 1.45 kg/s. The liquid layer heights that have been 

used were, 0.95, 1.59 and 2.22 cm. The pressure at the inlet was of 0.3 kPa above the 

atmospheric pressure. 

 

 

Figure 6.67 Axial local heat transfer coefficient profile as a function of the steam mass 
flow rate 

 

The steam pressure was also measured, as can be seen in Figure 6.68. 
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Figure 6.68 Typical axial steam pressure profiles as a function of the inlet steam mass 
flow rate 

One of the tasks of the work performed was to correlate the experimental data on 

condensation mass rate characterized by Nusselt number; 

k

Dh
uN c= , being ch the condensation heat transfer coefficient in terms of the 

dimensionless numbers; LGL Pr,Re,Re , for wavy and smooth conditions. 

Those correlations are: 

 

Smooth interface: 

3.009.058.0
PrReRe534.0 llguN =     (6.4) 

Wavy interface: 

3.042.058.0
PrReRe0291.0 llguN =     (6.5) 
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We have then modified our CC code to simulate the conditions of this experiment for 

cocurrent flow and we have compared our results with the graphs that appear in it. 

Therefore, the boundary conditions that we will simulate with our CC code are: 

 

Table 6.7 Boundary conditions for Lim and Tankin (1984) experiments on direct 
condensation for cocurrent flow [37] 

CASE 1 2 3 4 5 

Steam mass flow rate 
(Kg/s) 

0.041 0.065 0.089 0.124 0.159 

Liquid mass flow rate 
(Kg/s) 

0.657 0.657 0.657 0.657 0.657 

Inlet pressure 

(Pa) 
1.016e5 1.016e5 1.016e5 1.016e5 1.016e5 

Inlet Steam 
Temperature (K) 

384.15 389.15 394.15 399.15 402.15 

Inlet Liquid 
Temperature (K) 

298.15 298.15 298.15 298.15 298.15 

Liquid layer thickness 
(m) 

0.022 0.022 0.022 0.022 0.022 

Pipe Width (m) 0.3048 0.3048 0.3048 0.3048 0.3048 

Pipe Height (m) 0.0635 0.0635 0.0635 0.0635 0.0635 

Pipe length (m) 1.2 1.2 1.2 1.2 1.2 

 

CASE 1 

In the case 1, an inlet steam mass flow rate of 0.041 Kg/s, and an inlet liquid mass flow rate 

of 0.657 Kg/s is being considered. The inlet boundary conditions are; 101600 Pa, the inlet 

steam temperature is 384.15 K, and the inlet liquid temperature is of 298.15 K. 

In the article can be seen the steam mass flow rate distribution for this case. So, the same 

case with the same boundary conditions is simulated with our CC code and below the 

comparison between our results and the experimental data is displayed: 
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Graph 6.69 Steam mass flow distribution 

 

It can be observed that the results we get from our CC code, agree pretty well with the 

experimental results which were published in this article. 

 

CASE 2 

In the case 2, an inlet steam mass flow of 0.065 Kg/s, and an inlet liquid mass flow rate of 

0.657 Kg/s is being considered. The inlet conditions are, 101600 Pa, the inlet steam 

temperature is 389.15 K, and the inlet liquid temperature is of 298.15 K. 
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Graph 6.70 Steam mass flow rate distribution 

 

It can be observed that the result that we get from our CC code, agree very well to the 

experimental results that were published in this article. At the end of the pipe maybe we 

move a bit away from the curve at the article, and our CC code give higher values than the 

experimental ones, but in the beginning our CC code gives smaller values. So, in general 

our CC result follows pretty well the experimental data for the case 2. 

 

CASE 3 

In the case 3, an inlet steam mass flow rate of 0.089 Kg/s, and an inlet liquid mass flow rate 

of 0.657 Kg/s is being considered. The inlet conditions are, 101600 Pa, the inlet steam 

temperature is 394.15 K, and the inlet liquid temperature is of 298.15 K. 
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Graph 6.71 Steam mass flow rate distribution 

 

It can be observed that the experimental results in this case follow a curve shape, and our 

CC has a more uniform shape since it doesn't change its curvature. Any way the error is 

small and we can say that our CC code gives also a pretty good result for these boundary 

conditions. 

 

CASE 4 

In the case 4, an inlet steam mass flow rate of 0.124 Kg/s, and an inlet liquid mass flow rate 

of 0.657 Kg/s is being considered. The inlet conditions are, 101600 Pa for the pressure, the 

inlet steam temperature is 399.15 K, and the inlet liquid temperature is of 298.15 K. 
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Graph 6.72 Steam mass flow rate distribution 

In Graph 6.72 can be observed that the experimental graph and our CC code results for 

these boundary conditions agree very well with the experimental data along the pipe. 

CASE 5 

In the case 5 an inlet steam mass flow rate of 0.159 Kg/s, and an inlet liquid mass flow rate 

of 0.657 Kg/s is being considered. The inlet conditions are, 101600 Pa, the inlet steam 

temperature is 402.15 K, and the inlet liquid temperature is of 298.15 K. 

 

 

Graph 6.73 Steam mass flow rate distribution 
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For these boundary conditions can be observed that the CC results fit really well to the 

experimental results. 

6.4 VALIDATION 3 

At this point, some comparative graphs using the LAOKOON experimental data will be 

displayed. The LAOKOON test facility belongs to the Technical University of Munich. 

In the LAOKOON experiments, four cases were studied. Two of them were for cocurrent 

steam/water flow, and two of them were for countercurrent flow. 

 

Cocurrent flow: 

High steam Reynolds number 

Low steam Reynolds number 

Countercurrent flow: 

High steam Reynolds number 

Low steam Reynolds number 

 

The geometry of the experimental facility is shown in Figure 6.74: 
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Figure 6.74 Geometry for the CFD simulations, (a) Cocurrent flow (b) 
Countercurrent flow. 

 

Table 6.8 Main geometrical variable values 
Pipe length 790 mm 

Pipe width 30 mm 

Pipe height 128 mm 

 

One of the crucial points in the numerical simulation of this direct-contact condensation 

phenomenon is the correlation that it is being used and implemented in the code. 

The results are very sensitive to this correlation since it is the main source of energy 

interchanged between the steam and the liquid phases.  

In this way, some different correlations which are an outcome of several different 

publications on this issue in the last years will be used in order to simulate this scenario and 

will be compared with the LAOKOON experimental results. 
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CASE 1:  Cocurrent High steam Reynolds number. 

 

Table 6.9 Flow Regime parameters: high Reynolds number of steam, Cocurrent flow 
Inlet flow rate velocity of water 0.28 m/s 

Inlet flow rate velocity of steam 3.20 m/s 

Inlet water temperature 27.05 ºC 

Mean water temperature at the probe 51.28 ºC 

Pressure 6.97 bar 

Height of the water layer 31 mm 

 

At this point the Nusselt number correlation for the interfacial heat and mass transfer 

between phases are the two that appear in the article by Lim, Tankin and Yuen (1984). 

In this article we can find two correlations; one for a smooth interface, and another one for 

a wavy interface. So, our CC code will be executed with both of them and see how well the 

liquid bulk temperature is predicted by our code with each of them. Then another 

correlation from another article will be used, and finally, a self-made one will be used.  

Therefore, some different correlations from different articles are checked and the results are 

compared with the experimental measurements.  

The same procedure will be made for the four cases which are being compared. 

 

Correlation 1: 

The correlation that will be used here is the following one obtained by Lim et al. (1984) 

[37] for smooth conditions: 

 

3.058.009.0
intint PrReRe534.0 lgl

hl

l
l

hl

l
l

D

K
Nu

D

K
h ⋅⋅⋅⋅=⋅=        (6.6) 
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As we can observe, the liquid Reynolds number exponent in this correlation is low here 

since it was correlated for the experimental data obtained for a smooth interface. 

With the correlation 1 we are too far away from getting a good result for the liquid 

temperature. As it can be seen, we have two points for the LAOKOON test, one for the 

entry and another one which is the mean liquid temperature at the probe. 

In blue we have the liquid temperature prediction with the correlation 1. As can be 

appreciated we have for this correlation a big error of about an 18%. 

 

Correlation 2: 

The correlation that will be used here is the following one obtained by Lim et al. (1984) 

[37] for wavy conditions: 

 

3.058.042.0
intint PrReRe0291.0 lgl

hl

l
l

hl

l
l

D

K
Nu

D

K
h ⋅⋅⋅⋅=⋅=   (6.7) 

 

This correlation was obtained by Lim et al. (1984) for wavy interface conditions. This 

means that it will give higher values for the Nusselt number, and hence, a higher 

condensation rate. 

As can be seen, the liquid temperature prediction with this correlation is even worst than 

the previous one, as we are having a higher condensation rate, and hence, a higher liquid 

temperature value at the probe. 

Since this correlation was obtained for a wavy interface, the condensation is even higher 

than with the previous one for smooth interface. It gives higher Nusselt values, the 

condensation rate is higher, and hence, the liquid temperature is higher at the probe. 
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Correlation 3: 

As a consequence of the previous results, another correlation will be used, which has been 

taken from the Kim et al. 1985 [38] paper. 

The correlation that will be used is the following one: 

95.078.095.06
intint PrReRe102.3 lgl

hl

l
l

hl

l
l

D

K
Nu

D

K
h ⋅⋅⋅⋅⋅=⋅= −

  (6.8) 

With this correlation we have a good result since we are having a 2% of error for the liquid 

temperature at the probe. 

 

 

Graph 6.75 Comparison of the water temperature between the LAOKOON test and 
the UPV code results at the probe point using the correlation 1,2,3. 
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Table 6.10 Mean water temperature comparison between the LAOKOON 
experiments and the UPV code with the probe at 790 mm using correlations 1-4 

 Mean water temperature at the probe 790 mm 

LAOKOON (ºK) 324.43 

CC code (ºK) 

Correlation1 
340.54 

CC code (ºK) 

Correlation 2 
348.09 

CC code (ºK) 

Correlation 3 
322.42 

CC code (ºK) 

Correlation 4 
324.32 

 

CASE 2:  Cocurrent Low steam Reynolds number. 

 

Table 6.11 Flow Regime parameters: low Reynolds number of steam, Cocurrent flow 
Inlet flow rate velocity of water 0.27 m/s 

Inlet flow rate velocity of steam 3.39 m/s 

Inlet water temperature 23.43 ºC 

Mean water temperature at the probe 39.89 ºC 

Pressure 3.98 bar 

Height of the water layer 31 mm 

 

At this point we will use the Nusselt number for the interfacial heat and mass transfer 

correlation obtained by Lim et al. (1984); 

In Lim's paper two correlations can be found; one for a smooth interface, and another one 

for a wavy interface. 
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Correlation 1: 

The correlation that will be used here is the following one obtained by Lim et al. (1984) 

[37]: 

3.058.009.0
intint PrReRe534.0 lgl

hl

l
l

hl

l
l

D

K
Nu

D

K
h ⋅⋅⋅⋅=⋅=    (6.9) 

 

As can be seen, the liquid Reynolds number exponent coefficient in this correlation has a 

small value in equation (7.5) since it has been correlated for a smooth interface. 

 

Therefore, with Lim et al. (1984) [37] correlation we didn't get good results and we are far 

away from the 313 K average liquid temperature value for this case. 

 

Correlation 2: 

The correlation that will be used here is the following one obtained by Lim et al. [37] for a 

wavy interface: 

3.058.042.0
intint PrReRe0291.0 lgl

hl

l
l

hl

l
l

D

K
Nu

D

K
h ⋅⋅⋅⋅=⋅=    (6.10) 

 

We can see here that the multiplier constant is lower than the one of the previous 

correlation, but the liquid Reynolds exponent is higher. 

 

In the previous table we have the mean temperature of the liquid layer at the probe. Since 

this correlation was made for a wavy interface, it gives an even higher value for the 

temperature than the previous smooth one (correlation 1). 

  

It can be seen that we are still far away from getting a good result. 
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Correlation 3: 

Because of the poor results of Lim et al. correlation to predict the average temperature, the 

correlation developed by Kim, Lee and Bankoff (1985) [38], will be implemented in the 

UPV code to check the average probe results 

This correlation is given by the expression: 

 

95.078.095.06
intint PrReRe102.3 lgl

hl

l
l

hl

l
l

D

K
Nu

D

K
h ⋅⋅⋅⋅⋅=⋅= −   (6.11) 

 

With this correlation we have a good result since we are having a 2.5 % of error for the 

liquid temperature at the probe. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Graph 6.79 Comparison of the water temperature between the LAOKOON test and 
the UPV code results at the probe point using correlations 1-3 
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Table 6.12 Mean water temperature comparison between the LAOKOON 
experiments and the UPV code with the probe at 790 mm using correlations 1-3 

 Mean water temperature at the probe 790 mm 

LAOKOON (ºK) 313.04 

CC code (ºK) 

Correlation1 
325.94 

CC code (ºK) 

Correlation 2 
332.94 

CC code (ºK) 

Correlation 3 
310.54 

 

CASE 3:  Countercurrent High steam Reynolds number. 

As was told at the beginning of this point, in the LAOCOON test we have 4 cases: two of 

them (CASES 1 and 2) are for steam-water cocurrent flow, and two of them (CASES 3 and 

4) are for steam-water countercurrent flow. 

 

Table 6.13 Flow Regime parameters: low Reynolds number of steam, countercurrent 
flow 

Inlet flow rate velocity of water 0.21 m/s 

Outlet flow rate velocity of steam 0.9 m/s 

Inlet water temperature 299.85 ºK 

Mean water temperature at the probe 333.36 ºK 

Pressure 6.98 bar 

Height of the water layer 31 mm 

 

Correlation 1: 

In this case, we have data for countercurrent flow. So, we need to find a correlation for 

countercurrent flow. 
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The correlation that will be used here is the following one, which was developed by Kyung-

Won et al. (2006) [134]: 

 

82.02.159.0
intint ReRe72.1 Jae

D

K
Nu

D

K
h gl

hl

l
l

hl

l
l ⋅⋅⋅−⋅=⋅=    (6.12) 

 

Correlation 2: 

In this case, we have data for countercurrent flow. So, we need to find a correlation for 

countercurrent flow. 

The correlation that will be used here is the following one, which was developed by In-

Cheol et al. (2000) [114]: 

 

19.151.031.1
intint PrReRe796.7 ⋅⋅⋅−⋅=⋅= gl

hl

l
l

hl

l
l e

D

K
Nu

D

K
h    (6.13) 

 

Correlation 3: 

In this case, we have data for countercurrent flow. So, we need to find a correlation for 

countercurrent flow. 

The correlation that will be used here is the following one, which was developed by Kim et 

al. (1985) [38]: 

78.095.095.0
intint PrReRe532.0 ⋅⋅⋅−⋅=⋅= gl

hl

l
l

hl

l
l e

D

K
Nu

D

K
h    (6.14) 

 

Correlation 4: 

The correlation that will be used here is the following one, which was developed by Lim et 

al. (1984) for wavy conditions [37]: 
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3.058.042.0
intint PrReRe0291.0 ⋅⋅⋅⋅=⋅= gl

hl

l
l

hl

l
l

D

K
Nu

D

K
h    (6.15) 

Correlation 5: 

The correlation that will be used here is the following one, which was developed by Lim et 

al. (1984) for wavy conditions [37]: 

3.058.009.0
intint PrReRe534.0 ⋅⋅⋅⋅=⋅= gl

hl

l
l

hl

l
l

D

K
Nu

D

K
h    (6.16) 

 

 

Graph 6.86 Comparison of the water temperature between the LAOKOON test and the 
UPV code results at the probe point using the correlations 1-5 

 

Table 6.14 Mean water temperature comparison between the LAOKOON 
experiments and the UPV code at the probe 790 mm 

 Mean water temperature at the probe 790 mm 

LAOKOON (ºK) 333.36 

CC code (ºK) 

Correlation1 
315.38 
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CC code (ºK) 

Correlation 2 
316.03 

CC code (ºK) 

Correlation 3 
335.28 

CC code (ºK) 

Correlation 4 
347.08 

CC code (ºK) 

Correlation 5 
342.50 

 

CASE 4:  Countercurrent low steam Reynolds number. 

 

Table 6.15 Flow Regime parameters: low Reynolds number of steam, countercurrent 
flow 

Inlet flow rate velocity of water 0.25 m/s 

Outlet flow rate velocity of steam 0.64 m/s 

Inlet water temperature 299.83 ºK 

Mean water temperature at the probe 327.0 ºK 

Pressure 7.01 bar 

Height of the water layer 31 mm 

 

Correlation 1: 

The correlation that will be used here is the following one, which was developed by Kyung-

Won et al. (2006) [134]: 

82.02.159.0
intint ReRe72.1 Jae

D

K
Nu

D

K
h gl

hl

l
l

hl

l
l ⋅⋅⋅−⋅=⋅=   (6.17) 

 

It can be appreciated that the liquid temperature prediction at the probe, is pretty far away 

from the experimental measurement. 
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Therefore some other correlations need to be tried in order to obtain more accurate results. 

 

Correlation 2: 

Because of the poor results that we have obtained by using the Kyung-Won et al. (2006) 

[134] correlation to predict the average temperature, the correlation developed by Kim, Lee 

and Bankoff (1985) [38], will be implemented in the UPV code to check the average probe 

results. 

 

This correlation is given by the expression: 

 

95.078.095.06
intint PrReRe102.3 lgl

hl

l
l

hl

l
l

D

K
Nu

D

K
h ⋅⋅⋅⋅⋅=⋅= −   (6.18) 

 

As can be seen in the previous figure, with this correlation the liquid temperature prediction 

is not as bad as it was with the previous correlation. 

 

 

Graph 6.86 Comparison of the water temperature between the LAOKOON test and the 
UPV code results at the probe point using the correlations 1 and 2 
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Table 6.16 Mean water temperature comparison between the LAOKOON 
experiments and the UPV code at the probe 790 mm 

 Mean water temperature at the probe 790 mm 

LAOKOON (ºK) 327 

CC code (ºK) 

Correlation1 
307.82 

CC code (ºK) 

Correlation 2 
335.64 
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CHAPTER 7 

 

CONCLUSIONS AND FUTURE WORK 

 

7.1 CONCLUSIONS 

 

The aim of this final chapter is to state the general conclusions that we have obtained in the 

work performed in this Thesis. 

As was shown in Chapter 6, we proved that our CC code has the capability of modelling a 

two-phase steam-water countercurrent flow in a duct. 

The main milestones which have been undertaken in this Thesis are explained below: 

 

� Chapter 3 

In this chapter an analysis of the ROSA facility test 1.2 with the TRACE code has been 

made. In the first place, the test 1.2 was described, and then, the steady-state conditions 

were demonstrated by displaying the graphs which were obtained with the TRACE code 

model of the ROSA LSTF facility. Finally, the results for the experiment reproduction with 

the TRACE code and the comparison with the experimental data were presented. 

It can be said that it has been reproduced the test 1.2 quite accurately with the TRACE 

code. Special care was taken when simulating the fluid regime in the hot leg where the 

break was produced, what directly leads the primary depressurization, and hence the 

evolution of the rest of main plant variables. 

It is very important for this transient the ability of TRACE to predict correctly the fluid 

regime in the hot leg. At the beginning of the transient the fluid is discharged through the 
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break located at the bottom of the hot leg. This fluid is in a liquid state and as a 

consequence the mass flow rate discharged through the break is very high, and the pressure 

drop very high during the first seconds of the transient until the beginning of the HPI 

injection. This behaviour is predicted very well by the TRACE code. Later, the flow at the 

hot leg becomes biphasic with low void fraction, and the mass flow rate discharged through 

the break is still high because the TRACE off-take model considers the fact that at the 

bottom of the hot leg we have liquid. Finally, the flow in the hot leg becomes biphasic with 

high void fraction and we discharge mainly steam through the break. In this test the 

contraction of the fluid vein during the steam discharge has an important influence on the 

depressurization rate during the steam flow regime. A contraction factor of 0.6 has been 

considered only during the steam regime to take into account this fact. The TRACE code 

predicts very well the change of regime from biphasic to practically single-phase steam that 

takes place between time 900 seconds and time 1000 seconds. 

The evolution with time of the rest of variables like the pressure in the primary system, 

mass flow rate through the break, pressure in the secondary, and mass flow rate through the 

primary are all of them well predicted by the TRACE code through the transient. The 

pressure in the secondary is well predicted, for instance the maximum pressure attained in 

the secondary and the cycling of the safety and relief valves are well predicted by the 

TRACE code. Also well predicted by TRACE is the depressurization rate in the secondary. 

As can be seen in the cold leg liquid temperature experimental graphs, a thermal 

stratification happened in the cold leg where the HPI (high pressure injection) is actuated. 

At the same time the steam flows countercurrently to the liquid flow. This is the scenario 

that has been the research issue that we have focused on for the development of this thesis. 

At the end it can be concluded at this chapter that we were capable of simulating the test 1.2 

scenario with the TRACE code, and give accurate results comparatively to the experimental 

data. 
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� Chapter 4 

In this chapter the mathematical model for the steam-water countercurrent flow was 

developed.  

The conservation equations and the premises for the model were presented.  

The averaged conservation equations were obtained from the general local instantaneous 

conservation equations, as it is shown in Appendix A. 

The discretized conservation equations were then obtained by integrating the averaged 

conservation equations over a control volume. 

The closure relations, which are needed in order to compensate the loss of information, 

were also undertaken. 

Finally, as the outcome of this chapter it can be said that a 1D non-linear system of 

discretized equations was successfully attained. 

 

� Chapter 5 

In this chapter the development of a numerical code in order to mathematically simulate the 

steam-water countercurrent flow and the thermal stratification which may occur in the cold 

leg of a nuclear plant during a LOCA (Loss of coolant accident) was presented. 

The numerical method for solving the discretized non-linear system of conservation 

equations is presented. The SIMPLE (Semi-Implicit Method for Pressure Linked 

Equations) method was used, as it is described in the book “Numerical heat Transfer and 

fluid flow”, 1972 by Suhas V. Patankar. 

All the derivatives of the Jacobian matrix are presented, and the way how the method works 

for obtaining a converged solution is described. 

The iterative method that has been used in order to solve the system of equation was the 

Newton-Raphson, and since it can be seen in chapter 6, it worked properly, without a high 

computational cost. 



Chapter 7 

 7_4 

The methods for calculating the advective terms of the conservation equations are described 

in this chapter, which are the QUICKEST and ULTIMATE methods which are part of the 

TVD (Total Variation Diminution) strategy for limiting the pressure oscillations of the 

numerical algorithm. 

The iterative method that was followed in order to solve the countercurrent flow regime 

with our equations is also explained. 

The main conclusion that can be drawn out from this chapter is that a robust method for 

solving our countercurrent non-linear system of equations was presented and described. 

 

� Chapter 6 

In Chapter 6 a validation of our CC code has been made by reproducing with our code 

some experiments which were performed at different facilities and which resulted in some 

papers which were published in international reviews. 

 

These are: 

Validation 1: 

Kyung-Won Lee a, In-Cheol Chu b, Seon-Oh Yu c, Hee Cheon No a, 2006 [134].  

In this article, the interfacial condensation heat transfer for a steam–water countercurrent 

stratified wavy flow in a horizontal and circular pipe was investigated.  

In this article four liquid bulk temperature distributions along the pipe can be found. Two of 

them are for smooth conditions and two for wavy conditions.  

These experimental conditions were reproduced with our code, and the bulk liquid 

temperatures for these four boundary conditions were compared with the graphs which 

appear in the article. 

It can be seen from the graphs in Chapter 6 that our countercurrent code is capable of 

simulating these conditions and of giving accurate results. We can conclude from this that 

the models that have been implemented as a way to simulate the physical phenomena which 
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occur, i.e. the interfacial heat and mass transfer, the interfacial friction, the heat transfer to 

the walls of the pipe and the condensation at the steam wall surface are correct and the 

procedure for solving the non-linear system of equations by using a finite volume method 

has also been well attained.   

Validation 2: 

I.S. Lim, R. S. Tankin, 1984 [37]. 

This is a well known experiment when we are dealing with condensation phenomena. In 

this case the steam-water cocurrent flow condensation is studied 

Our CC code was implemented to solve the conservation equations for a countercurrent 

flow, but since this is a relevant article in this specific field and it is another way to validate 

the heat and mass transfer models which have been implemented in the code, we modified 

the code for reproducing a phase stratified steam-water countercurrent flow. 

From the five different conditions that were simulated with our code, we can conclude that 

the steam condensation was well predicted by our code as it can be appreciated in the 

Chapter 6. 

 

Validation 3:  

The CC code predictions are compared with the data provided by the HZDR (Helmholtz 

Zentrum Dresden Rossendorf). The data were an outcome from the so called, LAOCON 

EXPERIMENTS. 

In the LAOKOON experiments, four cases were studied. Two of them were for cocurrent 

steam/water flow, and two of them were for countercurrent flow. 

These four experiments were therefore simulated with our code. As can be seen in Chapter 

6, we had to try some different correlations for modelling the interfacial heat and mass 

transfer, for the code to give an accurate result for the mean liquid bulk temperature at the 

end of the probe.  



Chapter 7 

 7_6 

It is to know the important role that the correlation plays which is chosen to model the 

interfacial mass and heat transfer in order to give accurate predictions for the physical 

variables distributions. Normally each correlation was developed using a set of 

experimental data which were obtained for a specific flow conditions which undergo for a 

particular range for the main variables as the liquid and steam superficial velocities and 

liquid and steam Reynolds numbers. 

It can be concluded from this validation that we can give accurate results by choosing the 

appropriate correlation for the flow conditions that we want to simulate.  

 

Future work 

There is still much to do in order to improve the code and give a better solution for all the 

phenomenology that is involved in the thermal stratification and PTS (pressurized thermal 

shock) phenomena. 

One point that is pending here is to make an analytical study of the instability of the liquid 

layer and propose criteria for the transition from a smooth surface to a wavy surface at the 

steam-liquid interface surface. This may affect the evolution of all the physical variables of 

this scenario, as we can appreciate in the validation 1 of Chapter 6. 

This study has already been started, but there is still much that can be done in order to keep 

on improving the code. 

Another point that would be very interesting and may be a path to continue with in the 

future is to couple this code with the NRC (National Regulatory Commission) thermal-

hydraulic code (TRACE).  This would be a good improvement for this code in order to 

being more robust and being more capable when simulating the thermal stratification, the 

steam-water countercurrent flow and the PTS phenomena. 
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APPENDIX A 

 

VOLUMETRIC AVERAGING OF THE LOCAL AND 
INSTANTANEOUS BIPHASIC CONSERVATION 

EQUATIONS 

 

A.1 INTRODUCTION 

The subject of two or multiphase flow has become increasingly important in a wide variety 

of engineering systems for their optimum design and safe operations. It is, however, by no 

means limited to today's modern industrial technology, and multiphase flow phenomena 

can be observed in a number of biological systems and natural phenomena which require 

better understandings. Some of the important applications are listed below. 

Power Systems 

Boiling water and pressurized water nuclear reactors; liquid metal fast breeder nuclear 

reactors; conventional power plants with boilers and evaporators; Rankine cycle liquid 

metal space power plants; MHD generators; geothermal energy plants; internal combustion 

engines; jet engines; liquid or solid propellant rockets; two-phase propellant, etc. 

Heat Transfer Systems 

Heat exchangers; evaporators; condensers; spray cooling towers; dryers, refrigerators, and 

electronic cooling systems; cryogenic heat exchangers; film cooling systems; heat pipes; 

direct contact heat exchangers; heat storage by heat of fusion, etc. 

Process Systems 

Extraction and distillation units; fluidized beds; chemical reactors; desalination systems; 

emulsifiers; phase separators; atomizers; scrubbers; absorbers; homogenizers; stirred 

reactors; porous media, etc. 
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Transport Systems 

Air-lift pump; ejectors; pipeline transport of gas and oil mixtures, of slurries, of fibres, of 

wheat, and of pulverized solid particles; pumps and hydrofoils with cavitations; pneumatic 

conveyors; highway traffic flows and controls, etc. 

Information Systems 

Superfluidity of liquid helium: Conducting or charged liquid film; liquid crystals, etc. 

Lubrication Systems 

Two-phase flow lubrication: Bearing cooling by cryogenics, etc. 

Environmental Control 

Air conditioners: Refrigerators and coolers; dust collectors; sewage treatment plants; 

pollutant separators; air pollution controls; life support systems for space application, etc. 

Geo-Meteorological Phenomena 

Sedimentation: Soil erosion and transport by wind; ocean waves; snow drifts; sand dune 

formations; formation and motion of rain droplets; ice formations; river floodings, 

landslides, and snowslides; physics of clouds, rivers or seas covered by drift ice; fallout, 

etc. 

Biological Systems 

Cardiovascular system: Respiratory system; gastrointestinal tract; blood flow; bronchus 

flow and nasal cavity flow; capillary transport; body temperature control by perspiration, 

etc. 

It can be said that all systems and components listed above are governed by essentially the 

same physical laws of transport of mass, momentum and energy. It is evident that with our 

rapid advances in engineering technology, the demands for progressively accurate 

predictions of the systems of interest have increased. As the size of engineering systems 

becomes larger and the operational conditions are being pushed to new limits, the precise 

understanding of the physics governing these multiphase flow systems is indispensable for 

safe as well as economically sound operations. This means a shift of design methods from 
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the ones exclusively based on static experimental correlations to the ones based on 

mathematical models that can predict dynamical behaviours of systems such as transient 

responses and stabilities. It is clear that the subject of multiphase flow has immense 

importance in various engineering technology. The optimum design, the prediction of 

operational limits and, very often, the safe control of a great number of important systems 

depend upon the availability of realistic and accurate mathematical models of two-phase 

flow. 

A.2 CHARACTERISTIC OF MULTIPHASE FLOW 

The design of engineering systems and the ability to predict their performance depend upon 

both the availability of experimental data and of conceptual mathematical models that can 

be used to describe the physical processes with a required degree of accuracy. It is essential 

that the various characteristics and physics of two-phase flow should be modelled and 

formulated on a rational basis and supported by detailed scientific experiments. It is well 

established in continuum mechanics that the conceptual model for single-phase flow is 

formulated in terms of field equations describing the conservation laws of mass, 

momentum, energy, charge, etc. These field equations are then complemented by 

appropriate constitutive equations for thermodynamic state, stress, energy transfer, 

chemical reactions, etc. These constitutive equations specify the thermodynamic, transport 

and chemical properties of a specific constituent material. 

It is to be expected, therefore, that the conceptual models for multiphase flow should also 

be formulated in terms of the appropriate field and constitutive relations. However, the 

derivation of such equations for multiphase flow is considerably more complicated than for 

single-phase flow. 

The complex nature of two or multiphase flow originates from the existence of multiple, 

deformable and moving interfaces and attendant significant discontinuities of fluid 

properties and complicated flow field near the interface. By focusing on the interfacial 

structure and transfer, it is noticed that many of two-phase systems have a common 

geometrical structure. It is recalled that single-phase flow can be classified according to the 

structure of flow into laminar, transitional and turbulent flow. In contrast, two-phase flow 
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can be classified according to the structure of interface into several major groups which can 

be called flow regimes or patterns such as separated flow, transitional or mixed flow and 

dispersed flow. It can be expected that many of two-phase flow systems should exhibit a 

certain degree of physical similarity when the flow regimes are the same. However, in 

general, the concept of two-phase flow regimes is defined based on a macroscopic volume 

or length scale which is often comparative to the system length scale. This implies that the 

concept of two-phase flow regimes and a regime dependent model require an introduction 

of a large length scale and associated limitations. Therefore, regime-dependent models may 

lead to an analysis that cannot mechanically address the physics and phenomena occurring 

under the reference length scale. 

For most two-phase flow problems, the local instant formulation based on the single-phase 

flow formulation with explicit moving interfaces encounters insurmountable mathematical 

and numerical difficulties, and therefore it is not a realistic or practical approach. This leads 

to the need of a macroscopic formulation based on proper averaging which gives a two-

phase flow continuum formulation by effectively eliminating the interfacial discontinuities. 

The essence of the formulation is to take into account the various multi-scale physics by a 

cascading modelling approach, bringing the micro and meso-scale physics into the 

macroscopic continuum formulation. 

A.3 CLASSIFICATION OF TWO-PHASE FLOW 

There are a variety of two-phase flows depending on combinations of two phases as well as 

on interface structures. Two-phase mixtures are characterized by the existence of one or 

several interfaces and discontinuities at the interface. It is easy to classify two-phase 

mixtures according to the combinations of two phases, since in standard conditions we have 

only three states of matters and at most four, namely, solid, liquid, and gas phases and 

possibly plasma (Pai, 1972). Here, we consider only the first three phases, therefore we 

have: 
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1. Gas-solid mixture. 

2. Gas-liquid mixture. 

3. Liquid-solid mixture. 

4. Immiscible-liquid mixture. 

 

It is evident that the fourth group is not a two-phase flow, however, for all practical 

purposes it can be treated as if it were a two-phase mixture. The second classification based 

on the interface structures and the topographical distribution of each phase is far more 

difficult to make, since this interface structure changes occur continuously. Here we follow 

the standard flow regimes reviewed by Wallis (1969), Hewitt and Hall Taylor (1970), 

Collier (1972), Govier and Aziz (1972) and the major classification of Zuber (1971), Ishii 

(1971) and Kocamustafaoguari (1971). The two-phase flow can be classified according to 

the geometry of the interfaces into three main classes, namely, separated flow, transitional 

or mixed flow and dispersed flow as shown in Figure A.1. 
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Figure A.1 Classification of two-phase flow 

 

Depending upon the type of the interface, the class of separated flow can be divided into 

plane flow and quasi-axis-symmetric flow each of which can be subdivided into two 

regimes. Thus, the plane flow includes film and stratified flow, whereas the quasi-axis-

symmetric flow consists of the annular and the jet-flow regimes. The various configurations 

of the two phases and of the immiscible liquids are shown in Figure A.1. 
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At this point we must say that in a multiphasic problem, it is basically impossible to predict 

the velocity and position of the interfaces. Thence, we must do some kind of averaging to 

the local and instant governing equations for each phase. 

We will hence start by presenting the local and instant conservation equations. 

A.4 LOCAL AND INSTANTANEOUS CONSERVATION 
EQUATIONS 

The equations which have been implemented in the code in order to solve the steam-water 

countercurrent flow in the hot or cold leg of a PWR reactor are presented here. Since the 

model is 1D, it won't have the capability to predict axial temperature profiles at the liquid 

layer. However depending on the interfacial and the wall temperature, below the interface, 

a liquid temperature profile will be assumed.  

The conservation equations are the starting point for biphasic systems analysis. These 

equations are presented for each phase separately and in cartesian geometry. 

We start here by presenting the local and instantaneous conservation equations applied to 

an infinitesimal volume and an instant of time. These are the governing equations for a 

viscous fluid flow (in our case, biphasic flow), and they are called local and instantaneous 

conservation equations. They are expressed in general by using the subscript k, which can 

represent the liquid (k=l), or the steam (k=g). 

 

• Mass conservation Equation 

 

( ) 0=⋅∇+
∂

∂
kk

k u
t

rr

ρρ
  k=l,g                                    (A.1) 

where kρ is the density of the phase k, andku
r

is the velocity of the phase k in the time 

instant t and in the considered point. 
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As the Equation A.1 is a local and instantaneous equation for each phase at a given point 

and it is only applicable to open domains in space, there is no mass generation rate per unit 

volume. 

What we just said means that the Equation A.1 is applicable to each phase just up to the 

interface. Therefore, at the interface, the density, velocity, and energy suffer an abrupt 

change and it is necessary to specify conservation equations in order to mathematically 

simulate these singularities at the interface. These equations are called the jump conditions. 

We need to introduce here the concept of interface. The interface is an imaginary surface 

between phases, through which they interchange mass, momentum and energy. By 

supposing that the interfaceIA between the steam and the water phases moves with a 

velocity iu
r

, which depends on the considered time instant and position, then the mass flow 

from one phase to the interface, must equal the mass flow from the interface to the other 

phase. This conservation equation at the interface is expressed as follows: 

( ) 0ˆ
,

=⋅−∑
=

k
glk

ikk nuuρ     (A.2) 

Let's notice that the unitary vectors lg nandn ˆˆ  point to opposite directions for the liquid and 

steam phases. 

 

 

Figure A.1 Unitary vectors gn̂ and ln̂ in an arbitrary point of the liquid-steam 

interface 
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• Momentum conservation equation 

 

( ) ( ) kkkkk
kk Tguu

t

u trrrrr
r

⋅∇+=⋅∇+
∂

∂
ρρ

ρ
        (A.3) 

where gk

r
ρ is the momentum source due to gravity, andkT

t

 is the stress tensor due to 

pressure and the shear stress due to the viscous tension, i.e.: 

kk IpT τ
ttt

+−=      (A.4) 

where kτ
t

is the viscous shear stress tensor of the phase k, where the tension ( )knt ˆ
r

 in an 

arbitrary point of the interface with unit vector kn̂  is given by: 

( ) kkkkkkk nnpTnnt τ
ttr

⋅+−⋅= = ˆˆˆˆ     (A.5) 

In this case, the jump conditions consist of supposing that in every point of the interface, 

the momentum flow rate from one phase to the interface equals the momentum flow rate 

from the interface to the other phase plus the exerted tensions by the phases at both sides of 

the interface. This condition can be expressed as follows: 

( ) ∑∑
==

=⋅+⋅−−
glk

kkkikk
glk

k Tnnuuu
,,

0ˆˆ
r

ρ    (A.6) 

Basically, what this means is that when integrating over all the interfacial area, the 

momentum rate that one phase loses goes to the other. 

• Energy conservation equation 

 

( ) ( ) kkkkkkkkk
kk quguTque

t

e ′′′+⋅+⋅⋅∇+′′⋅∇−=⋅∇+
∂

∂
&

rrtrrrvr

ρρ
ρ

  (A.7) 

where kq ′′r is the heat flux received or released through the boundary surfaces, kk uT ⋅⋅∇
tr

is 

the rate of work done by the pressure and viscous forces, kk ug
rr

⋅ρ is the rate of work done 

by the gravity forces, and kq ′′′& is the generated heat rate inside the volume. 



Appendix A 

 A_10 

Let's remember that the stored energy per unit mass (J/Kg) is given by: 

zguee kkk ++′=
2

2

1
    (A.8) 

where, ke′ is the internal specific energy. 

In this case, the jump conditions express the fact that the energy transported by convection 

and the work done, through the interface, that wins or loses one phase equals the energy 

that the other phase loses or wins respectively. This can be expressed as follows: 

 

( ) ( ) 0ˆˆˆ
,,,

=⋅−−⋅+⋅′′− ∑∑∑
===

k
glk

ikkkkk
glk

k
glk

k nuueuntnq
rrrrr

ρ   (A.9) 

where ( )knt ˆ
r

 is the stress vector as defined in Hetsroni book, page I-9, see Equation (A.5). 

A.5 CONSERVATION EQUATIONS AVERAGING 

Now well, the equations that all the thermal-hydraulic codes use, and which we are going to 

use in this thesis, are always time and space averaged equations. In these equations, a 

double space and time average (Ishii 1975) or a space average and an "ensemble average" 

(Banerjee 1980) is performed on the local and instantaneous equations. 

It can be easily shown (Delhaye 1976), that the time and space averaging are commutative, 

i.e. the result is the same not matter the order we make them. 

This averaging will lead us to the so called macroscopic equations. 

Let's suppose that we have a volume ∀with two phases, as is shown in Figure A.2. 
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Figure A.2. Occupied volume by phase k at the time instant t in the volume element ∀ 

 

Now, let's consider the characteristic function for phase k, defined as follows: 

( )
krif

krif
trX k ∉

∈
= r

r
r

0

1
,     (A.10) 

We define the mean volumetric fraction for the phase k, in the volume∀, centred at r
r

 

 

( ) ( )
( )

( )
V

trV
dV

V
dVtrX

V
tr k

trVV
kk

k

,1
,

1
,

,

r
rr

r
=== ∫∫α   (A.11) 

 

Now well, the volume fraction also changes with time, that's why we define the time 

averaging of the magnitude (A.11) as: 

( ) ( )∫=
T

kk dttr
T

tr ,
1

,
rr

αα     (A.12) 
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time T is a time interval centered in t, i.e.: 









+−

2
,

2

T
t

T
t       

We define now the volumetric averaging of a magnitude kf in the phase k as follows: 

( )
( )

( )∫ ′′=
kV

k

k

k rdtrf
trV

trf
3

,
,

1
,

r

r

r
   (A.13) 

We will introduce here a couple of rules that will be continuously used in the averaging 

process: 

� Leibnitz rule: Applied to the control volume occupied by the phase k, is given by: 

 

( )
( )

( )
( )

( )
( )
∫∫∫ +⋅+

∂

∂
=′

∂

∂
trA

ki
trVtrV ikk

dSnutrfdr
t

trf
rdtrf

t ,,

3

,

3
ˆ,

,
,

rrr

rr
r

r
 

( ) ( )
( )( )

∑ ∫ ∫
= 













⋅′−⋅

3

1 , ,2 1

12
ˆ,ˆ,

j trA trA
jAjA

kj kj

kjkj
dSnutrfdSnutrf

r r

rrrr
 

( )∫ ⋅+
kw

kw
A

kA dSnutrf ˆ,
rr

   (A.14) 

where as we can see in Figure A.3: 
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Figure A.3 Control volume where a volume 





 tr

k
V ,

r
 for the phase k is included. The 

volume is limited by the planes ,....
2

,
2

,
2

,
2

y
y

y
y

x
x

x
x

∆+∆−∆+∆−  

 







 tr

i
A ,

r
 is the interfacial area in the control volume ∀; 






 trAkj ,2

r
 and 






 trAkj ,1

r
are the 

intercepted areas by 





 trV k ,
r

with the planes j

j

j

j
n

x
rn

x
r ˆ

2
,ˆ

2

∆
−

∆
+

rr
. If kV  touches any 

wall moving at a velocity Akwu
r

, we should include the last term of the equation (A.14). 

Akwu
r

 is the velocity of the surface 2kjA  which is normally zero. 

 

� Gauss theorem: 

 

( )
( ) ( ) ( )( )

∫∑ ∫ ∫∫∫ ⋅+













⋅−⋅+⋅=⋅∇

= Akw
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j trA trA
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trV

dSBndSBndSBndSBndrtrB
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rrrrrr

r rrr

ˆˆˆˆ,
3

1 , ,,,
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2 1

 

(A.15) 

The Equation (A.15) can be written as follows: 

 

( )
( ) ( ) ( )

∫∑ ∫∫∫ ⋅+⋅
∂

∂+⋅=⋅∇
= Akw

k
j trV

j

j
trA

k
trV

dSBndrnB
x

dSBndrtrB
kik

rrrrr

rrr

ˆˆˆ,
3

1 ,

3

,,

3
             (A.16) 

A.5.1 VOLUMETRIC AVERAGING OF THE INSTANT AND 
LOCAL CONSERVATION EQUATIONS 

The local and instant conservation equations for the mass, momentum and energy can be 

expressed by using the compact notation as follows: 
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( ) ( ) kkkkkk
kk Ju

t
φρρρ =+Ψ⋅∇+

∂
Ψ∂ rrr

   (A.17) 

where kΨ is the magnitude per unit mass in the phase k, kJ
r

is the diffusive flux of the 

conserved magnitude in the phase k, kφ is the source term of the magnitude in the phase k. 

Comparing Equation (A.18) with the mass, momentum and energy conservation equations, 

(A.1, A.3 and A.7) we obtain the following equivalence table: 

 

Table A.1 Equivalence terms of the generalized conservation equation 
Conservation law kΨ  kJ

r

 kφ  

Mass equation 1 0 0 

Momentum equation 

(j-component) 
kk nu ˆ⋅

r

 jnT ˆ⋅−
t

 jng ˆ⋅
r

 

Energy equation 
ke  kk quT ′′+⋅−

rrt

 kkk qug ρ/′′′+⋅ &
rr

 

 

By integrating the local and instant conservation Equation (A.17) in ( )trVk ,
r

, and using the 

theorems of Leibnitz and Gauss we obtain: 

( )
( )

( )
+⋅+Ψ+⋅Ψ−Ψ

∂
∂

∫∫∫
trA

kkkkk
trA

kikk
V

kk
iik

dSnJudSnudr
t ,,

3 ˆˆ
rr

rrr
ρρρ  

( )
( )

( )
( ) ( )

∫∫∑ ∫ =+Ψ⋅++Ψ⋅
∂

∂
= trV

kk
trA

kkkkk
j trV

kkkkj

j kkwk

drdSJundrJun
x ,

3

,

3
3

1 ,

ˆˆ
rrr

rrrr
φρρρ  

(A.18) 

Using the volume fraction definition for the phase k (A.11), and the volumetric averaging 

definition (A.13), we can rewrite the Equation (A.18) after dividing it by the volume as: 

 

( ) wk

J

ik

conv

ikkkkkkkkkkkk SSSJu
t

,,, ++=−




 +Ψ⋅∇+Ψ

∂

∂ φραραρα
rrr

          (A.19) 
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where the terms at the right side are defined next: 

 

� 
conv

ikS , : Term due to the convective flux through the interface: 

( )
( )
∫ ⋅−Ψ−=

trA
kikkk

conv

ik

i

dSnuu
V

S
,

,
ˆ1

r

rr
ρ   (A.20) 

This term represents the transfer rate per unit volume of the conserved magnitude to the 

phase k by convective flux through the interface. 

� J
ikS , : Term due to the kJ

r
current in the interface. 

( )
∫ ⋅−=

trA
kk

J

ik

i

dSnJ
V

S
,

,
ˆ1

r

r

    (A.21) 

This term represents the transfer rate per unit volume of the conserved magnitude to the 

phase k, due to the currentkJ
r

, normally called diffusive current through the interface. 

 

� wkS , : Term due to the current kJ
r

 at the walls. 

∫ ⋅−=
kwA

kkwk dSnJ
V

S ˆ1
,

r

    (A.22) 

A.6 THE CONSERVATION EQUATIONS AVERAGING AND 
THEIR JUMP CONDITIONS 

Once the macroscopic equations are obtained, we must perform the time averaging on 

them. Hence, the mean macroscopic value of any magnitude as for example the volume 

fraction can be expressed as follows: 

 

( ) ( ) ( )trtrtr ,,,
rrr

ααα ′+=    (A.23) 
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where ( )tr ,
r

α ′  represent the fluctuations in the space averaging of the void fraction. 

Obviously we have the following mean value of this fluctuation: 

 

( ) 0, =′ tr
r

α     (A.24) 

 

The same happens with the phase velocities, i.e.: 

 

( ) ( ) ( )trutrutru kkk ,,,
rrr ′+=    (A.25) 

where ( )truk ,
r′  represent the fluctuations of the velocity. 

We will suppose that the following approximation is accomplished: 

 

cbacba =    (A.26) 

and we will leave out the volumetric averaging symbol , which will be understood 

onwards. 

A.6.1 THE MASS CONSERVATION EQUATION AVERAGING AND 
ITS JUMP CONDITION 

At table A.1, the mass conservation equation, is obtained by taking; 1=Ψk , 0=kJ
r

, and 

0=kφ , in the Equation (A.17), and after making the time averaging, we get: 

 

( ) ( ) kkkkkkk
kk uu

t
Γ=






 ′′∇+⋅∇+

∂

∂ αραρρα rrr

  k=l,g        (A.27) 
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where kα is the averaged volume fraction of the k phase, kρ is the density of the phase k, 

ku
r

is the velocity of the phase k, and the term ( )kkk u′′∇ αρ
r

 is due to the rapid fluctuations of 

velocity and void fraction. This term, due to turbulence is usually neglected in the codes. 

kΓ is the mass generation rate of the phase k per unit volume and is given by: 

( )
( )
∫ ⋅−−=Γ

trIA
kikkk dSnuu

V ,

ˆ1
r

rr
ρ     (A.28) 

If we integrate the jump condition (A.2) all along the interfacial area ( )trIA ,
r of the volume V 

at the time instant t, we get after averaging in space and time and dividing by the volume V: 

( )
( )

0ˆ1

, ,

=⋅−∑ ∫
= glk trIA

kikk dSnuu
V r

rr
ρ     (A.29) 

This can be expressed as: 

lg Γ−=Γ     (A.30) 

In the applications the time averaging symbol is leaved out. 

 

Finally, the averaged 3D mass conservation equations normally used in thermal-hydraulic 

codes as TRACE are: 

 

- Liquid phase: 

( )( ) ( )( ) lll
l u

t
Γ=−⋅∇+

∂
−∂ rr

αρρα
1

1
   (A.31) 

- Steam phase: 

( ) ( ) ggg
g u

t
Γ=⋅∇+

∂
∂ rr

αρ
ρα

    (A.32) 
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A.6.2 THE MOMENTUM CONSERVATION EQUATION 
AVERAGING AND ITS JUMP CONDITION 

In order to obtain the momentum conservation equation, at table A.1, we make: 

gandTJu kkkkk

rtrv
===Ψ φ,    (A.33) 

 

and noticing that: 

( ) ( ) ( )trutrutru kkk ,,,
rrr ′+=    (A.34) 

Thence, after performing the time averaging and neglecting the less important correlations, 

we get: 

 

( ) ( ) ( ) +⋅∇−∇+⋅∇+
∂

∂ T

kkkkkkkk
kkk Vuu

t

u
ταραρα

ρα trrrrr
r

 

( ) ( ) +−⋅−−=−∇ ∫∫
ii A

kk
A

kikkkkkkkkk dSnp
V

dSnuuu
V

guu ˆ1ˆ1 rrrrrrr

ρραρα  

∫∫∫ −⋅+⋅+
kwkwi A

kk
A

kk
A

kk dSnp
V

dSn
V

dSn
V

ˆ1ˆ1ˆ1 ττ
tt

 (A.35) 

Now well, for a closed surface, the next surface integral is zero: 

 

0ˆ =∫
∪∪ kkwi AAA

k dSn     (A.36) 

where kA  is the area intersected by kV with the contour of V. 

Hence: 

k
VA

k
A

k
A

k

kkkwi

dV
V

dSn
V

dSn
V

dSn
V

α∇−=∇−=−=++ ∫∫∫∫
rr1ˆ1ˆ1ˆ1

 (A.37) 
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So the sum of the terms which contain the pressure under the integral sign, leaving out the 

time averaging sign result to be equal to: 

 

kk
A

k
A

k
k pdSndSn

V

p

kwi

α∇=












+− ∫∫
r

ˆˆ   (A.38) 

By taking into account Equation (A.38) and leaving out the time averaging sign, we get if 

the volume is constant, that the momentum conservation Equation (A.35) can be expressed 

as follows: 

( ) ( ) kwkikikkkkkkkkkk
kkk FFugPuu

t

u T
rrrrtrrrrr

r

++Γ=⋅∇−∇+⋅∇+
∂

∂
− ρατααρα

ρα
 

(A.39) 

where kα is the averaged volume fraction of the k phase, kρ is the density of the phase k, 

kur is the velocity of the phase k, and: 

T

kτ
t

is the Reynolds viscous shear stress tensor for the k phase. 

kkkk uuT rrt
ρτ −=     (A.40) 

kiF
r

is the term due to the friction between phases kiF
r

. 

This term is produced due to the fact that the liquid and the steam move at different 

velocities, what produces a frictional shear stress that causes the steam to be slowed down 

by the liquid and the liquid dragged by the steam since the steam velocity is higher than the 

liquid one, and inversely if the liquid velocity is higher than the steam one. 

∫ ⋅=
IA

kkki dSn
V

F ˆ1 τ
tr

    (A.41) 

kwF
r

is the term due to the friction with the wallskwF
r

. 

∫ ⋅=
kwA

kkkw dSn
V

F ˆ1 τ
tr

    (A.42) 
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kik u
r

Γ  is the term due to the momentum interchanged due to the phase change. 

( ) dSnuuu
V

u k

IA
ikkkkik ˆ1 ⋅−−=Γ ∫
rrrr

ρ    (A.43) 

where kΓ is the mass generation rate per unit volume of the phase k, and kiu
r

the mean 

velocity of the phase k at the interface. 

The integration of the jump condition all along the interfacial area, leads us to the following 

expression: 

ligi FF
rr

−=     (A.44) 

In the momentum equation and also in the following energy equation, we are assuming that 

PPk = . This means that the pressure is the same for both phases. This is because we are 

supposing that we have a homogeneous flow, i.e. we are analyzing a volume where the 

phases are mixed and, where we have a volumetric weighted properties for every phase. 

Finally, the averaged 3D mass conservation equations normally used in thermal-hydraulic 

codes are obtained from Equation A.39 taking into account the mass conservation 

equations. 

 

- Liquid phase: 

( )
( ) lglg

l

i

l

lll uuuu
c

puuu
t

rrrrrrrrr
−−

−
+∇−=∇⋅+

∂

∂

ραρ 1

1
 

( )
( )

( )
guu

c
uu ll

l

wl
lg

l

g rrrrr
+

−
−−

−

Γ
−

−

ραρα 11
  (A.45) 

 

- Steam phase: 

( ) lglg

g

i

g

ggg uuuu
c

puuu
t

rrrrrrrrr
−−−∇−=∇⋅+

∂

∂

αρρ
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( ) guu
c

uu gg

g

wg

lg

g

g rrrrr
+−−

Γ
−

+

αραρ
   (A.46) 

where; 

[ ]0,max gg Γ=Γ
+

    (A.47) 

[ ]0,min gg Γ−=Γ
−

    (A.48) 

 

We observe that the interfacial friction term has the opposite sign in both equations. We 

notice that when evaporation takes place, 0>Γg , and the steam phase gains an amount of 

momentum per unit volume and time equal to lg u
r

Γ , the term gg u
r

Γ− comes from writing 

the momentum conservation equation in non-conservative form. 

A.6.3 THE ENERGY CONSERVATION EQUATION AVERAGING 
AND ITS JUMP CONDITION 

In order to obtain energy conservation equation, from Figure A.1, we make: 

kkkkkkkk qugandquTJe ρφ /, ′′′+⋅=′′+⋅−==Ψ &
rrrrtr

 

and performing the time averaging in equation A.19 yields: 

( ) ( ) quupue
t

e
kkkkkkkkkk

kkk ′′∇+⋅⋅∇−⋅∇+⋅∇+
∂

∂ rrrrrvrvr

ατααρα
ρα

 

wk

J

ik

conv

ikkkkk SSSqug ,,, ++=′′′−⋅− &
rr

αρα  (A.49) 

 

where the different terms represent: 

 

( )
t

ekkk

∂

∂ ρα
: Represents the rate of stored energy in the phase k per unit volume. 
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The second and third term give when summing them: 

 

( ) ( ) kokkkkkkkkkkkkkk uhupeupue
rrrrvrvr

ραρρααρα ⋅∇=+⋅∇=⋅∇+⋅∇ /  (A.50) 

 

where: 

 kkok peh ρ/+= , being okh the stagnation energy. 

� kokkk uh
rr

ρα⋅∇ : Represents the flow of stagnation energy to the phase k. 

� kkk u
rtr

⋅⋅∇− τα : Represents the work done per unit time and volume by the 

viscous forces. 

� kkk ug
rr

⋅ρα : Represents the work done per unit time and volume by the gravity 

forces. 

� qk
′′′&α : Represent the energy source per unit volume and time in phase k. 

� 
conv

ikS , : Represents the energy transfer between phases due to evaporation or 

condensation. 

( ) kikk
A

ikkk

conv

ik edSnuue
V

S
i

Γ=⋅−= ∫ ˆ1
,

rr
ρ   (A.51) 

� 
J

ikS , : Represents the energy transfer due to the diffusive flux of energy through the 

interface: 

 

( )
( ) ( ) ( )

ik
trA

kkk
trA

kk
trA

kk

J

ik qdSun
V

dSnup
V

dSnquT
V

S
iii

&
rtrrrt

rrr
+⋅⋅+⋅−=⋅′′+⋅−−= ∫∫∫

,,,
,

ˆ1ˆ1ˆ1 τ (A.52

) 

 

where ∫ ⋅′′−=
iA

kkik dSnq
V

q ˆ1 r
& , represents the heat transfer rate to the phase k per unit 

volume through the interface. 
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The first term of the right side of Equation (A.52), can be written as: 

( )
( ) ∫∫∫ ⋅−⋅−−=⋅−

iii A
ki

A
kik

trA
kk dSnup

V
dSnuup

V
dSnup

V
ˆ1ˆ1ˆ1

,

rrrr

r
 (A.53) 

Now well, by applying the Reynolds transport theorem to the magnitude 1=kf , we get: 

( )
∫∫ ⋅=

∂

∂≡
ik A

ki
trV

kk dSnuV
t

dVf
dt

d ˆ
,

r

r
α   (A.54) 

where we can express (A.53) as follows: 

 

( )
k

k

k

trA
kk

t
ppdSnup

V i

α
ρ ∂

∂−
Γ

=⋅− ∫
,

ˆ1
r

r
  (A.55) 

 

� wkS , : The source term due to the walls is given by: 

 

wk
A

kkk
A

kkwk qdSnu
V

dSnup
V

S
kwkw

&
rrr

+⋅⋅−⋅−−= ∫∫ ˆ1ˆ1
, τ   (A.56) 

 

where:  

∫ ⋅′′−=
kwA

kkwk dSnq
V

q ˆ1 r
& : Represents the heat transfer rate to the phase k per unit volume 

through the walls. 

  

The first term of equation (A.56) is: 

∫ ⋅−−=
kwA

kkkp dSnup
V

W ˆ1 r
: Power won or lost per unit volume due to the movement of the 

walls. 

By summing Equation (A.51) and the first term of (A.55), we get: 
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kok
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kkik h

p
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p
e Γ′=


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









+Γ=Γ+Γ

ρρ
  (A.57) 

 

The second term of (A.56) is: 

 

∫ ⋅⋅−=
kwA

kkkkw dSnu
V

W ˆ1 τ
rr

: Represents the dissipated power by friction with the walls per 

unit volume. 

 

So, the energy conservation equation can be written as follows: 

 

( ) ( )













+Γ+

∂

∂−⋅+⋅∇−=⋅∇+
∂
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k
kikkkkkkkkkkk

kkk p
e

t
pugupue
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ρ
αρααρα

ρα rrrrvr

 

( )kkkkkkwkpkkwkik uqWWqqq
rrrrr

&&& ⋅⋅∇+′′∇−++′′′+++ τααα (A.58) 

where the last two terms are normally neglected. 

Finally, in order to obtain the internal energy equation, we subtract from Equation (A.58), 

the kinetic energy equation, and we get: 

 

( ) ( ) ( )













+′Γ+⋅∇

∂

∂−=′⋅∇+
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′∂
−
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k
kikkkkkkkk

kkk p
eup

t
Pue

t

e

ρ
ααρα

ρα rrvr

  

( )kkkkkkwkpkkwkik uqWWqqq
rrrrr

&&& ⋅⋅∇+′′∇−++′′′+++ τααα  (A.59) 

The last four terms are normally neglected. 

where ke ′ is the stored energy per unit mass in the fluid element, and: 
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• 
( )

t

e kkk

∂

′∂ ρα
: Is the stored energy rate per unit volume (J/sm3) in an arbitrary 

position and time instant of the domain. 

• ( )kkkk ue
vr

′⋅∇ ρα : Is the energy flow rate through the fluid element faces. 

• k

t
p α

∂

∂− : Is the loss of energy per unit volume due to phase expansion. 

• ( )kk up α⋅∇−
r

: Is the work done by the pressure due to expansion 

• 













+′Γ

k

k
kik

p
e

ρ
: Is the variation of stored energy due to mass transfer between 

phases. 

• ikq& : Is the rate of heat per unit volume interchanged between the interface and the 

phase k. 

• wkq& : Is the rate of heat per unit volume interchanged between the phase k and the 

walls. 

• kk q ′′′&α : Volumetric source of energy in the fluid element. 

 

By integrating the jump condition of the energy equation, with respect to the interfacial area 

IA contained in the fluid element volume, we get, neglecting the work done by the viscous 

forces: 

( ) ( )∫∫ =+−⋅′′+⋅′′−
II A

lolgog
A

ggll dSmhmhdSnqnq 0ˆˆ &&
rr

  (A.60) 

where: 

 ( ) kikkk nuum ˆ⋅−=
rr

& ρ     (A.61) 

 kkok peh ρ/+=     (A.62) 

 

Now we are going to introduce the following averaged magnitudes: 

 



Appendix A 

 A_26 
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k

A
okk

oki
I

dShm
V

h
Γ

−==














 ∫ &
1

interface at the

k  phase  theofenergy 

  total theof Mean value

               (A.64) 

 

Hence, we can write the jump condition equation as follows: 

( ) 0=Γ+Γ+′′+′′
gogiloli

I
gili hh

V

A
qq &&    (A.65) 

Using the mass jump condition, i.e.  lg Γ−=Γ we can obtain the expression for gΓ  , given 

by: 

( )
( )Vhh

Aqq

oliogi

Igili

g

−

′′+′′
−=Γ

&&

    (A.66) 

Finally, the 3D energy conservation equations as are normally used in the thermal-hydraulic 

codes is for each phase: 

 

- Liquid phase: 
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t
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e rrrr
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 lldlilwl hqqq ′Γ++++ &&&  (A.67) 

 

 

 



Appendix A 

 A_27 

- Steam phase: 
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APPENDIX B 

 

CALCULATION OF THE CONVECTIVE TERMS OF 
THE CONSERVATION EQUATIONS 

 

B.1 CONVECTIVE TERMS 

The convective terms which appear in the discretization of the mass and energy 

conservation equations, were evaluated using the ULTIMATE-SOU (second order 

upwinding) method. For the momentum equation convective terms, we are using the 

ULTIMATE-QUICKEST method. These methods are explained here below. 

B.2 FIRST ORDER UPWINDING (FOU) 

The upwinding schemes are designed to simulate numerically in a more appropriate way 

the propagation direction of the flow information. It seems to be obvious that the numerical 

schemes to solve the flow equations, be consistent with the velocity and direction of the 

flow with which the information is propagated through the flow field. Strictly talking, the 

centred differences schemes not always follow the flow information through the flow field. 

In many cases, the final values fall out of flow field domain. For flow fields which have 

smooth variations of the flow variables, these schemes don’t cause problems. However, 

when there are discontinuities in the flow, these schemes don’t function correctly due to 

producing oscillations. This problem was the reason why the modern codes of fluid 

dynamics simulation developed the upwinding schemes. One of the simplest advection 

problem is the first order upwinding. 

Considering the one-dimensional model of a pure advection equation for a scalar( )tx,φ : 
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x

u
t ∂

∂
−=

∂

∂ φφ
     (B.1) 

where, u is the advective velocity which will be supposed as constant. Taking an uniform 

space-time grid, (∆x,∆t), and integrating on ∆x,∆t, in a centred cell in xi we will have: 
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1 φφ
   (B.2) 

Discretizing in a finite volume, we get: 

 ( ) tux
n

x
x

n

x
x

n
i

n
i ∆














−−=∆− ∆

−
∆

+

+

22

1 φφφφ    (B.3) 

where 
n

x
x

2

∆+
φ is the averaged value in time at the right face. The averaged value in time for 

the left face n
x

x
2

∆−
φ . The bars indicate the spatial averaging at the i cell between the time 

steps n and n+1. 

 

Figure B.1 Space-time gridding showing the convective characteristics inside the left 
face of the cell I of a finite volume. 

 

As the courant number is
x

tu
c

∆
∆= , then the Equation (B.3) results in: 

 




 −−=


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
 −

+ n

l

n

r

n

i

n

i c φφφφ
1

   (B.4) 
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At this point, we need to estimate the values at the faces. The temporal average of the 

Equation (B.4) can be expressed as spatial averaging. For example, the time averaging in 

the left face is given by: 

 ( ) ( ) ξξφττφφ d
xc

d
t

x

xcx

ntt

t
l

i

n

n ∫∫ ∆−

∆+

∆
=

∆
= 1ˆ1

  (B.5) 

where ( )τφl̂  is the instantaneous value at the right face and ( )ξφ n  the value for φ , in the 

upstream direction region at the n time step.  

A similar formula is obtained for the right face. Its not necessary to write it because the 

conservation of the advective flow guaranties that: ( ) ( )1+= ii lr φφ . 

Different numerical schemes are obtained in function of the election of ( )ξφ n  to estimate 

the local behaviour. For consistency, ( )ξφ n

 
must obey the integral restriction: 

 ( ) n

i

xx

xx

n
d

x

i

i
φξξφ =

∆
∫

∆+

∆−

2/

2/

1
    (B.56) 

In order to get the upwinding scheme, we suppose that ( )ξφ n  is constant for each cell i. 

( ) n

i

n

φξφ ≡  for 








 ∆+<<







 ∆−
22

x
x

x
x ii ξ   (B.57) 

 

Figure B.2 Gridding for ( )ξφ n  constant at each cell i. 
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So, for the Figure B.2 case, we have: 

 

 ( ) n

il i 1−= φφ    for 10 ≤< c     (B.8) 

and 

 ( ) n

ir i φφ =    for 10 ≤< c     (B.9) 

Finally, the Equation (B.4), results in: 

 




 −−= −

+ n

l

n

i

n

i

n

i c 1

1
φφφφ    for 10 ≤< c    (B.10) 

In the program PTS, we obtain the convective terms evaluating them at the faces, so, we 

use the Equation (B.8) to get the interpolation of the terms ggAρ  and llAρ of the mass 

conservation equations for the liquid and the steam, and the terms ggg Ae ρ  and lll Ae ρ of the 

energy conservation equation for the liquid and the steam. The first order upwinding 

scheme was incorporated in four subroutines; FVAP, FLIQUIDN, FEGN and FELN. 

B.3 SECOND ORDER UPWINDING (SOU) 

In order to calculate the convective terms of the mass conservation equations ( ggAρ  and 

llAρ ), and the energy conservation equations ( ggg Ae ρ  and lll Ae ρ ), a second order 

upwinding scheme has been used. This scheme is less diffusive than the first order 

upwinding scheme, but oscillations can even appear. A way to avoid those oscillations is 

the ULTIMATE strategy. 

In order to obtain the second order scheme, a linear interpolation was made, based on the 

mean values at the upstream cells.  
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Figure B.3 Second order upwinding 

 

Based on the previous figure, we can get the following equation: 
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The value for lφ  is given by the following equation: 

( ) ξξφφ d
xc

il
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x
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n

l ∫
∆−∆

= 1
     (B.12) 

Substitution of Equation B.10 into Equation B.11 yields for the left face; 
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Taking the corresponding rφ value, the updated one when using the second order 

upwinding method is obtained. 
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The second order upwinding scheme was implemented in the PTS code in the subroutines 

FGAS, FLIQUIDN and FEGLN. 

With the intention of diminishing the oscillations of the solution, in the CFD 

(Computational fluid dynamics) field, new algorithms were developed, and one among 

them is the QUICKEST method which is explained here next. 

B.4 QUICKEST METHOD 

In order to evaluate the convective terms of the steam and water conservation equations, the 

QUICKEST (Quadratic Upstream Interpolation for Convective Kinematics with Estimated 

Streaming Terms) method was implemented. For transient flows, this scheme is the canonic 

form of the third order upwinding for a convection-diffusion equation. 

When building this higher order approximation in order to estimate the left face value for 

φ , a parabola is interpolated as it is seen in the Figure B.4, through getting 
n

i

n

i

n

i φφφ ,, 12 −− , if 

0>u . This interpolation does not generally satisfy the integral condition of the Equation 

(B.5) due to its curvature. By introducing an additional constant, we can express upstream 

value for ( )ξφ n  as follows: 
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Substitution of Equation (B.14) into Equation (B.5) yields the value for the constant C1: 

241224
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    (B.16) 

Therefore, we have for the left face, by substituting into Equation (B.4): 
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Figure B.4 Third order interpolation 

 

In a similar way, we get rφ . The updating equation that results is: 
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Here we note that the value for1−iφ is given by Equation B.14, particularized in 1−= iXξ : 
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Thence: 
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Hence, we obtain in this way, the relations between the values in the nodes and the mean 

values. If we express now the mean values as function of the values in the nodes, we find 

the following relation: 
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This method is used combined with the ULTIMATE method, in the subroutine VEFICL 

and VEFICV in order to get the convective terms of the momentum conservation equation. 

As every explicit algorithm, the QUICKEST method is constrained to certain restrictions in 

the time step, depending on the cell size, the convective velocity and the diffusion 

coefficient. This analysis is commonly made by the Von Neumann analysis. In Appendix G 

this stability method is presented. 

B.5 ULTIMATE 

The interpolation schemes previously detailed were incorporated to the CC code in 

combination with the ULTIMATE strategy. The ULTIMATE strategy belongs to the TVD 

(Total-Variation-Diminution). 

To explain the TVD strategy, let’s take the following equation as an example: 

 

 0=
∂

∂
+

∂

∂

x

f

t

u
    (B.23) 

where ( )uff =  
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Visualizing the variation of u with respect to x in a n time step, in some point at the x axis, 

both, u and its derivative are known. An important property of the physical solutions for the 

Equation (B.23) is that
x

u

∂
∂

, integrated on all the x axis domain doesn’t increase with time. 

This integrated quantity is called total variation (TV): 

 ( ) dx
x

u
uTV ∫

∂

∂=     (B.24) 

For a physically own solution, TV doesn’t increment with time. In terms of a numerical 

solution, the Equation (B.23) is discretized with( ) tuu ii ∆−+ /1 , so that the Equation (B.24) 

can be written as: 

 ( ) ∑ −= +
i

ii uuuTV 1     (B.25) 

The Equation (B.25) defines the total variation in x of one discretized numerical solution. If 

( )1+nuTV  and ( )nuTV  represent the Equation (B.25) evaluated at the time steps n+1 and n, 

respectively, and if: 






≤





 + nn

uTVuTV
1

    (B.26) 

Then the numerical algorithm is called TVD (Total-Variation-Diminution). 

When the TVD is incorporated to a differences scheme, the induced numerical oscillations 

are simply avoided. This is because of the nature of the basic differentiation problem where 

the TVD is incorporated.  

The ULTIMATE strategy is based on an explicit formulation that uses a Universal 

Limitator. This strategy, expressed by B.P. Leonard, has one simple universal limitator, 

which can be applied to a differences scheme without an order restriction. This limitator 

makes the oscillations to vanish without affecting the hoped for exactitude of the scheme. 

The strategy used in our problem uses normalized variables. Figure B.5 shows a one-

dimensional control volume paying attention to the left face. In order to determine the 

effective value of the left side, lφ , the more influencing nodes are the two nodes neighbor 

of the face and the closest one upstream. These depend on the direction of the velocity. 
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These three nodes receive the name of ( )downstreamDφ , ( )upstreamUφ  and ( )localizedcentrallyC −φ , as is 

shown in Figure B.5. 

 

Figure B.5 Value of the normalized nodes in the case of monotonic behaviour 

In terms of the original variables, there are many cases to consider: positive or negative 

combination lu , positive or negative φ  and positive or negative values of the gradient or 

the curvature. The sign variations and flow direction can be normalized defining the 

normalized variable in each point as follows: 

( )
( )






 −

−
=

n

U

n

D

n

Utx
tx

φφ

φφ
φ

,
,     (B.27) 

where lφ is a function of n
Dφ , n

Cφ , n
Uφ  and the courant number; the normalized value at the 

face is only function of the value at the adjacent upstream node and the courant number.   

 

Figure B.6 Definition of the upstream, downstream and centred nodes, 

depending on the velocity lu sign 
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




=

n

Cl f φφ     (B.28) 

As the normalized nodes are constant: 1=n
Dφ  and 0=n

Uφ  

For monoticity, and as Figure B.5 suggests: 

1≤≤
n

r

n

C φφ     (B.29) 

The value at the upstream face lφ , must accomplish: 

l

n

C φφ ≤≤0     (B.30) 

Integrating
x

u
t ∂

∂−=
∂
∂ φφ

, and with normalized variables we have: 

( )lr

n

C

n

C c φφφφ −−=
+1

    (B.31) 

To maintain the monoticity, the new value for Cφ must accomplish: 

111 +++
≤≤

n

D

n

C

n

U φφφ     (B.82) 

For pure advection, the right side of the inequality is less restrictive than r
n

C φφ ≤ , but the 

left side one leads us to: 

( )lr

n

C

n

U c φφφφ −−≤
++ 11

    (B.33) 

So, 






 −+≤

+11 n

U

n

Clr

c
φφφφ    (B.34) 

As 0≥lφ and 0≤Uφ , the more limiting case will be when 01 == +n
Ul φφ , i.e. when: 






≤

n

Cr

c
φφ 1

 for 10 ≤<
n

Cφ
   (B.35)

 

For the case of 0<n
Cφ , or 1>n

Cφ , the following condition has given good results as has 

been proved in simple numerical experimentation: 
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n

Cr φφ =  for 0<n
Cφ  or 1>

n

Cφ    (B.36) 

The universal limitator is shown schematically in Figure B.5. the borders depend on the 

courant number. If c tends to 0 (dashed line) and if c tends to 1 it tends to the bisectrix. 

For a better comprehension of the strategy, we show the steps that we followed when 

applying this methodology. Firstly, depending on the velocity, we name the neighbor nodes 

as: Upstream (U), Downstream (D), and centred (C). The second step is to calculate Del: 

n

U

n

DDel φφ −=     (B.37) 

If 510−<Del , then cr φφ = , and we continue with the next face. 

The next step is made if the previous conditions are not accomplished: 

Del
n

U

n

C

n

C /




 −= φφφ     (B.38) 

If this equation is less than 0, or bigger than 1, then we say cr φφ =  and we continue to the 

next face. If not, we do the next step: 

( ) Dellr

n

r /φφφ −=     (B.39) 

where we calculate the convective terms of the mass and energy equations with the first 

order upwinding scheme. 

 

Afterwards, we get rφ by making the following considerations: 

 

If 
n

Cr φφ < , we apply the inferior limitator 
n

Cr φφ = . 

If  c
n

Cr /φφ > , we apply the superior limitator c
n

Cr /φφ =  

If 1>rφ , we apply the absolute superior limitator 1=rφ  
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Figure B.7 Universal limitator diagram border. 

 

Finally we do: 

 

Urr Del φφφ +=     (B.40) 

The stability of the method is guaranteed because of the fact that the monoticity of the 

system is preserved. 

This strategy is incorporated to the subroutines FVAP, FLIQUIDN, FEGN, FELN, 

CALCGR and CALCLR. 
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APPENDIX C 

 

 

INTERFACIAL AND THROUGH THE WALLS HEAT 
TRANSFER AND ITS DERIVATIVES 

 

When solving the system of conservation equations, as it was explained in Chapter 5, we 

need the heat transfer to the wall and the interfacial heat transfer. We also need the 

derivatives of the heat transfer with respect to the pressure, temperature and the pressures 

difference. 

The heat transferred through the walls and at the interface is calculated with different 

correlations which depend on some dimensionless numbers. These dimensionless numbers 

will be derived with respect to the pressure, temperature and the pressures difference since 

these derivatives are needed in the numerical algorithm when solving the system of 

equations.  

It is mandatory to define here the dimensionless numbers which will be needed later in the 

definitions of the heat transfer coefficients: 

 


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




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ρ
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ρ
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












=

k

kk
k

C

Cp µ
Pr ,  for each k phase         (C.4) 

Below the heat transferred from each phase with the interface and the derivatives for each 

phase separately are presented. 

C.1 LIQUID PHASE 

The equations that will be used to calculate the heat interchanged at the interface and with 

the wall are: 

 ( ) tTThAQ tt
jlsati

tt
jli

t
jli

tt
il ∆−= ∆+∆+∆+    (C.5) 

 ( ) tTThAQ tt

jllw

tt

jlw

t

jlw

tt

wl ∆−= ∆+∆+∆+
   (C.6) 

The correlations used to calculate the heat transfer coefficients, depend on the fluid regime 

for the convection to the wall, and for the interfacial heat transfer there are several different 

correlations in several books and publications deduced from some experimental 

investigation.  

Two different correlations will be used for calculating the convective heat interchanged 

with the wall; these are, the Dittus-Boelter, and the Grashof correlations. The Dittus-Boelter 

correlation is applicable when forced convection is the only heat transfer mode. The 

Grashof correlation is used when natural convection is the heat transfer mode. [A.F. Mills, 

Heat Transfer, Second Edition, Prentice Hall, New Jersey, 1999]. 

Our CC code will use the one that gives us the higher value for the conditions that we are 

simulating. 

4.08.0 PrRe023.0 ll

hl

l
DB

hl

l
DBlw

D

K
Nu

D

K
hh ===     Dittus-Boelter   (C.7) 

25.025.0 Pr59.0 ll

hl

l
Gr

hl

l
Grlw Gr

D

K
Nu

D

K
hh ===  Grashof   (C.8) 

For the interfacial condensation and heat transfer, we will use a correlation like the 

following one: 
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 5432
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l ==   (C.9) 

In this equation it can be seen that we have five different parameters ( )51 ctct − , which are 

the exponents of the dimensionless numbers and one first constant that multiplies all of 

them. These constants have different values for the different correlations that can be 

chosen. 

There are several different correlations which come from some studies made for cocurrent 

or countercurrent steam-water condensation phenomena in pipes as was explained in 

Chapter 2. 

Now, the equations for the derivatives for the different heat transfers are being defined, and 

in order to make it more general, the exponents as ( )51 ctct −  will be kept in the equations. 

Introducing the definitions for the dimensionless numbers into the convective heat transfer 

coefficients, for one cell j  and one specific time step, we obtain: 
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For the sake of simplicity, we start defining the following expressions for the interfacial 

heat transfer during one time step and through the interfacial area of one node of length 

x∆ :  
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The interfacial convective heat transferred during one time step can be defined as a function 

of the previous expressions: 

 abcdeQ tt
il =∆+      (C.18) 

Below the derivative of the interfacial heat transfer with respect to the liquid pressure is 

shown: 
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For the derivative of the interfacial heat transfer with respect to the liquid temperature we 

have: 
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For the derivative of the interfacial heat transfer with respect to the liquid pressure 

differences we have: 
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Next the following constants for the heat transfer to the wall equation are defined: 
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Hence, the heat transferred with the wall from the liquid as a function of the previous 

constants is defined as: 

222 cbaq tt
wl =∆+  Dittus-Boelter      (C.29) 

333 cbaq tt
wl =∆+             Grashof     (C.30) 

So, the partial derivative of the heat transferred with the wall with respect to the liquid 

pressure is: 
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Now the derivative of the heat interchanged with the wall with respect to the liquid 

temperature is shown: 
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- FOR THE DITTUS –BOELTER CORRELATION WE MAY WRITE: 
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- FOR THE GRASHOF CORRELATION WE MAY WRITE: 
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C.2 STEAM PHASE 

The equations that will be used to calculate the convective interfacial and the heat 

transferred with the wall are: 
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   (C.35) 
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The correlations used to calculate the heat transfer coefficients, depend on the fluid regime 

for the convection to the wall, and for the interfacial mass and heat transfer there are several 

different correlations in books and publications deduced from several experimental 

researches.  

Two different correlations will be used for the convection to the wall; these are, the Dittus-

Boelter, and the Grashof correlations. The Dittus-boelter correlation is applicable when 

forced convection is the only heat transfer mode. The Grashof correlation is used when 

natural convection is the heat transfer mode. [A.F. Mills, Heat Transfer, Second Edition, 

Prentice Hall, New Jersey, 1999]. 

It will be taken in our CC code, the one that gives us the higher value for the conditions that 

we are simulating. 
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For the interfacial condensation and heat transfer between the steam phase and the 

interface, a correlation like the following one will be used: 
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h ==   (C.39) 

It is assumed that the steam flow regime is a fully developed turbulent flow and the main 

heat transfer mode is forced convection, hence, we are taking the Dittus-Boelter correlation 

for the convective heat transfer from the steam to the interface. 

Introducing the definitions of the dimensionless numbers and for one cell (j) and at one 

specific time: 

 

⋅

























 +













=

∆+

+−

∆+∆+
∆+

8.0

2/12/1
int 2

023.0

tt

jgjg

tt

jg

hgg

t

jhg

tt

jgtt

jg

uuD

D

K
h

µ
ρ

 



Appendix C 

 C_13 

4.0




























∆+ tt

jg

gg

k

Cp µ
                  (C.40) 

 

Dittus-Boelter:  

4.08.0

2/12/1

2
023.0























 ∆+∆+

+−

∆+

∆+

∆+

∆+













































 +
















=

tt

j
g

gg

tt

jgjg

tt

j
g

hgg

tt

jhg

tt

jgtt

j
g

K

CpuuD

D

K
h w

µ

µ

ρ
(

C.41) 

Grashof: 
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At first the following constants for the interfacial heat transfer are defined hereafter: 
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Therefore the interfacial convective heat transfer as function of the previous expressions 

can be defined as follows: 

abcQ tt

ig =∆+
     (C.46) 
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Now the derivative of the interfacial heat transfer with respect to the steam pressure is 

shown: 
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For the derivative of the interfacial heat transfer with respect to the steam temperature we 

have: 
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For the derivative of the interfacial heat transfer with respect to the liquid pressure 

differences we have: 
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The following expressions for the heat transfer to the wall are defined hereafter: 
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The convective heat interchaned with the wall can be defined now as a function of the 

previous constants: 

 

222 cbaq tt
wg =∆+             Dittus-Boelter  (C.57) 

333 cbaq tt
wg =∆+              Grashof    (C.58) 

 

So, the derivative of the heat transferred with the wall with respect to the steam pressure is: 
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- FOR THE DITTUS –BOELTER CORRELATION WE MAY WRITE: 
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- FOR THE GRASHOF CORRELATION WE MAY WRITE: 
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The derivative of the heat transferred with the wall with respect to the steam temperature is 

shown next, for the Dittus-Boelter and for the Grashof correlation: 
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APPENDIX D 

 

CALCULATION OF THE INTERFACIAL 
CONDENSATION AND ITS DERIVATIVES 

 

In this appendix it is shown how we are going to calculate the condensed mass at one 

certain time step and its derivatives which we need to solve our thermal-hydraulic problem, 

for each phase. 

In our countercurrent problem the biphasic field is solved separately and an update of the 

relations between both fields is considered at the end of each time step. This means that we 

need to calculate the condensation and its derivatives, for one time step, and for each phase, 

as we are calculating two fields. Once time for the steam and once for the liquid phase. 

Next, these definitions will be shown for each phase separately: 

D.1 LIQUID PHASE 

The condensation equation that will be used for the liquid phase is the following one, based 

on the assumption that both phases interchange heat with the interface [TRACE manual, 

"Interfacial heat transfer models "]. 
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It can be observed that the condensation mass is defined in Kg. This is the amount of steam 

mass which is condensed in one time step, at the time step t at a given node j. 

As we saw before in Appendix A, the expression for the liquid interfacial convective heat 

transfer due to condensation is: 
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The expression for the steam interfacial convective heat transfer is as follows: 
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⋅
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int  (J)                 (D.3) 

where gT  is the steam temperature (K) at the corresponding pressure, Tl the liquid 

temperature (K) in the centre of the node, satiT  is the interface temperature which is 

saturated at the steam pressure. 

As can be seen in the Equation (D.1), we are using the amount of heat which is transferred 

between phases to evaluate how much mass is condensed from the steam phase to liquid 

phase. 

For the interfacial heat transfer we will use different correlations to calculate the liquid and 

the steam condensation rate. 

For calculating the heat transfer from the steam to the interface the well known Dittus-

Boelter correlation [112] is used, since a fully developed turbulent flow and a forced 

convection heat transfer mode is supposed for the steam: 
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For calculating the heat transfer from the liquid to the interface different correlations are 

used, depending on the flow regime that we are modelling, which have the following 

pattern: 
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where intlh  is the liquid interfacial heat transfer coefficient (
2

/ KmW ), intgh  is the steam 

interfacial heat transfer coefficient (
2

/ KmW ), Kl is the liquid conductivity (
2

/ KmW ), Kg 

is the conductivity of the steam ( KmW / ), Dhl is the liquid hydraulic diameter ( m ), Dhg is 
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the steam hydraulic diameter ( m ), Re is the Reynolds number, Ja is the Jakob number, and 

Pr is Prandtl number.  

For calculating the interfacial heat transfer form the liquid to the interface different 

correlations are used, where c1, c2, c3, c4, c5, are different constants which change 

depending on the flow regime that we are studying, the pipe inclination, etc. 

We are defining now some constants, just to make the derivative equations more legible. 

These are: 
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We express now the liquid condensation during one time step at the interface of node j as a 

function of the previous constants; 
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D.1.1 DERIVATIVE OF THE LIQUID CONDENSATION WITH 
RESPECT TO THE LIQUID PRESSURE 
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D.1.2 DERIVATIVE OF THE LIQUID CONDENSATION WITH 
RESPECT TO THE LIQUID PRESSURE DIFFERENCES 
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D.1.3 DERIVATIVE OF THE LIQUID CONDENSATION WITH 
RESPECT TO THE LIQUID TEMPERATURE 
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D.2 STEAM PHASE 

The condensation equation that will be used for the steam phase is the following one, based 

on the assumption that both phases interchange heat with the interface [TRACE manual, 

"Interfacial heat transfer models "]. 
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It can be observed that the condensation mass is defined in Kg. This is the amount of steam 

mass which is condensed in one time step, at the time step t at a given node j. 

As we saw before in Appendix A, the expression for the liquid interfacial convective heat 

transfer due to condensation is: 
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The expression for the steam interfacial convective heat transfer is as follows: 
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int  (J)                (D.18) 

where gT  is the steam temperature (K) at the corresponding pressure, Tl the liquid 

temperature (K) in the centre of the node, satiT  is the interface temperature which is 

saturated at the steam pressure. 

As can be seen in the Equation (D.16), is being used the amount of heat which is transferred 

between phases to evaluate how much mass is condensed from the steam phase to liquid 

phase. 

For the interfacial heat transfer different correlations are used to calculate the liquid and the 

steam condensation. 

For calculating the heat transfer from the steam to the interface the well known Dittus-

Boelter correlation [112] is used since it is supposed a fully developed turbulent flow and a 

forced convection heat transfer mode for the steam: 
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For the heat transfer from the liquid to the interface, we use different correlations 

depending on the flow regime we are modelling, which have the following pattern: 

5432
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where intlh  is the liquid interfacial heat transfer coefficient (
2

/ KmW ), intgh  is the steam 

interfacial heat transfer coefficient (
2

/ KmW ), Kl is the liquid conductivity (
2

/ KmW ), Kg 

is the conductivity of the steam ( KmW / ), Dhl is the liquid hydraulic diameter ( m ), Dhg is 

the steam hydraulic diameter ( m ), Re is the Reynolds number, Ja is the Jakob number, and 

Pr is Prandtl number.  

For calculating the interfacial heat transfer form the liquid to the interface different 

correlations can be used, where c1, c2, c3, c4, c5, are different constants which change 

depending on the flow regime that we are studying, the pipe inclination, etc. 

There are being defined now some constants, just to make the derivative equations more 

legible. These are: 
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The steam condensation at one time step and at the interface of node j is expressed now as 

function of the previous constants; 
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D.1.2 DERIVATIVE OF THE STEAM CONDENSATION WITH 
RESPECT TO THE STEAM PRESSURE DIFFERENCES 
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D.1.3 DERIVATIVE OF THE STEAM CONDENSATION WITH 
RESPECT TO THE STEAM TEMPERATURE 
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APPENDIX E 

 

CALCULATION OF THE WALL HEAT TRANSFER AND 
CONDENSATION 

 

In this chapter the condensation at the wall of a horizontal and circular pipe will be studied 

in more detail. 

In the literature there is not too much information about wall condensation for a circular 

surface at the inside of a horizontal pipe. In the Heat Transfer [Mills, 2009] book, we may 

find a brief description of what we should do in order to obtain the local heat transfer 

coefficient as well as the condensation rate and the condensate film thickness as functions 

of the angle. 

It is more common to find the Nusselt study of the condensation for a falling film on a 

vertical plate, as we see below: 

 

 

Figure E.1 Temperature distributions during film condensation on 
a vertical plate 
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The balances which are made at an elementary element of condensate volume are shown in 

the figure below. These are, the momentum in z and y directions (vertical and horizontal), 

and the energy balance in the y direction, as shown in Figure E.2. 

 

Figure E.2. Model of laminar film condensation on a vertical plate 

 

We first assume in this case that, the steam is at a saturation temperaturesatT , the plate 

surface temperature iswT , and we have a laminar free convection. We first make a 

momentum balance in z direction: 

0=+
∂

∂−
∂

∂
g

z

P

y
lρτ

    (E.1) 

where τ is the shear stress, P is the film pressure, lρ is the liquid film density, and g is the 

gravity acceleration. 

A similar momentum balance in the y direction gives 0=
∂

∂

y

P
, so that: 

g
dz

dP
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P
g

g ρ==
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    (E.2) 
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Substituting Equation (E.2) into (E.1), integrating from y  to δ with the assumption that all 

fluid properties are constant, yields the shear stress distribution in the film: 

( ) ( )yg
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u
gl

z
l −−=
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∂
= δρρµτ     (E.3) 

where zu is the velocity in the z direction and δ is the film thickness. 

The shear stress at δ=y  has been assumed to be zero. With 0=zu at 0=y , the 

condensate velocity distribution is: 
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The local liquid flow rate (per unit depth) in the film can be calculated: 

( )
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gll

zzz
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==Γ ∫    (E.5) 

Neglecting the convection effects in the film, and making an energy balance on a 

differential slice of condensate of width dz (Figure E.1) gives: 

( )
δfg

wslz

i

TTk
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d −
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Γ
    (E.6) 

where fgi  is the enthalpy due to the phase change. 

Combining Equation (E.6) with Equation (E.5), and assuming that the wall temperature 

remains constant, yields the local heat transfer coefficient: 
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We can get the mean heat transfer coefficient for a vertical plate by integrating Equation 

(E.7) between 0=z andL : 
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From now on, we are going to do something similar in order to obtain the mean heat 

transfer coefficient and the condensation rate at the wall of an horizontal and circular pipe 

wall. 

In Figure (E.3) we can see the flow configuration that we have. This is, we have water at 

the bottom of the pipe, interfacial condensation, and steam condensation at the pipe wall 

with liquid condensate falling from along the pipe wall to the liquid bulk.  

 

Figure E.3. Axial cut of the pipe. Configuration of the problem 

An elementary volume is being considered as can be seen in Figure A.4: 

  

Figure E.4. Momentum balance at an elementary volume of the condensate film of the 
wall 
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Firstly it will be performed a momentum balance in the θê  direction. So we get: 
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Clearing, we get; →  0=
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As we have a volume of liquid immersed in steam, we will have a buoyancy force due to 

the steam. We can say this equals: 
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Taking  yRr −=  and dydr −= :  
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Hence: 
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We integrate between y and δ, with the boundary conditions; 
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on account that y<<R, we can expand the denominator in Taylor series to get: 
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So, integrating between 0  and y , and on account of the boundary condition at 0=y : 
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Here we approximate lineally the logarithm using the Taylor series expansion to the two 

first terms:  
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(E.16) 

Neglecting the terms in 
2

/1 R , we have the velocities profile for the condensate film as a 

function of the angle. 
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Equation (E.18). Condensate liquid velocity profile 

 

We will calculate now the mass condensation rate per unit length at the wall, by using the 

velocity profile obtained before: 
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Equation (E.20). Mass condensation rate 

 

Now we introduce the film Reynolds number, which is: 
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As we want to clearδ , we assume that,   
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and clearing δ : 
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Equation (E.24) For the condensate film thickness 

 

 

We are going to make an energy balance in the condensate film: 

 

Figure E.5 Elementary volume for the condensate falling film 

 

Note 3: 

Neglecting the term  δN/R, we get the Nusselt expression for the condensation on 
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Let’s consider firstly, and for simplicity, a condensate film on a vertical plate. Here we 

have next the energy balance: 
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being lT the liquid temperature at the layer. 

Considering, the x direction, steady state condition, and that there is no volumetric heat 

source, we get: 
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We solve now this differential equation at the falling film, with the next boundary 

conditions: 

wl TTy =→= 0  

satl TTy =→= δ  
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Now, we want to get the value for the local heat transfer coefficient. For this, we make an 

energy flux balance for the liquid condensate film. This is: 
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We equate both equations, and we clear the heat transfer coefficient, and so we obtain; 
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Now, from Equation (E.28), 
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Equation (E.33). Local heat transfer coefficient 

   

Making an energy balance, as we se in Figure E.5, so computing the energy balance due to 

the phase change, is in absolute value: 
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In our case, we have a curved surface, because we are trying to obtain the mass 

condensation rate for the inner wall of a circular and horizontal pipe. So, using Equation 

(E.34) and, θθ RddxRx =→⋅= : 
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Here, we might say that we are solving the problem for an isothermal wall surface. 
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From Equation (E.24),  
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Substituting of ( )θδ  into Equation (E.35) yields: 
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Now, we integrate this equation: 
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Hence, we get the Reynolds number as a function of the angle iθ  : 
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Equation (E.43). Reynolds number in the approach 

 

Once we have the )(Re iN θ , we get the equation for the thickness in the Nusselt 
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Now that we have 
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In order to obtain the local heat transfer coefficient, we substitute the Equation (E.45) in 

Equation (E.33): 
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So, the mean heat transfer coefficient is: 
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Equation (E.47). Mean condensation heat transfer coefficient 

 

As we will need the derivatives of the this coefficient with respect to the steam temperature 

and pressure: 

 

 

E.1 Derivative of ( )ih θ  with respect to the steam pressure: 
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E.2 Derivative of ( )ih θ  with respect to the steam temperature: 
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APPENDIX F 

 

CALCULATION OF THE AXIAL LIQUID 
TEMPERATURE PROFILE 

 

As we are trying to study the thermal stratification in the cold leg due to a small break in 

the hot leg, we need to get the vertical liquid temperature profile in the liquid phase at the 

lower part of the cold leg.  

With our two-phase1D CC code we obtain a mean bulk liquid temperature at the liquid 

layer. So we will have to determine the liquid temperature profile by assuming a parabolic 

shape in the liquid, as follows: 

 
2

0 ξξξ cbTTl ++=

      (F.1) 

In Figure F.1 how we are assuming the axis and how the profile looks like is shown: 

 

Figure F.1 Liquid temperature profile 

 

As we see in the Equation F.1, we have three unknown constants. Hence we will need three 

conditions that we will have to impose to the equation in order to obtain the profile. Here 

below we are going to explain the method to obtain them: 
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CONDITION 1: 

First we define ξ as 
H

y=ξ , where  y∈ [0,H] 

Hence, 

1

00

=→=
=→=

ξ
ξ

Hy

y
, and  ξ∈ [0,1]. 

 

So, this first condition fixes the liquid temperature at the interfacial surface at satT . Hence 

we get: 

( ) cbTTT satl ++==⇒= 011ξ  

cbTTsat ++= 0  

Equation (F.2) 

 

CONDITION 2: 

The second condition refers to the mean liquid temperature at the liquid layer. With our CC 

code, we get a bulk temperature for the liquid and the steam phase, as it is a 1D code. So, 

the mean value for the liquid temperature with the Equation F.1 has to equal the value for 

the temperature given by the CC code lmT . 

 ( ) ξξ dTT llm ∫= 1

0
      (F.3) 
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cbTTlm

3

1

2

1
0 ++=  

Equation (F.5) 
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CONDITION 3: 

Here we will equal the heat transfer at the liquid wall. This is, we will equal the conduction 

heat transfer with the convective heat transfer from the liquid to the wall. 
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Now, we can substitute b in Equations F.2 and F.5. So, solving the system of two equations, 

we get the values for 0T  an c: 
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Now, we have the three constants that we need, to get the Equation F.1, and by substituting 

we get: 
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In the beginning, the idea was to study the thermal stratification in the cold leg of the Rosa 

facility, and simulate test 1.2, which was explained in Chapter 3. So a liquid temperature 

distribution in an axial cut of the pipe would be needed. Here we have obtained a 

temperature distribution for the centre of the liquid layer, but we would need a temperature 

distribution for more points in order to compare the results with the thermal stratification 

data from the ROSA facility test. 

In order to have this, we will suppose here a similitude solution. This means that the 

temperature distribution in different parts of the liquid layer has the same shape (parabolic), 

and the boundary conditions are the same. So, the only thing that changes is the value for 

the liquid depth H, which depends on where we are trying to get the temperature profile, as 

it is illustrated in the next figure: 

 

Figure (F.2). Liquid temperature profile at different points 

The limitations of the 1D CC code that we have developed, made it complicated to obtain a 

profitable and accurate result for the axial liquid temperature distribution, and in the results 

chapter a fully comparative study of the test 1.2 in comparison with our CC code results has 

not been included. 
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APPENDIX G 

 

VON NEUMANN STABILITY ANALYSIS 

 

Several methods have been developed for making a stability analysis, almost all of them 

limited to linear problems. Even though with this restriction a complete stability 

investigation for problems with initial and boundary conditions can be extremely 

complicated, particularly with boundary conditions and its numerical representation. 

The question of the stability for a linear problem with constant coefficients is now well 

known when the influence of the boundaries can be neglected or removed. In this case even 

for an infinite domain or for periodic conditions in an finite domain. In the last case we 

consider that the domain in the x axis of length L is repeated periodically and hence all the 

quantities, the solution, so as the errors, can be developed in Fourier series over the domain 

2L. This development in the frequencies domain forms the basis of the Von Neumann 

stability method. 

Considering an simple harmonic
φlin

j eE , its evolution time is determined by the same 

numerical scheme than the complete solution of 
n

iu , where n indicates the time level and i  

the cell node in the grid. Inserting a representation of this shape in the errors equation: 
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2
εε
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    (G.1) 

 

Taking out the j  subscript, we get: 
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−+ φφσ llnnn
eeEEE

2

1
    (G.2) 

 

where 
x

ta

∆

∆=σ . The stability condition  K
n

i
n

≤
∞→

εlim  for a fixed t∆ is satisfied if the 

amplitude of any harmonic 
n

E doesn't grow with time, i.e. if the radius: 

 

1
1

≤=
+

n

n

E

E
G  for every φ    (G.3) 

 

The quantity G, defined as: 

 

n

n

E

E
G

1+

=     (G.4) 

  

is the amplification factor and it is a function of the time step t∆ , the frequency and size of 

the grid. In this case, from Equation (G.2), we get: 

 

0sin2
2

1 =⋅+− φσ
IG     (G.5) 

Thence: 

 

φσφσ
sin1sin2

2
1 IIG −=⋅−=     (G.6) 

 

The stability condition (G.3) requires the module of G to be less or equal to 1. 
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For this case we have that this condition is never satisfied. This is why the centered 

differences scheme 
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 is unconditionally unstable. 

Now we will insert the harmonic
φlin

j eE in the first order Upwinding scheme: 
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    (G.7) 

 

This way we have the written equation for the errors: 
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Dividing by 
φl

e and 
n

E : 

 

φσφσσσ
φ

sin
2

sin2
11
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IeG
l

−−=+−=
−

   (G.9) 

 

For analyzing the stability of the First order Upwinding scheme, i.e. in the regions where 

the module of the amplification factor G is less than one, it is convenient to make a 

representation in the complex plane. If we consider that ξ  and η are the real and the 

imaginary part respectively of G, we get: 

 

( ) φσσφσξ cos12/sin21
2

+−=−=    (G.10) 

and 
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φση sin−=     (G.11) 

Which are considered as the parametric equations of G with φ as a parameter.  

We recognise the parametric equations of a circle centered on the real axis ε in ( )σ−1  

with radiusσ . 

In the complex plane of G the stability condition establishes that the curve that represents to 

G for al the values of xk∆=φ  must remain in an unity circle, see Figure G.1. In this figure 

it is seen clearly that the scheme is stable for: 

 

10 ≤< σ     (G.12) 

This is why the first order Upwinding scheme is conditionally stable, and the condition 

(G.9) is known as the Courant-Friedrichs-Lewy (CFL). The parameter σ is called the 

Courant number. This condition was firstly introduced by Courant et al. in 1928. 

Following now the Leonard [B.P. Leonard] notation we have that considering the pure 

advection onedimensional model for a scalar ( )tx ,φ : 

x
u

t ∂

∂
−=

∂

∂ φφ
    (G.13) 

 

where u is a constant advective velocity. Taking a time and space uniform grid ( )tx ∆∆ ,  

and integrating the Equation (G.13) over a finite volume we get: 

 

( )lr

n

i

n

i xtu φφφφ −∆∆−=+
+

/
1

   (G.14) 

 

where the bars indicate the space averaging over the cell i  at the time steps n and n+1, and 

the time averaged values for the right (r) and left (l) faces of the cell. In this case the 

Courant number is given by: 

xtuc ∆∆= /     (G.15) 
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Substitution of Equation (G.15) into (G.14) yields: 

 

( )lr

n

i

n

i c φφφφ −−=
+1

    (G.16) 

 

 

Figure G.1 Image of ( )φG  

 

For making the von Neumann analysis we write ( )tx ,φ  as a wave: 

( ) ( ) ikx
etAtx =,φ    (G.17) 

where k is the wave number and i represents the imaginary unity 1− . when this is 

substituted inside the Equation (G.13) it is obtained: 

( ) ( ) ikut
eAtA

−
= 0    (G.18) 

Thence the exact solution is: 

( ) ( ) ( )utxik
eAtx

−
= 0,φ    (G.19) 
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Which corresponds to a wave traveling with cte=φ  through the characteristics ( )utx = . 

the relation of amplitudes is then: 
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Thence: 

θic

exact eG =     (G.21) 

where θ  is the nondimensional number of a wave: 

 

xk∆=θ     (G.22) 

 

If 1>c  then we can say cNc ∆+= , and we have: 
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The spatially averaged exact values are: 
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Finally we get: 
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Then the exact relation of amplitudes is: 
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( ) ( )θθ xciiNGG exactexact ∆−== expexp    (G.31) 

 

Making a Taylor expansion we have. 

 




















+−−






++==

53
3

42
2

62
1 θθθθθ O

c
ciO

c
G exact   (G.32) 

Applying the Von Neumann analysis to the second order Upwinding scheme we get: 
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From here we have that the relation of amplitudes is: 
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Hence, the complex relation of amplitudes is: 
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(G.37) 

 

Making a Taylor expansion: 
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If 1=c  we have: 

 

θθ isenG U −= cos2     (G.39) 

 

and if 2=c : 

 

θθ 22cos2 isenG U −=     (G.40) 
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In fact the second order Upwinding scheme is stable for the range: 

 

12 ≤UG  for 20 ≤≤ c     (G.41) 

In the case of the QUICKEST method we have, by Leonard: 
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Hence the Taylor expansion is: 
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It can be observed that QG is the same as exactG  until 
3

θ for what QUICKEST is third order 

in time and space. 

 


	COVERT
	CREDITS
	REMARKS
	ACKNOWLEDGEMENTS
	ABSTRACT
	RESUMEN
	RESUM
	NOMENCLATURE
	KEYWORDS
	TABLE OF CONTENTS
	LIST OF FIGURES
	LIST OF TABLES
	CHAPTER 1. INTRODUCTION
	1.1 MOTIVATION
	1.2 OBJECTIVES
	1.3 BRIEF INTRODUCTION TO THE PHYSICAL MATTER WEARE DEALING WITH
	1.4 THESIS DESCRIPTION

	CHAPTER 2. STATE OF THE ART AND BIBLIOGRAPHIC REVIEW OF THE COUNTERCURRENT FLOW AND THE THERMAL STRATIFICATION IN LIGHT WATER NUCLEAR REACTORS
	2.1 INTRODUCTION
	2.2 RELEVANCE OF THE THERMAL STRATIFICATION PHENOMENON
	2.2.1 THERMAL TRANSIENTS
	2.2.2 THERMAL STRATIFICATION
	2.3 THERMAL STRATIFICATION IN PIPES
	2.3.1 THERMAL STRATIFICATION IN THE PURGE LINE OF THE PRESSURIZER
	2.3.2 THERMAL STRESS IN THE SPRAY LINES
	2.3.3 THERMAL STRESS IN OTHER LINES

	2.4 STRATIFICATION IN THE COLD LEG DUE TO THE SAFETY INJECTION
	2.5 DESCRIPTION OF THE PHENOMENA THAT MAY BEINVOLVED WHEN STUDYING THE THERMAL STRATIFICATION IN THE COLD LEG
	2.5.1 FROUDE NUMBER AND FLOW REGIME CLASSIFICATION

	2.6 MODELLING OF THE COUNTERCURRENT PHENOMENONBY THE TRACE CODE
	2.6.1 BASIS FOR THE MODEL
	2.6.2 DIRECT CONDENSATION THEORY AND LITERATURE SURVEY



	CHAPTER 3. ANALYSIS WITH TRACE CODE OF ROSA TEST 1.2: SMALL LOCA IN THE HOT-LEG WITH HPI AND ACCUMULATOR ACTUATION
	3.1 INTRODUCTION
	3.2 TEST 1.2 DESCRIPTION
	3.2.1 EXPERIMENTAL PROCEDURE AND INITIAL CONDITIONS
	3.2.2 BOUNDARY CONDITIONS
	3.2.3 EXPERIMENT DEVELOPMENT
	3.2.4 EXPERIMENTAL RESULTS

	3.3 STEADY-STATE DEMONSTRATION
	3.3.1 STEADY-STATE RESULTS WITH THE TRACE MODEL

	3.4 RESULTS OF THE EXPERIMENT REPRODUCTION WITHTHE TRACE CODE AND COMPARISON WITH THEEXPERIMENTAL DATA
	3.4.1 PRIMARY PRESSURE
	3.4.2 SECONDARY PRESSURE
	3.4.3 CORE POWER
	3.4.4 BREAK MASS FLOW RATE
	3.4.5 VOID FRACTION
	3.4.6 HPI MAS FLOW RATE
	3.4.7 ACCUMULATORS MASS FLOW RATE INJECTION
	3.4.8 PRIMARY MASS FLOW RATE
	3.4.9 MASS FLOW RATE THROUGH THE SAFETY AND RELIEF VALVES
	3.4.10 LIQUID TEMPERATURES AT THE COLD LEG

	3.5 CONCLUSIONS

	CHAPTER 4. STEAM-WATER COUNTERCURRENT FLOW PHENOMENON AND ITS MODELIZATION
	4.1 INTRODUCTION
	4.2 CONSIDERATIONS OF THE MODEL
	4.3 CONSERVATION EQUATIONS
	4.3.1 LOCAL AND INSTANTANEOUS CONSERVATION EQUATIONS
	4.3.2 3D AVERAGED CONSERVATION EQUATIONS
	4.3.3 1D AVERAGED CONSERVATION EQUATIONS

	4.4 DISCRETIZATION OF THE EQUATIONS
	4.4.1 GRID DESCRIPTION
	4.4.2 DISCRETIZATION OF THE MASS CONSERVATION EQUATION
	4.4.3 DISCRETIZATION OF THE MOMENTUM CONSERVATION EQUATION
	4.4.4 DISCRETIZATION OF THE ENERGY EQUATION

	4.5 CLOSURE OR CONSTITUTIVE EQUATIONS
	4.5.1 INTERFACIAL AND WALL FRICTION
	4.5.2 STEAM MASS CONDENSATION
	4.5.3 INTERFACIAL HEAT TRANSFER

	4.6 HEAT TRANSFER TO THE WALL
	4.6.1 LIQUID WALL HEAT TRANSFER
	4.6.2 STEAM WALL HEAT TRANSFER
	4.6.3 WALL TEMPERATURES AND LUMPED THERMAL RESISTANCE COEFFICIENT


	CHAPTER 5. NUMERICAL RESOLUTION AND STRUCTURE OF THE CC PROGRAM
	5.1 INTRODUCTION
	5.2 SEMI-IMPLICIT RESOLUTION OF THE MOMENTUM EQUATION
	5.3 IMPLICIT RESOLUTION OF THE MASS AND ENERGY EQUATIONS
	5.9 CONVECTIVE TERMS
	5.10 CONVERGENCE ALGORITHM FOR THE BIPHASIC SYSTEM AND EQUATIONS LINKAGE
	5.11 GEOMETRICAL VARIABLES UPDATING
	5.12 DESIGN AND IMPLEMENTATION OF THE CC CODE
	5.12.1 INITIALIZATION
	5.12.2 VEFICV AND VEFICL SUBROUTINES
	5.12.3 VIMPV AND VIMPL SUBROUTINES


	CHAPTER 6. RESULTS
	6.1 INTRODUCTION
	6.2 CC CODE VALIDATION
	6.3 VALIDATION 1
	6.4 VALIDATION 2
	6.4 VALIDATION 3

	CHAPTER 7. CONCLUSIONS AND FUTURE WORK
	7.1 CONCLUSIONS

	REFERENCES
	APPENDIX A. VOLUMETRIC AVERAGING OF THE LOCAL AND INSTANTANEOUS BIPHASIC CONSERVATION EQUATIONS
	A.1 INTRODUCTION
	A.2 CHARACTERISTIC OF MULTIPHASE FLOW
	A.3 CLASSIFICATION OF TWO-PHASE FLOW
	A.4 LOCAL AND INSTANTANEOUS CONSERVATION EQUATIONS
	A.5 CONSERVATION EQUATIONS AVERAGING
	A.5.1 VOLUMETRIC AVERAGING OF THE INSTANT AND LOCAL CONSERVATION EQUATIONS

	A.6 THE CONSERVATION EQUATIONS AVERAGING AND THEIR JUMP CONDITIONS
	A.6.1 THE MASS CONSERVATION EQUATION AVERAGING AND ITS JUMP CONDITION
	A.6.2 THE MOMENTUM CONSERVATION EQUATION AVERAGING AND ITS JUMP CONDITION
	A.6.3 THE ENERGY CONSERVATION EQUATION AVERAGING AND ITS JUMP CONDITION


	APPENDIX B. CALCULATION OF THE CONVECTIVE TERMS OFTHE CONSERVATION EQUATIONS
	B.1 CONVECTIVE TERMS
	B.2 FIRST ORDER UPWINDING (FOU)
	B.3 SECOND ORDER UPWINDING (SOU)
	B.4 QUICKEST METHOD
	B.5 ULTIMATE

	APPENDIX C. INTERFACIAL AND THROUGH THE WALLS HEATTRANSFER AND ITS DERIVATIVES
	C.1 LIQUID PHASE
	C.2 STEAM PHASE

	APPENDIX D. CALCULATION OF THE INTERFACIAL CONDENSATION AND ITS DERIVATIVES
	D.1 LIQUID PHASE
	D.1.1 DERIVATIVE OF THE LIQUID CONDENSATION WITH RESPECT TO THE LIQUID PRESSURE
	D.1.2 DERIVATIVE OF THE LIQUID CONDENSATION WITH RESPECT TO THE LIQUID PRESSURE DIFFERENCES
	D.1.3 DERIVATIVE OF THE LIQUID CONDENSATION WITH RESPECT TO THE LIQUID TEMPERATURE

	D.2 STEAM PHASE
	D.2.1 DERIVATIVE OF THE STEAM CONDENSATION DERIVATIVE WITH RESPECT TO THE STEAM PRESSURE
	D.1.2 DERIVATIVE OF THE STEAM CONDENSATION WITH RESPECT TO THE STEAM PRESSURE DIFFERENCES
	D.1.3 DERIVATIVE OF THE STEAM CONDENSATION WITH RESPECT TO THE STEAM TEMPERATURE


	APPENDIX E. CALCULATION OF THE WALL HEAT TRANSFER AND CONDENSATION
	APPENDIX F. CALCULATION OF THE AXIAL LIQUID TEMPERATURE PROFILE
	APPENDIX G. VON NEUMANN STABILITY ANALYSIS
	Página en blanco



