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Abstract

In this work we propose a method to adapt language models to specific lectures in the
context of automatic transcription of video lectures. We explore different variations
of the adaptation technique obtaining significant WER reductions for the Spanish
repository poli[Media] .

iii



! !



! !

Contents

Abstract iii

Table of Contents v

1 Introduction 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 transLectures and poli[Media] . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Structure of the document . . . . . . . . . . . . . . . . . . . . . . . . . 2

2 Overview of Automatic Speech Recognition and Language Mod-

elling 5

2.1 Automatic Speech Recognition . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Language Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2.1 N -gram Language Models . . . . . . . . . . . . . . . . . . . . . 7
2.3 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.4 Language Modelling and Automatic Speech Recognition Tools . . . . . 10

3 Language Model Adaptation 13

4 Corpora 15

4.1 Out-of-domain Corpora . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4.1.1 Google n-gram . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

4.2 The poli[Media] corpus . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.2.1 Slides Text Retrieval . . . . . . . . . . . . . . . . . . . . . . . . 16
4.2.2 External documents . . . . . . . . . . . . . . . . . . . . . . . . 17

5 Experiments 19

5.1 Preliminary Experiments . . . . . . . . . . . . . . . . . . . . . . . . . 19
5.2 Adaptation with slides . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

5.2.1 Adaptation with OCR Slides . . . . . . . . . . . . . . . . . . . 21
5.2.2 Adaptation with Manually Transcribed Slides . . . . . . . . . . 21

5.3 Adaptation with Documents . . . . . . . . . . . . . . . . . . . . . . . . 22
5.4 Combined Adaptation: Slides and Documents . . . . . . . . . . . . . . 22

5.4.1 Documents and OCR Slides . . . . . . . . . . . . . . . . . . . . 23
5.4.2 Documents and Correct Slides . . . . . . . . . . . . . . . . . . 23

5.5 Summary of results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

v



! !

Contents

6 Conclusions and Further Work 27
6.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
6.2 Scientific Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . 27
6.3 Further Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

Bibliography 29

List of Figures 31

Table of Tables 33

vi PRHLT-DSIC-UPV



! !

Chapter 1

Introduction

1.1 Motivation

In the last decade several online video repositories have arisen, rapidly becoming fun-
damental knowledge assets, being particularly important in the area of education.
Many educational institutions as well as other organizations have created their own
repositories for online education [1, 2, 3, 4].

These repositories are making the education accessible to a wide community of
potential students. As with many other repositories, most lectures are not transcribed
because of the lack of efficient solutions to obtain them at a reasonable level of ac-
curacy. However, transcription of video lectures is clearly necessary to make them
more accessible. Also, they would facilitate lecture searchability and analysis, such
as classification, summarisation, or plagiarism detection. In addition, communities of
people with hearing disabilities would be able to follow the lectures just by reading
the transcriptions.

Manual transcription of these repositories is excessively expensive and time-consuming
and current state-of-the-art automatic speech recognition (ASR) has not yet demon-
strated its potential to provide acceptable transcriptions on large-scale collections of
audiovisual objects. However, it has such potential by simply exploiting the rich
knowledge we have at hand. More precisely, in this kind of videos the speaker is ac-
companied by some kind of background slides during its presentation. In these cases,
a strong correlation can be observed between slides and speech. Consequently, this
slides provide an interesting opportunity to adapt general-purpose ASR models by
massive adaptation from lecture-specific knowledge.

The proposed scenario is considered by some projects which aim at providing
full set of transcriptions for online lecture repositories. Our work is framed in the
European transLectures project [5, 6], which is explained in Section 1.2 and whose
objective is to develop innovative and cost-effective solutions to produce accurate

1



! !

Chapter 1. Introduction

transcriptions and translations in VideoLectures.NET [3] and poli[Media] [1] through
the free and open-source platform Matterhorn [7].

Within the framework of the transLectures project, our intention is to improve the
video lecture transcription of the poli[Media] database by adapting language models
using the content of the slides as well as other resources obtained from the web.

1.2 transLectures and poli[Media]

The aim of the transLectures project is to develop innovative, cost-effective solu-
tions to produce accurate transcriptions and translations in VideoLectures.net and
poli[Media] through a free and open-source platform called Matterhorn [7]. Matter-
horn is a platform designed to support the creation and management of educational
audio and video content.

The poli[Media] database was created for production and distribution of multime-
dia educational content at the Universitat Politècnica de València. Lecturers are able
to record lectures under controlled conditions which are distributed along with time-
aligned slides. For the time being, the poli[Media] catalogue includes almost 10000
Spanish videos accounting for more than 1500 hours of lectures of which only about
2000 videos can be accessed freely.

In the frame of transLectures project a poli[Media] corpus have been created for
both acoustic and language modelling, using more than 100 hours of poli[Media] open
access videos so that the corpus will be accessible by the research community beyond
the scope of the transLectures project. The details about this corpus will be intro-
duced later in Chapter 4.

A typical video capture from a poli[Media] video lecture is depicted in figure 1.1.
The lecturer is localised at the right side of the screenshot, while the slides are shown
at the left side of the video. The fact that poli[Media] lectures are recorded under
studio conditions make this study case specially appropriate for ASR tasks.

1.3 Structure of the document

In Chapter 2 Automatic Speech Recognition and Language Modelling are introduced.
We will present the basis of Statistical ASR and we will explain the key role that the
language model plays in this task. Different techniques to train the language model
will be explained and we will introduce the metrics that will be used to evaluate the
models. We will briefly introduce the language modelling tools used in this work.

The adaptation techniques proposed in this work are presented in Chapter 3.
We will explain the fundamentals of the adaptation and how to train the different
language models that have a role in it.

2 PRHLT-DSIC-UPV



! !

1.3. Structure of the document

Figure 1.1: A poli[Media] video capture

The details of all corpora used in this work can be found in Chapter 4, including
the techniques used to retrieve the text in the slides from the video, as well as the
method used to obtain related documents from the web.

Chapter 5 focuses on the different experiments carried out to test the performance
of the different models developed during the research.

Finally, Chapter 6 summarises the achieved results and presents the conclusions
and the scientific contributions as well as the further work that can be derived from
this research.

PRHLT-DSIC-UPV 3
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Chapter 2

Overview of Automatic

Speech Recognition and

Language Modelling

2.1 Automatic Speech Recognition

Automatic Speech Recognition (ASR) is a field in Computer Sciences which aims at
developing computer systems that are able to automatically generate transcriptions
for a given acoustic signal. Current techniques for ASR are based on statistical
pattern recognition, consisting in, given the acoustic signal find the transcription
that maximises the likelihood, i.e. let x be an acoustic signal and considering w a
sequence of words:

ŵ = argmax
w

p(w|x) (2.1)

where ŵ is the most likely word sequence for the input signal x. The probability
distribution p(w|x) is not usually easy to model so Bayes rule is applied to obtain an
equivalent expression:

ŵ = argmax
w

p(w|x) = argmax
w

p(x|w) p(w)

p(x)
= argmax

w
p(x|w) p(w) (2.2)

This decomposition allowed us to separate the original probability in two terms,
which are easier to estimate: p(x|w), the acoustic model; and p(w), the language
model. Figure 2.1 displays the basic architecture of such system.

The acoustic model estimates the probability of, given a word sequence w, the
feature vector x is observed, i.e., p(x|w). To calculate this model Hidden Markov
models are often used, which will be trained using Baum-Welch algorithm.

5
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Figure 2.1: Basic architecture of an ASR system

The language model provide an estimation of the probability the sequence w ap-
pears, i.e., p(w). There is no need of labelled data to train language models, just a
set of sentences in the desired language. There are several ways to train language
models, some of which are detailed below in Section 2.2.

2.2 Language Modelling

Language models play an important role in many applications of language technology
such as Machine Translation, Information Retrieval or Speech Recognition, where the
transcription ŵ for a given acoustic signal is calculated

ŵ = argmax
w

p(w|x) = argmax
w

p(x|w) p(w)

where p(w) is the language model. This model should assign non-zero probabilities
to every word sequence w = w1, w2, . . . , wk = wk

1 possible in the target language:

p(wk
1 ) = p(w1)

k
∏

i=2

p(wi|w
i−1
1 ) (2.3)

where wi−1
1 is the history

Due to the spareness of the data, it is almost impossible to consider the full
word history wi−1

1 and equivalence classes are used. Different approaches have been

6 PRHLT-DSIC-UPV
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2.2. Language Modelling

developed over the years, changing the way they build the equivalence classes [8, 9].
The n-gram approach, which consists in considering not the whole sequence wi

1, but
only n elements (n-gram), i.e., wi

i−n+1, using only the n − 1 previous words of the
history (Equation 2.4), is the most used nowadays.

p(wk
1 ) = p(w1)

k
∏

i=2

p(wi|w
i−1
1 ) ≈ p(w1)

k
∏

i=2

p(wi|w
i−1
i−n+1) (2.4)

2.2.1 N-gram Language Models

As explained before, an n-gram language model estimates the probability p(wi|w
i−1
1 )

by limiting the length of the history to only n − 1 elements, i.e., p(wi|w
i−1
1 ) ≈

p(wi|w
i−1
i−n+1). This probability is estimated by maximum likelihood obtaining the

expression in Equation 2.5:

p(wi|w
i−1
i−n+1) =

c(wi
i−n+1)

c(wi−1
i−n+1)

(2.5)

where c(s) represents the number of occurrences of the sequence s in the training
corpus. This n-gram approach has reduced the spareness of the data, however in a
speech recognition task it is still usual to find words or n-grams that have not been seen
in the training, obtaining zero probabilities for sentences that, even being uncommon,
are still correct. Smoothing techniques address this issue by assigning small (but non-
zero) probabilities to unseen events and obtaining smoother distributions.

Smoothing Techniques

Additive Smoothing

One of the simplest smoothing techniques is additive smoothing which consists in
adding a factor δ to the count of all words and n-grams, typically 0 < δ ≤ 1. Thus,
we set

padd(wi|w
i−1
i−n+1) =

δ + c(wi
i−n+1)

δ|V |+
∑

wi
c(wi

i−n+1)
(2.6)

where V is the vocabulary. This method, although simple and easy to implement
usually performs poorly.

Absolute discounting

When there is not enough data to properly estimate the probability of a given n-gram,
the probability of the corresponding (n − 1)-gram could be used to approximate it,
combining both probabilities, p(wi|w

i−1
i−n+1) and p(wi|w

i−1
i−n+2). The way to do so is

using a linear interpolation, as described in [10]

pinterp(wi|w
i−1
i−n+1) = λpML(wi|w

i−1
i−n+1) + (1− λ)pinterp(wi|w

i−1
i−n+2) (2.7)

PRHLT-DSIC-UPV 7
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Using this idea, absolute discount smoothing [11, 12], instead of multiplying higher
order distribution by a factor λ, subtracts a constant discount D from each non-zero
count, obtaining

pabs(wi|w
i−1
i−n+1) =

max{c(wi
i−n+1)−D, 0}

∑

wi
c(wi

i−n+1)
+ (1− λ)pabs(wi|w

i−1
i−n+2) (2.8)

Subtracting D from each non-zero count we gain some probability mass that should
be distributed uniformly among all the n-grams, and to make the distribution sum to
1, we take

1− λ =
D

∑

wi
c(wi

i−n+1)
N1+(w

i−1
i−n+1 ·) (2.9)

Function N1+(w
i−1
i−n+1 ·) in equation 2.9 indicates the number of different words

that can appear following wi−1
i−n+1 and it is formally defined

N1+(w
i−1
i−n+1 ·) = |{wi : c(w

i−1
i−n+1wi) > 0}| (2.10)

Kneser-Ney

Kneser and Ney [13] introduced an extension of absolute discounting where the lower
order distribution, which is used when the higher order one is zero or near-zero, is
built in a novel manner, specially optimised for these situations. The intuitive idea
behind Kneser-Ney is that the probability of an n-gram should not be proportional
to the number of occurrences of the n-gram, but to the number of different contexts
that precede the n-gram. A good example that illustrates this idea can be found in
[14].

Kneser-Ney probability is defined as follows

pKN(wi|w
i−1
i−n+1) =

max{c(wi
i−n+1)−D, 0}

∑

wi
c(wi

i−n+1)
+

D
∑

wi
c(wi

i−n+1)
N1+(w

i−1
i−n+1·)pKN(wi|w

i−1
i−n+2)

(2.11)
Where the recursion of pKN(wi|w

i−1
i−n+2) is calculated as follows:

pKN(wi|w
i−1
i−n+2) =

N1+(· wi
i−n+2)

N1+(· w
i−1
i−n+2 ·)

(2.12)

And the base case:

pKN(wi) =
N1+(· wi)

N1+(· ·)
(2.13)

Where N1+(· wi
i−n+2), N1+(· w

i−1
i−n+2 ·), N1+(· wi) and N1+(· ·) are defined as

follows:

8 PRHLT-DSIC-UPV
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2.2. Language Modelling

N1+(· w
i
i−n+2) = |{wi−n+1 : c(wi

i−n+1) > 0}| (2.14)

N1+(· w
i−1
i−n+2 ·) = |{(wi−n+1, wi) : c(w

i
i−n+1) > 0}| =

∑

wi

N1+(· w
i
i−n+2)(2.15)

N1+(· wi) = |{wi−1 : c(wi
i−1) > 0}| (2.16)

N1+(· ·) =
∑

wi

N1+(· wi) (2.17)

Modified Kneser-Ney

Chen and Goodman [14] proposed a modified version of Kneser-Ney smoothing that
reported very good results. Their purpose consists in using a variable discount value,
rather than a constant value. This variable value is given by the equation

D(c) =



















0 if c = 0

D1 if c = 1

D2 if c = 2

D3+ if c ≥ 3

(2.18)

Instead of using Equation 2.11, we take

pKN(wi|w
i−1
i−n+1) =

c(wi
i−n+1)−D(c(wi

i−n+1))
∑

wi
c(wi

i−n+1)
+ γ(wi−1

i−n+1)pKN(wi|w
i−1
i−n+2) (2.19)

To make the distribution sum to 1, we take

γ(wi−1
i−n+1) =

D1N1(w
i−1
i−n+1 ·) +D2N2(w

i−1
i−n+1 ·) +D3+N3+(w

i−1
i−n+1 ·)

∑

wi
c(wi

i−n+1)
(2.20)

Backoff and interpolated models

Equation 2.7 presented a basic model where higher-order and lower-order probabilities
were combined by means of a linear interpolation, but it is possible to combine both
probabilities in a different way. Interpolation, which is a weighted sum of higher-order
and lower-order probabilities, can be expressed as follows:

p(wi|w
i−1
i−n+1) = τ(wi|w

i−1
i−n+1) + γ(wi−1

i−n+1)p(wi|w
i−1
i−n+2) (2.21)

The interpolated model uses lower-order probabilities even if the higher order
probability is not zero. In contrast to these models, backoff models only use lower-
order probabilities for those n-grams whose higher-order probabilities is zero.

p(wi|w
i−1
i−n+1) =

{

τ(wi|w
i−1
i−n+1) if c(wi

i−n+1) > 0

γ(wi−1
i−n+1)p(wi|w

i−1
i−n+2) if c(wi

i−n+1) = 0.
(2.22)

PRHLT-DSIC-UPV 9
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Interpolated model is proven [14] to perform better so this will be the model used
for this work.

2.3 Evaluation

In this work different language models for ASR will be presented. In order to evaluate
the performance of these models two different measures will be used:

• Perplexity: Perplexity measures the average amount of different elements
(words) that can follow a given prefix (history) regarding the language model.
Given a test set T = {t(1), t(2), . . . , t(M)} with M sentences and N words, per-
plexity is defined as follows:

PPL(T ) = 2−
1
N

∑
M

m=1 log2 p(t(m)) (2.23)

A lower perplexity value will indicate that our model fits better to the task.
Perplexity may be a good measure for tasks with common vocabularies, but if
the vocabulary is not the same perplexities are not comparable. As an example,
let’s take a model with no vocabulary but the unknown word. The perplexity
for this model will be 1, but this model will not be a good model for ASR.

• WER: The Word Error Rate will measure the quality of the transcriptions
rather than the models themselves. This technique consists of calculating the
minimum number of edition operations (substitutions, insertions and deletions)
necessaries to obtain the reference sequence given the system output divided by
the number of words in the reference. The lower this rate, the better the quality
of the system.

WER =
S + I +D

N
(2.24)

2.4 Language Modelling and Automatic Speech Recog-

nition Tools

SRILM

This work has relayed on SRILM toolkit [15] to work with language models. SRILM
is a toolkit in development since 1995 at the SRI Speech and Technology research
Laboratory. It includes several programs and script to work with language models,
and other structures that use LM probabilities, like lattices and n-best lists.

This toolkit allows training models using different types of smoothing techniques,
calculate perplexities on a given text, estimate optimal weights on language model
interpolation and interpolate several models given the weight of each one.

10 PRHLT-DSIC-UPV
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2.4. Language Modelling and Automatic Speech Recognition Tools

TLK

As for the speech recognition task we used The transLectures -UPV toolkit (TLK)
[16], an open source set of tools for Automatic Speech Recognition developed at the
Universitat Politècnica de València by the transLectures -UPV Team.

PRHLT-DSIC-UPV 11
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Chapter 3

Language Model Adaptation

Our interest is to elucidate whether the slide information provides useful information
with respect to a competitive LM baseline. If we compare the improvements obtained
by adding slide information to a simple in-domain language model, we would obviously
observe an astonishing improvement. For this reason we built a initial competitive
baseline.

In order to build this competitive baseline, several n-gram models trained from
different out-of-domain corpora, which will be described in Chapter 4, were linearly
mixed together with the in-domain model as follows. Let w be the current word
within a sentence, and let h be the n − 1 previous words, then the mixture is made
by linear interpolation as follows:

p(w|h) =
∑

i

λipi(w|h) (3.1)

where λi is the weight of the linear interpolation corresponding to the i-th n-gram
model pi(w|h). The weights {λI

1} must add up to 1 so that the mixture is a proba-
bility. Finally, these weights are used to adapt the model by optimising them with
the EM algorithm to maximise the log-likelihood or equivalently to minimise the per-
plexity of a given development set [17].

The adaptation technique proposed consists in adding one ore more language
models to the linear interpolation discussed above. We consider different ways to
train these models that can be combined:

(a) Using all the text in the slides of a given video, train one language model for
the video using this text extracted from the slides.

(b) Considering time-aligned slides, where for each of the slides there is available
the start time and the end time, we can train one model for each one of the
slides, using only the text in that slide, and use this model to recognise only the
corresponding segment of the video.

13
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(c) Train a model for each video using related documents downloaded from the web.

In this work we will consider adaptations with the following combinations of mod-
els:

• (a) Equation 3.2.

• (c) Equation 3.3.

• (a)+(c) Equation 3.4.

In previous works [18] we also considered the combination (a)+(b), but it did not
lead to significant improvements in the recognition despite the cost (both temporal
and spatial) of adapting and recognising a video with this model was about 10 times
slower, so this combination will not be further considered.

p(w|h, V ) =
∑

i

λipi(w|h) + λV pV (w|h) (3.2)

p(w|h, V ) =
∑

i

λipi(w|h) + λDpD(w|h) (3.3)

p(w|h, V ) =
∑

i

λipi(w|h) + λV pV (w|h) + λDpD(w|h) (3.4)

where V stands for the current video, pV (w|h) for the language model trained on the
video slides and pD(w|h) for the language model trained on the documents retrieved
for V .

In order to optimise parameters λV and λD , we had to extend the optimisation
proposed in [17] to allow a changing language model, since the models pV (w|h) and
pD(w|h) vary from one video to another, and the development set is supposed to be
made up of several videos. In this way, we obtain a general parameter for all the
slides. However, there are videos for which the slides do not contain text or do not
make use of slides at all, as well as videos for which no documents are available.
Considering this videos as normal videos will cause a distortion in the calculation of
the interpolation weights, specially for this dynamic video-dependent n-gram model.
Therefore, these special videos should be considered apart when optimising weights
and we add a constraint to the optimisation process such that if the slide does not
contain text, then the λV is forced to be 0. In the same way, if there are no documents
λD must be also 0.

14 PRHLT-DSIC-UPV
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Chapter 4

Corpora

4.1 Out-of-domain Corpora

Several out-of-domain corpora are used to train language models. All these corpora
have been preprocessed according to the needs of an ASR task, removing punctuation
marks, converting all the text to lower case and transcribing numbers into letters.
Table 4.1 summarises the basic the main statistics of these corpora once the preprocess
is applied.

Corpus # sentences # words Vocabulary
EPPS 132K 0.9M 27K
news-commentary 183K 4.6M 174K
TED 316K 2.3M 133K
UnitedNations 448K 10.8M 234K
Europarl-v7 2 123K 54.9M 439K
El Periódico 2 695K 45.4M 916K
news (07-11) 8 627K 217.2M 2 852K
UnDoc 9 968K 318.0M 1 854K

Table 4.1: Basic statistics of the out-of-domain corpora used to generate
the LM

4.1.1 Google n-gram

Google Ngram corpus is a corpus [19] provided by Google which contains counts for
n-grams (1 ≤ n ≤ 5) from all books digitised by Google up to the moment of the
launch, including books from 1538 to 2008. It is offered in several languages, including
Spanish. Table 4.2 shows more details about Google Ngram corpus for Spanish.

15
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# unigrams # pages # books Vocabulary
45 360M 128M 521K 292K

Table 4.2: Google Ngram corpus details

4.2 The poli[Media] corpus

The poli[Media] corpus was created by manually transcribing 704 video lectures in
Spanish, corresponding more than 100 hours so as to provide in-domain data sets
for training, adaptation and internal evaluation in the transLectures project. The
corpus contains transcriptions of the lectures, as well as transcriptions of the slides
for development and test sets. Slides contain time marks, so it is possible to know in
each instant of the video, which slide is being displayed. Tables 4.3 and 4.4 contain
statistics about this corpus.

Videos Time (hours) # sentences # words Vocabulary
train 655 96 41.5K 96.8K 28K
dev 26 3.5 1.4K 34K 4.5K
test 23 3 1.1K 28.7K 4K

Table 4.3: poli[Media] corpus details.

# videos # slides # sentences # words Vocabulary
dev 26 107 1865 16.2K 3.5K
test 23 363 1796 14.5K 2.9K

Table 4.4: poli[Media] slides details.

4.2.1 Slides Text Retrieval

In many online repositories the electronic format of the slides is typically not available
together with the video. For instance, in the poli[Media] case uploading the slides with
the video is an optional step that is many times disregarded. Consequently, there are
two types of videos: those with the slides attached, and those without slides. For
the former, slides text extraction only depends on tools such as pdf2text. Conversely,
for the latter, slides must be automatically extracted from each video lecture. This
automatic process is divided into 2 steps: first the slide is detected, and then a OCR
tool, such as Tesseract, is used to extract the text from the detected slide.

Regarding the slide detection technique a very naive yet effective technique is pro-
posed. Specifically, we count the changing pixels from frame to frame, and determine
that a change in the slide has been performed if the number of changing pixels exceeds

16 PRHLT-DSIC-UPV
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4.2. The poli[Media] corpus

a specified threshold. Each time a new slide is detected, the corresponding frame is
captured and passed to the Optical Character Recognition tool.

OCR has become an important and widely used technology for document anno-
tation. However, when dealing with complex images the results turn out to be not
as good [20] where an appropriate image preprocessing, text-line detection and text
post-processing steps are fundamental. We used Tesseract [21] for optical character
recognition (OCR).

Two different OCR approaches have been applied using Tesseract. Firstly, we
carried out a slide recognition process where each slide was recognised according to
different Tesseract parameter configuration in order to improve the transcriptions re-
sults. After the recognition, the output was filtered by some simple word generation
rules.

Unfortunately, the previous approach provided poor performance due to irregular
slide structure such as images, charts, tables and a wide variability in background
and font colors, obtaining an OCR WER of 70% . Consequently, for the second ap-
proach, we developed a preprocessing module which applies various filters such as
despeckling, enhancing or pixel negation and obtains different versions of the same
slide by applying several thresholds for binarisation. Each preprocessed slide version
is processed by Tesseract and post-processed combining all the outputs. This process
dramatically improved the accuracy of the obtained text, decreasing the OCR error
down to 40%. These are the slides that will be used for the experiments.

Details of these automatically transcribed slides are presented in Table 4.5. We
cab observe that the vocabulary and the number of words is slightly larger than in
correct slides (Table 4.4).

# videos # slides # words Vocabulary
dev 26 107 17.4K 3.9K
test 23 363 16.4K 3.1K

Table 4.5: poli[Media] OCR slides details.

4.2.2 External documents

To improve adaptation, external documents have been obtained from the web, per-
forming a search in Google using the title of the video as query. Language detection
is applied to be sure that only documents in Spanish are downloaded and a maximum
of 5 documents will be retrieved for each video. The documents are downloaded in
pdf format and they are automatically converted to text. The preprocess applied to
them is the same that we applied for the other corpora.
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• Exact search Only documents that match the exact title of the video are
downloaded. Due to the specific nature of the search it is impossible to find 5
documents for some videos, and there are a few searches that provide no results.

• Extended search In this method an exact search is performed first, but if less
than 5 documents are found for a given video a non-exact search is preformed
(i.e. documents that contain some of the words, but not necessarily all of them,
and they do not need to appear together) downloading the remaining videos
from these results.

# words Vocabulary
Exact Search 333K 67K
Extended Search 410K 93K

Table 4.6: Downloaded documents data
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Experiments

The proposed techniques for language model adaptation are measured in terms of
both perplexity and WER obtained with state of the art ASR system [16]. The
acoustic model has been trained using the poli[Media] corpus, employing triphonemes
inferred using the conventional CART with almost 3900 leaves. Each triphoneme was
trained for up to 128 mixture components per Gaussian, 4 iterations per mixture and
3 states per phoneme with the typical left-to-right topology without skips. Addition-
ally, speaker adaptation was performed applying CMLLR feature normalisation (full
transformation matrices). The results obtained with this model were competitive in
the last transLectures evaluation [22].

As for the language model, we computed the baseline model as discussed in Chap-
ter 3 by interpolating several individual language models trained in several corpora
(Chapter 4). For each out-of-domain corpora, including Google Ngram, we trained a
4-gram language model with SRILM [15] toolkit . The individual 4-gram models were
smoothed with modified Kneser-Ney absolute interpolation method [13]. Finally, the
training set of poli[Media] was also used as the in-domain corpus. Perplexities obtained
for each of this individual models are reported in Table 5.1. As for the vocabulary,
we used the top 50K most frequent words over all the corpora plus the in-domain
vocabulary.

5.1 Preliminary Experiments

Before the adaptation experiments can be performed, we need to carry out some
preliminary experiments. The models generated are really big (about 22 GB) and
it leads to slow recognitions, high memory demands and high disk space usages. A
way to reduce the size of the models is pruning them. The pruning method applied
in this work consists in prune n-gram (n ≥ 2) probabilities if their removal causes
training set perplexity of the model to increase by less than threshold relative. These
preliminary experiments will help us determine which threshold provides a better
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Perplexity OOVs (%)
Corpus dev test dev test
EPPS 543.7 710.8 8.21 12
news-commentary 636 747.7 6.73 9.4
TED 615.6 521.2 6.59 7.94
UnitedNations 754 802.9 7.77 10.94
Europarl-v7 460.6 605.7 5.75 8.59
El Periódico 450.2 545.9 5.95 8.61
news (07-11) 358.9 747.6 5.64 7.99
UnDoc 544.9 802.8 6.10 9.21
Google 1370.3 1954.8 4.71 6.95
poli[Media] train 317.9 332.5 4.61 5.23

Table 5.1: Perplexities and OOV words on the development and test
sets for all corpora

compromise between space and results.

We will explore the performance of the models if pruning is applied to the indi-
vidual models before the interpolation, or if it is applied to the resulting interpolated
model. The threshold values that will be tested are 2e− 8, 2e− 10 and 2e− 12. We
also will explore if a combined prune (after and before the interpolation) is interesting
to apply. Table 5.2 shows the results of these experiments.

As explained before, the vocabulary will be conformed by the 50K most frequent
words from the out-of-domain corpora plus the words in the in domain corpus, ob-
taining a final vocabulary of 58K words. This is our baseline vocabulary.

Dev Test
Model Size PPL WER PPL WER

No prunning 22 GB 137.98 21.72 169.83 24.25
2e− 8 2.2 GB 148.05 22.28 177.99 24.76

Before 2e− 10 16 GB 138.40 21.80 170.04 24.29
2e− 12 22 GB 137.99 21.72 169.84 24.26
2e− 8 163 MB 163.94 23.38 193.51 25.64

After 2e− 10 3 GB 140.84 21.95 172.08 24.25
2e− 12 14 GB 138.14 21.75 169.88 24.24

Bef. + Aft. 2e− 10 3 GB 141.03 21.95 172.26 24.33

Table 5.2: Perplexity and WER for different pruning values

As shown in Table 5.2, a pruning threshold of 2e − 10 applied to the resulting
interpolated model is the option with a better compromise between space and error.
This result will be used as a baseline for our system.
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5.2 Adaptation with slides

5.2.1 Adaptation with OCR Slides

The slides adaptation consists in training a language model for each video using the
text in the slides extracted using the second OCR technique explained in chapter
4.2.1. This technique produced transcriptions for the slides with about 40% WER.
Some of the words contain non-Spanish characters and it is safe to assume that these
words are transcription errors and we decided to treat them as the unknown word.
The final vocabulary, built by adding the words in the slides to the baseline vocabu-
lary, contains 60K words.

It is very difficult to locate the limits of the sentences in OCR slides, since punc-
tuation marks usually are not correctly detected, however the language model will
consider by default the limits of the lines as the limits of the sentences. Some of these
limits will be correctly considered, but not all of them, possibly adding noise to the
model. The experiment carried out filtering the limits proves that, although some
of the limits are incorrectly detected, the correctly detected ones are also important,
resulting in no significant differences between both versions.

Finally we carried out an other experiment training one language model with the
slides of all Development and Test videos, instead of using one different for each video.

Dev Test
PPL WER PPL WER

OCR slides 110.90 21.25 131.84 22.05
No limits 110.31 21.29 132.18 22.06
Single model 126.08 21.06 152.82 22.12

Table 5.3: Adaptation with OCR slides

5.2.2 Adaptation with Manually Transcribed Slides

Improving the quality of the OCR slides can be important to improve the quality of
the final ASR transcriptions and we wanted the impact of better slides. Using man-
ually transcribed slides can provide a lower-bound of the error that we can achieve
using this adaptation technique with slides. Results displayed in Table 5.4 show that
there is still significant room for improvement.

Since including the slides also extends the vocabulary up to 59K words, we also
computed the results obtained including this vocabulary in the baseline to check how
much of the improvement was due to the vocabulary, and how much was due to
the model. Results show that adding only the vocabulary is not useful and the result
obtained with this model is not significantly different than the result that we obtained

PRHLT-DSIC-UPV 21



! !

Chapter 5. Experiments

with the baseline model, therefore we can conclude that the improvement is not due
to the new vocabulary, but the n-gram reestimation due to the new training data.

Dev Test
PPL WER PPL WER

Only Vocab 150.8 21.95 195.7 24.25
Correct Slides 96.6 20.36 113.2 20.67

Table 5.4: Adaptation with Manually transcribed slides

5.3 Adaptation with Documents

These experiments have been carried out with the documents downloaded from the
web as explained in Chapter 4. Up to this point, we added the full vocabulary of the
adapted resources (slides), but for this experiment, the vocabulary of the documents
is much bigger than it was in the case of the slides. Regarding this, we performed
two version of each experiment: adding the full vocabulary of the documents to the
baseline vocabulary and adding only a restricted vocabulary consisting in the words
that appear more than 3 times in the full downloaded text. Table 5.5 shows the size
of the final vocabulary for each experiment and the results in terms of perplexity and
WER obtained in each case.

Dev Test
Vocabulary PPL WER PPL WER

Exact Search
Full vocabulary 93K 149.20 21.72 198.79 22.38
Restricted vocabulary 64K 144.03 21.88 186.15 23.06

Extended Search
Full vocabulary 116K 147.23 20.87 195.65 21.80
Restricted vocabulary 71K 140.10 21.19 183.20 22.53

Table 5.5: Adaptation with documents only

As observed, only the extended search with the full vocabulary is able to outper-
form the OCR slides, although it has twice the amount of words.

5.4 Combined Adaptation: Slides and Documents

In these experiments we combine the slides and the documents language models. Just
as in the previous experiments, the vocabulary of the documents is very large and
adding all these words to the baseline vocabulary results in really large vocabularies.
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Full and restricted vocabulary versions explained before are used also in this section.
We tested out the performance of the system with both correct and OCR slides.

5.4.1 Documents and OCR Slides

Table 5.6 presents the results of these experiments, as well as the size of the vocabu-
laries used in each one.

Dev Test
Vocabulary PPL WER PPL WER

Exact Search
Full vocabulary 94K 123.55 20.94 165.94 21.59
Restricted vocabulary 66K 120.54 21.04 158.95 21.78

Extended Search
Full vocabulary 118K 121.84 20.45 159.95 21.33
Restricted vocabulary 73K 117.44 20.68 152.91 21.52

Table 5.6: Adaptation with OCR slides and documents

As expected, the combination of slides and documents significantly improves pre-
vious models, even keeping similar vocabulary sizes.

5.4.2 Documents and Correct Slides

For this experiment we used manually transcribed slides. As we explained before,
this is not a usual scenario, but it will give us a lower bound of the best error we can
obtain using documents and slides.

Dev Test
Vocabulary PPL WER PPL WER

Exact Search
Full vocabulary 93K 108.51 20.15 144.66 20.38
Restricted vocabulary 65K 106.04 20.24 139.28 20.54

Extended Search
Full vocabulary 117K 107.00 19.68 133.22 20.19
Restricted vocabulary 71K 103.64 19.90 138.59 20.33

Table 5.7: Adaptation with correct slides and documents

As shown in Table 5.7, adding documents to the adaptation with correct slides
improves the error obtained, however this improvement is not as pronounced as it was
in the case of OCR slides, but it is still a significant improvement.
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5.5 Summary of results

Table 5.8 pretends to be a summary of the most relevant results obtained in the
development of this work. As we expected, the best results are obtained when we use
manually transcribed slides and documents, improving the baseline in 4 absolute WER
points. However adaptation with OCR and documents still achieves good results with
an improvement of 2.8 absolute WER points over our baseline.

Development Test
PPL WER PPL WER

Baseline 140.8 22.0 172.1 24.3
Correct Slides 96.6 20.4 113.2 20.7
OCR Slides 110.9 21.3 131.8 22.1
Documents (Extended Search, Restricted Vocab) 140.1 21.2 183.2 22.5
Correct Slides + Documents 103.6 19.9 138.6 20.3
OCR + Documents 117.4 20.7 152.9 21.5

Table 5.8: WER (%) and PPLs on the poli[Media] corpus for several
adapted language models

In Figure 5.1 we can observe the weight given to each model in each one of these
most relevant experiments. Some conclusions can be extracted from these data: the
poli[Media] train model is the most important model i all the experiments. Slides
also provide very valuable information (more than documents), and they are more
important the better they are.
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(a) Baseline (b) Correct Slides (c) OCR Slides

(d) Documents (e) Corr. Slides + Doc. (f) OCR Slides + Doc.

Figure 5.1: Weights of the different LM for the different experiments
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Chapter 6

Conclusions and Further

Work

6.1 Conclusions

Our intention developing this project was to improve the quality of automatic video
lecture transcriptions, taking advantage of the fact that lecturers usually make use of
slides to support their explanations.

In automatic speech recognition there two models that take part in the decoding
process, the acoustic model and the language model. Our target was to create lan-
guage models adapted to each video by combining different out-of-domain language
model together with in-domain and specific language models trained with the text in
the slides as well as with text extracted from external related documents. To measure
the quality of these techniques we used the models in a real transcription task using
the poli[Media] repository.

A simple yet effective method for adapting language models for video lectures us-
ing information from slides and/or documents is proposed.

Two different scenarios have been proposed: one in which the correct slides text
was available and the other where only the slide image was available. Results have
shown that the adaptation with correct slides and documents obtained an improve-
ment of 4.1 absloute points in terms of WER. Surprisingly, OCR slides proved to be
valuable even when they contain a large number of errors, reporting improvements
up to 3 absolute WER points.

6.2 Scientific Contributions

This work derived in the following publications:
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• Adrià Martínez-Villaronga, Miguel A. del Agua, Jesús Andrés-Ferrer and Alfons
Juan. Language Model Adaptation for Video Lectures Transcription. In Inter-
national Conference on Acoustics, Speech, and Signal Processing (ICASSP).
Vancouver (Canada), May 2013 [18].

– Type: Conference.

– Ranking: Core B.

– State: Published, pages 8450-8454.

6.3 Further Work

Adaptation techniques proposed have proven to be useful in language modelling for
ASR, although regarding the obtained results we propose two major lines of research:

• Improving the quality of the OCR output
Experiments with correct slides reported significant improvements (more than
1 absolute WER point) regarding the experiments with OCR slides. Although
OCR slides will never be as good as ones transcribed manually, our current
technique provides slides with around 40% of WER, which is still a large er-
ror. We think that developing a method to correct the OCR slides, based on
spell checking algorithms, could drastically improve the OCR and therefore the
quality of the ASR system.

• Different language modelling techniques
All the models used in this work are n-gram language models. State-of-the-art
ASR systems have been using these kind of models for almost two decades,
but in the last years different approaches have been presented, beating n-gram
models performance in speech recognition systems. Specially interesting are
neural networks-based approaches, like the ones proposed in [23] or [24]. Neural
network based models perform better than n-gram models at modelling depen-
dencies between words as well as estimating probabilities for unseen sequences,
and they work specially well for in-domain models. Some work in this field have
been already performed, but we do not have results to report yet.

The good results obtained and these research lines opened, a lot of opportunities
arise to keep working in an area of great utility and projection, with perspectives to
provide significant improvements in video lectures transcription.
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