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Abstract

Machine translation technology is not perfect. To be successfully embedded in real-world applications, it must compensate for its imperfections by interacting intelligently with the user within a computer-assisted translation framework. The interactive-predictive paradigm, where both a statistical translation model and a human expert collaborate to generate the translation, has been shown to be an effective computer-assisted translation approach. However, the exhaustive supervision of all translations and the use of non-incremental translation models penalizes the productivity of conventional interactive-predictive systems.

We propose a cost-sensitive active learning framework for computer-assisted translation whose goal is to make the translation process as painless as possible. In contrast to conventional active learning scenarios, the proposed active learning framework is designed to minimize not only how many translations the user must supervise but also how difficult each translation is to supervise. To do that, we address the two potential drawbacks of the interactive-predictive translation paradigm. On the one hand, user effort is focused to those translations whose user supervision is considered more “informative”, thus, maximizing the utility of each user interaction. On the other hand, we use a dynamic machine translation model that is continually updated with user feedback after deployment. We empirically validated each of the technical components in simulation and quantify the user effort saved. We conclude that both selective translation supervision and translation model updating lead to important user-effort reductions, and consequently to improved translation productivity.
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1. Introduction

Machine translation (MT) is a fundamental technology that is emerging as a core component of natural language processing systems. A good example of multilingualism with high translation needs can be found in the European Union (EU) political institutions. According to (EC, 2009), the EU employs 1,750 full-time
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Figure 1: Diagram of an interactive-predictive MT system. To translate a source sentence x, the user interacts with the system accepting or correcting the proposed translations y. User feedback k is used by the system to improve its suggestions.

translators. Additionally, to cope with demand fluctuations, the EU uses external translation providers which generate approximately one fourth of its translation output. As a result, in 2008 the EU translation services translated more than 1,800,000 pages and spent about one billion Euros on translation and interpreting.

Besides being an expensive and time-consuming task, the problem with translation by human experts is that the demand for high-quality translation has been steadily increasing, to the point where there are just not enough qualified translators available today to satisfy it. This poses a high pressure on translation agencies that must decide how to invest their limited resources (budget, manpower, time, etc.) to generate translations of the maximum quality in the most efficient way.

To address this challenge, many translation agencies have focused their interest on MT technology. However, current state-of-the-art MT systems are still far from generating error-free translations (NIST, 2006; Lopez, 2008). Indeed, they usually require human experts to post-edit their automatic translations. This serial process prevents MT systems from taking advantage of the knowledge of the human experts, and the users cannot take advantage of the adaptive ability of MT systems.

An alternative way to utilize the existing MT technologies is to use them in collaboration with human translators within a computer-assisted translation (CAT) framework (Isabelle and Church, 1998). An important contribution to CAT technology was carried out during the TransType project (Foster et al., 1998; Langlais et al., 2000; Foster, 2002; Langlais and Lapalme, 2002). They proposed the interactive-predictive machine translation (IMT) framework where data-driven MT technologies are embedded within the translation environment. Following these ideas, Barrachina et al. (2009) proposed an innovative embedding where a fully-fledged statistical MT (SMT) system is used to produce complete translations, or portions thereof, which can be accepted or amended by a human expert, see Figure 1. Each corrected text segment is then used by the SMT system as additional information to achieve further, hopefully improved, translations.

Despite being an efficient CAT protocol, conventional IMT technology has two potential drawbacks. First, the user is required to supervise all the translations. Each translation supervision involves the user reading and understanding the proposed target language sentence, and deciding if it is an adequate transla-
tion of the source sentence. Even in the case of error-free translations, this process involves a non-negligible cognitive load. Second, conventional IMT systems consider static SMT models. This implies that after being corrected the system may repeat its errors, and the user will be justifiably disappointed.

We propose a cost-sensitive active learning (AL) (Angluin, 1988; Atlas et al., 1990; Cohn et al., 1994; Lewis and Gale, 1994) framework for CAT where the IMT user-machine interaction protocol (Figure 2) is used to efficiently supervise automatic translations. Our goal is to make the translation process as efficient as possible. I.e., we want to maximize the translation quality obtained per unit of user supervision effort. Note that this goal differs from the goal of traditional AL scenarios. While they minimize the number of manually-translated sentences to obtain a robust MT system, we aim at minimizing the number of corrective actions required to generate translations of a certain quality.

The proposed cost-sensitive AL framework boosts the productivity of IMT technology by addressing its two potential drawbacks. First, we do not require the user to exhaustively supervise all translations. Instead, we propose a selective interaction protocol where the user only supervises a subset of “informative” translations (González-Rubio et al., 2010). Additionally, we test several criteria to measure this “informa-
tiveness”. Second, we replace the batch SMT model by an incremental SMT model (Ortiz-Martínez et al., 2010) that utilizes user feedback to continually update its parameters after deployment. The potential user effort reductions of our proposal are twofold. On the one hand, user effort is focused on those translations whose supervision is considered most “informative”. Thus, we maximize the utility of each user interaction. On the other hand, the SMT model is continually updated with user feedback. Thus, the SMT model is able to learn new translations and to adapt its outputs to match the user’s preferences which prevents the user from making repeatedly the same corrections.

The remainder of this article is organized as follows. First, we briefly describe the SMT approach to translation, and its application in the IMT framework (Section 2). Next, we present the proposed cost-sensitive AL framework for CAT (Section 3). Then, we show the results of experiments to evaluate our proposal (Section 4). Finally, we summarize the contributions of this article in Section 5.

2. Interactive-Predictive Machine Translation

The statistical machine translation (SMT) approach considers translation as a decision problem, where it is necessary to decide upon a translation \( y \) given a source language sentence \( x \). Statistical decision theory is used to select the correct translation among all the target language sentences. From the set of all possible target language sentences, we are interested in that with the highest probability according to the following equation (Brown et al., 1993)\(^1\):

\[
\hat{y} = \arg\max_y \Pr(y|x)
\]

\(^1\)We use \( \Pr(\cdot) \) to denote general probability distributions and \( P(\cdot) \) to denote model-based distributions.
**source** (x): Para ver la lista de recursos

**desired translation** (ŷ): To view a listing of resources
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Figure 2: IMT session to translate a Spanish sentence into English. At interaction-0, the system suggests a translation (y_s). At interaction-1, the user moves the mouse just before the first error and implicitly validates the first eight characters “To view” as a correct prefix (y_p). Then, the user introduces a correction by pressing the [a] key (k). Lastly, the system suggests completing the translation from the user correction with “list of resources” (a new y_s). At interaction 2, the user validates “To view a list” and introduces a correction [i] which is completed by the systems to form a new translation “To view a listing of resources”. Interaction 3 is similar. Finally, the user accepts the current translation which is equal to the desired translation.

where \( Pr(y|x) \) is usually modeled by a maximum entropy MT model (Och and Ney, 2002), also known as log-linear model. The decision rule for log-linear models is given by the expression:

\[
\hat{y} = \arg \max_y Pr(y|x) \approx \arg \max_y \left\{ \sum_{m=1}^{M} \lambda_m h_m(y, x) \right\}
\]

where each \( h_m(y, x) \) is a feature function that describes a particular aspect of the translation process (e.g. the log-probability \( \log(P(y)) \) of the translation), and \( \lambda_m \) is its associated weight. Phrase-based (Koehn et al., 2003) and finite state (Casacuberta and Vidal, 2007) models are two successful implementations of the log-linear approach.

However, despite a huge research effort, SMT systems are still not perfect. To obtain high-quality translations, a human expert has to supervise the automatically generated translations. This supervision is usually carried out as a separate post-edition step. The IMT framework (Barrachina et al., 2009) constitutes an alternative to this serial procedure. In an IMT system, an SMT model and a human expert collaborate to generate error-free translations. These translations are generated in a series of interactions between the SMT model and the user. At each interaction, the SMT model generates a translation of the source
sentence which can be partially or completely accepted and corrected by the user. Each partially corrected
text segment, called prefix, is then used by the SMT model as additional information to generate better
translation suggestions. Figure 2 shows an example of a typical IMT session.

The IMT decision rule searches for an extension $y_s$ that completes a user-validated prefix $y_p$ is given by:

$$\hat{y}_s = \arg \max_{y_s} Pr(y_s|x, y_p)$$

which can be straightforwardly rewritten as:

$$\hat{y}_s = \arg \max_{y_s} Pr(y_p, y_s|x)$$

Given that $y_p y_s = y$, this equation is very similar to Equation (2.1). The main difference is that the
search now is performed over the set of suffixes $y_s$ that complete $y_p$ instead of complete sentences ($y$ in
Equation (2.1)). This implies that we can use the same MT models whenever the search procedures are
adequately modified (Och et al., 2003). It should be noted that SMT models are defined at word level while
the IMT interface depicted in Figure 2 works at character level. This is not an important issue since the
transformations that are required in the SMT models for their use at character level are trivial.

3. Cost-Sensitive Active Learning for Computer-Assisted Translation

Although IMT have been successfully deployed in many practical applications, it still demands the human
user to supervise all translations. This exhaustive supervision guarantees that the generated translations are
error-free. However, it demands a large amount of cognitive effort by the user which penalizes translation
productivity. A translation agency with limited resources, in terms of person-hours, may be willing to
sacrifice some translation quality in exchange for improved productivity. Certainly, this is an unrealistic
scenario in some cases, for example it is inconceivable not to fully-supervise the translation of a legal
document such as a contract, but there are many other translation tasks, e.g. manuals for electronic
devices, or twitter and blog postings, that match this productivity-focused scenario.

The goal of this section is to present a cost-efficient CAT framework that allows the user to supervise
and correct automatic translations as effortlessly as possible. From the existing IMT technology, we import
its user-machine interaction process (Figure 2) to efficiently supervise individual translations. However, we
implement a different work-flow to address its drawbacks. On the one hand, user effort will be focused to
supervise only those translations considered most “informative”. On the other hand, the translation model
will be continually updated with the new sentence pairs $(x, y)$ supervised by the user.

We implement these ideas as a cost-sensitive AL scenario designed to minimize supervision effort, Sec-
tion 3.1. We define a new translation work-flow, Section 3.2, that focuses user-effort to only supervise the
subset of most “informative” translations. Section 3.3 describes the different ranking functions implemented
to measure the “informativeness” of each translation, and finally, Section 3.4 presents the incremental SMT model that is continually updated from user feedback.

3.1. Active Learning for Computer-Assisted Translation

Training an SMT model requires translation examples of source language sentences and its corresponding target language translations. Example annotation is difficult for structured prediction tasks, since each example may have multiple, interacting labels, all of which must be correctly annotated for the example to be of use to the learner. This is particularly true for translation where additionally there may be multiple correct translations for a source sentence.

Different alternatives to conventional supervised learning have been proposed to address these problems. For example, semi-supervised learning methods use unlabeled data to help supervised learning tasks (Chapelle et al., 2006). These methods typically assume that the labeled data set is given and fixed. In practice, however, semi-supervised methods are allowed to pick a set of unlabeled examples to be annotated by an expert. In this case, rather than selecting the examples randomly, it may be attractive to let the learning algorithm to proactively tell us which of them to annotate. This approach is known as active learning (AL). The idea is to select which training examples to label and the order in which they are labeled to increase learning efficiency (Angluin, 1988; Atlas et al., 1990; Cohn et al., 1994; Lewis and Gale, 1994). An active learner is considered successful if it obtains better performance than a traditional learner given the same number of training examples. Therefore, AL expedites annotation by reducing the number of labeled examples required to train an accurate model.

In contrast to previous applications of AL to structured prediction tasks, e.g. sequence labeling (Settles and Craven, 2008), natural language parsing and information extraction (Thompson et al., 1999), or machine translation (Haffari et al., 2009), that minimize the number of labeled samples required to train an accurate model, our goal is to reduce the user supervision effort required to generate high-quality translations. Clearly, the amount of work required to supervise a translation will vary between sentences, e.g. based on the size and the complexity of the source sentence. Thus, it is desirable to design an AL supervision scenario that considers not only how many translations the user is required to supervise, but also how difficult each translation is to supervise.

3.2. Translation Work-Flow and Supervision Protocol

The proposed AL framework for CAT implies a modification of the conventional IMT work-flow depicted in Figure 1. The user no longer supervises the translation of all sentences but only of those selected as “worthy of being supervised”. Since only the most informative sentences are supervised, we maximize the utility of each user interaction. Final translations however may not be error-free as for conventional IMT. In exchange, an important reduction in human effort is potentially achievable. Moreover, we can modify
Algorithm 1: Pseudo-code of the proposed cost-sensitive AL framework for CAT. Functions translate\((M, x)\), validPrefix\((y)\), genSuffix\((M, x, y_p)\), and validTranslation\((y)\) (Section 3.2) denote the IMT user-machine interaction protocol, see Figure 2. Function sampling\((B, \rho)\) implements the strategy to sample the most “informative” sentences from \(B\) (Section 3.3), and function update\((M, (x, y))\) returns translation model \(M\) updated with the new sentence pair \((x, y)\) (Section 3.4).
behaves as a text stream (see Figure 1). Source sentences are translated separately and no information is stored (or assumed) about the preceding (or following) sentences, e.g. how many sentences remain untranslated. Since the IMT framework uses static SMT models and requires the user to supervise all translations, this is not a strong assumption. However, we have to take it into account because information about previously supervised translations, and particularly, about following sentences may have great impact on the final user effort. We handle the inbound text stream by partitioning the data into blocks of consecutive sentences. Within a block, all sentences are available, but once the algorithm moves to the next block, all sentences in previous blocks become inaccessible. We use the sentences within a block to estimate the current distribution of sentences in the stream, so that the estimation of the “informativeness” of supervising the translation of a sentence can be done as accurately as possible.

Algorithm 1 shows the pseudo-code that implements the proposed cost-sensitive AL scenario for CAT. The algorithm takes as input a stream of source sentences $D$, a “base” SMT model $M$, and an effort level $\rho$ denoting the percentage of sentences of each block to be supervised. First, the next block of sentences $B$ is read from the data stream (line 3). From this block, we sample the set of sentences $S \subseteq B$ that are worthy of being supervised by the human expert (line 4). For each sentence in $B$, the current SMT model generates an initial translation, $\hat{y}$, (line 6). If the sentence has been sampled as worth of supervision, $x \in S$, the user collaborates with the system to translate the sentence (lines 8–13). Then, the new sentence pair $(x, y)$ is used to update the SMT model $M$ (line 14), and the human-supervised translation is returned (line 15). Otherwise, we directly return the automatic translation $\hat{y}$ as the final translation (line 17). Although both automatic and user-supervised translations are available, preliminary experiments showed that using both translations to update the SMT model resulted in reduced learning rates.

Although other translation supervision methods, e.g. post-edition, can be used, we implement the IMT user-machine interaction protocol (Figure 2) to supervise each individual translation. Functions between lines 8–13 denote this supervision procedure:

- **translate($M, x$)**: It returns the most probable automatic translation of $x$ according to $M$. If $M$ is a log-linear SMT model, this function implements Equation (2.2).

- **validPrefix($y$)**: It denotes the user actions (positioning and correction of the first error) performed to amend $y$. It returns the user-validated prefix $y_p$ of translation $y$, including the user correction $k$.

- **genSuffix($M, x, y_p$)**: It returns the suffix $y_s$ of maximum probability that extends prefix $y_p$. This function implements Equation (2.4).

- **validTranslation($y$)**: It denotes the user decision of whether translation $y$ is a correct translation or not. It returns True if the user considers $y$ to be correct and False otherwise.

---

2This will imply a modification of lines 8 to 13 in Algorithm 1.
In addition to the supervision procedure, the two elements that define the performance of Algorithm 1 are the sampling strategy $\text{sampling}(B, \rho)$ and the SMT model update function $\text{update}(M, (x, y))$. The sampling strategy decides which sentences of $B$ are worthy of being supervised by the user. This is the main component of our framework and has a major impact on the final performance of the algorithm. Section 3.3 describes several strategies implemented to measure each sentence’s “informativeness”. In turn, the $\text{update}(M, (x, y))$ function updates the SMT model $M$ with a new training pair $(x, y)$. Section 3.4 describes the implementation of this functionality.

3.3. Sentence Sampling Strategies

The goal of our AL framework for CAT is to generate high-quality translations as effortlessly as possible. Since good translations are less costly to supervise than bad ones, the aim of a sampling strategy $\text{sampling}(B, \rho)$ should be to select those sentences $S \subseteq B$ for which knowing their correct translation allows to improve most the performance of the SMT model for future sentences. To do that, we first use a ranking function $\Phi(x)$ to score the sentences in $B$. Then, the percentage $\rho$ of the highest-scoring sentences are selected to be supervised by the user. We identify three properties that (partially) account for the “worth” of a given sentence:

**Uncertainty:** A sentence is as worthy as uncertain is the SMT model of how to translate it.

**Representativeness:** A sentence is as worthy as it is “representative” of the sentences in $B$.

**Unreliability:** A sentence is as worthy as the amount of unreliably modeled events that it contains.

Next sections describe different sampling strategies designed to measure one (or more) of these complementary properties.

3.3.1. Random Ranking ($R$)

Random ranking assigns a random score in the range $[0, 1]$ to each sentence. It is the baseline ranking function used in the experimentation. Although simple, random ranking performs surprisingly well in practice. Its success stems from the fact that it always selects sentences according to the underlying distribution. Using a typical AL heuristic, as training proceeds and sentences are sampled, the training set quickly diverges from the real data distribution. This difficulty known as *sampling bias* (Dasgupta and Hsu, 2008) is the fundamental characteristic that separates AL from other learning methods. However, since by definition random ranking selects sentences according to the underlying distribution, it does not suffer from sampling bias. This fact makes random ranking a very strong baseline to compare with.
3.3.2. Uncertainty Ranking (U)

One of the most common AL methods is uncertainty sampling (Lewis and Gale, 1994). This method selects those samples about which the model is least certain how to label. The intuition is clear: much can be learned from the correct output if the model is uncertain of how to label the sample. Formally, a typical uncertainty sampling strategy scores each sample \( x \) with one minus the probability of its most probable prediction \( \hat{y} = \arg \max_y P(y|x) \):

\[
\Phi(x) = 1 - P(\hat{y}|x)
\]

(3.1)

However, due to the peculiarities of SMT models, uncertainty sampling has to be re-considered. Since the normalization term does not influence the decision on the highest-probability translation, it is usually ignored in the model formulation, see Equation (2.2). As a result, instead of true probabilities these models generate simple scores that are not directly comparable between translations. Hence the conventional uncertainty technique cannot be implemented. Instead, under the assumption that the “certainty” of a model in a particular translation is correlated with the quality of that translation, we measure the uncertainty of a translation using an estimation of its quality. Specifically, we use confidence measures (Blatz et al., 2004; Ueffing and Ney, 2007) to estimate the quality of a translation from the confidence estimations of its individual words.

Given a translation \( y = y_1 \ldots y_i \ldots y_{|y|} \) generated from a source sentence \( x = x_1 \ldots x_j \ldots x_{|x|} \), the confidence of each target language word \( C(y_i, x) \) is computed as described in (Ueffing and Ney, 2005):

\[
C(y_i, x) = \max_{0 \leq j \leq |x|} P(y_i|x_j)
\]

(3.2)

where \( P(y_i|x_j) \) is a word-to-word probability model, and \( x_0 \) is the empty source word. Following Ueffing and Ney (2005), we use an SMT model 1 (Brown et al., 1993) although other bilingual lexicon models, e.g., model 2 (Brown et al., 1993), or hidden Markov model (Vogel et al., 1996), could also be used.

The confidence-based uncertainty score is then computed as one minus the ratio of words in the most probable translation \( \hat{y} = y_1 \ldots y_i \ldots y_{|\hat{y}|} \) classified as incorrect according to a word-confidence threshold \( \tau_w \):

\[
\Phi_U(x) = 1 - \frac{|\{y_i \mid C(y_i, x) > \tau_w\}|}{|y|}
\]

(3.3)

In the experimentation, threshold value \( \tau_w \) was tuned to minimize classification error in a separate development set. Additionally, we use the incremental version of the EM algorithm (Neal and Hinton, 1999) to update the word-to-word probability model \( P(y_i|x_j) \) each time a new sentence pair is available.

\(3\)We use the same symbol \( |·| \) to denote an absolute value \(|a|\), the length of a sequence \(|x|\), and the cardinality of a set \(|B|\). The particular meaning will be clear depending on the context.
3.3.3. Information Density Ranking (ID)

Uncertainty sampling bases its decisions on individual instances which makes the technique prone to sample outliers. The least certain sentences may not be “representative” of other sentences in the distribution, in this case, knowing its label is unlikely to improve accuracy on the data as a whole (Roy and McCallum, 2001). We can overcome this problem by modeling the input distribution explicitly when scoring a sentence. The information density framework (Settles and Craven, 2008) is a general density-weighting technique. The main idea is that informative instances should not only be those which are uncertain, but also those which are “representative” of the underlying distribution (i.e., inhabit dense regions of the input space). To address this, we compute the information density score:

$$\Phi_{ID}(x) = \Phi_U(x) \cdot \left( \frac{1}{|B|} \sum_{b=1}^{|B|} S(x, x_b) \right)^\gamma$$ (3.4)

where the uncertainty of a given sentence $x$ is weighted by its average similarity $S(x, \cdot)$ to the rest of sentences in the distribution, subject to a parameter $\gamma$ that controls the relative importance of the similarity term. Since the distribution is unknown, we use the block of sentences $B = \{x_1, \ldots, x_b, \ldots, x_{|B|}\}$ to approximate it. We use uncertainty ranking $\Phi_U(x)$ to measure the “base” worth of a sentence, but we could use any other instance-level strategies presented in the literature (Settles and Craven, 2008; Haffari et al., 2009).

We compute the similarity of two sentences as the geometric mean of the precision of $n$-grams (sequences of $n$ consecutive words in a sentence) up to size four between them:

$$S(x, x_b) = \left( \prod_{n=1}^4 \frac{\sum_{w \in W_n(x)} \min(\#w(x), \#w(x_b))}{\sum_{w \in W_n(x)} \#w(x)} \right)^{\frac{1}{4}}$$ (3.5)

where $W_n(x)$ is the set of $n$-grams of size $n$ in $x$, and $\#w(x)$ represents the count of $n$-gram $w$ in $x$. This similarity score is closely related to the widespread translation evaluation score BLEU (Papineni et al., 2002) that will be further discussed in section 4.2.1.

One potential drawback of information density is that the number of similarity calculations grows quadratically with the number of instances in $B$. However, similarities only need to be computed once for a given $B$ and are independent of the base measure. Therefore, we can pre-compute and cache them for efficient look-up during the AL process.

3.3.4. Coverage Augmentation Ranking (CA)

Sparse data problems are ubiquitous in natural language processing (Zipf, 1935). This implies that some rare events will be missing completely from a training set, even when it is very large. Missing events result in...
in a loss of coverage, a situation when the structure of the model is not rich enough to cover all types of input. As a result, words (or sequences thereof) that do not appear in the training set cannot be adequately translated (Turchi et al., 2009; Haddow and Koehn, 2012).

Uncertainty sampling assumes that the model structure is fixed in advance and focus upon improving parameters within that structure. However, this is not appropriate for SMT where the model structure and the associated parameters are determined from training data. The problem is that uncertainty-based methods fail at dealing with sentences with words not covered by the model. To efficiently reduce classification error in SMT, we should explicitly address unreliably trained model parameters. We do that by measuring the coverage augmentation $\Delta_{cov}(x, T)$ due to the incorporation of sentence $x$ to the current training set $T$:

$$\Delta_{cov}(x, T) = \sum_{n=1}^{4} \sum_{w \in (W_n(x) - W_n(T))} \sum_{b=1}^{[B]} \#w(x_b)$$

The coverage augmentation for each sentence $x$ is given by the count of $n$-grams in $x$ missing in the training set $T$ that appear in the rest of sentences in the block. I.e., we measure how many missing $n$-grams in $B$ would be covered if $x$ is added to the training set. Again, we consider $n = 4$ as the maximum $n$-gram length.

This coverage augmentation score is biased towards longer sentences since longer sentences can contain a larger amount of unseen $n$-grams. This is one of the reasons for its successful application in conventional AL scenarios (Haffari et al., 2009) and bilingual sentence selection tasks (Gascó et al., 2012). However, longer sentences also imply a higher cognitive effort from the user (Koponen, 2012) which may penalize performance. We address this dilemma by normalizing the coverage augmentation score by an estimation of the user-effort $E(x)$ required to supervise the translation. Since out-of-coverage words cannot be adequately translated and their translations will be corrected by the user, we assume user effort to be proportional to the number of out-coverage-words in the source sentence:

$$E(x) \propto \sum_{w \in (W_1(x) - W_1(T))} \#w(x)$$

Finally, the coverage augmentation score measures the potential SMT model improvement per unit of user effort $\Phi_{CA}(x)$:

$$\Phi_{CA}(x) = \frac{\Delta_{cov}(x, T)}{E(x)}$$

To avoid selecting several sentences with the same missing $n$-grams, we update the set of $n$-grams seen in training each time a new sentence is selected. First, sentences in $B$ are scored using Equation (3.8). Then, the highest-scoring sentence is selected and removed from $B$. The set of training $n$-grams is updated with the $n$-grams present in the selected sentence and, hence, the scores of the rest of the sentences in the block are also updated. This process is repeated until we select the desired ratio $\rho$ of sentences from $B$.

$^5$We ignore the effort proportionality constant since it is equal for all sentences.
3.4. Online Training for SMT

After the translation supervision process, we have a new sentence pair \((x, y)\) at our disposal. We now briefly describe the incremental SMT model used in the experimentation, and the online learning techniques implemented to update the model with new sentence pairs in constant time.

We implement the online learning techniques proposed in (Ortiz-Martínez et al., 2010). In that work, a state-of-the-art log-linear SMT model (Och and Ney, 2002) was presented. This model is composed of a set of incremental feature functions governing different aspects of the translation process, see Equation (2.2), including a language model, a model of source sentences length, direct \(P(y|x)\) and inverse \(P(x|y)\) phrase-based\(^6\) translation models (Koehn et al., 2003), models of the length of the source and target language phrases, and a reordering model.

Together with this log-linear SMT model, Ortiz-Martínez et al. (2010) present online learning techniques that, given a training pair, update the incremental features. In contrast to conventional batch learning techniques, the computational complexity of adding a new training pair is constant, i.e., it does not depend on the number of training samples. To do that, a set of sufficient statistics is maintained for each feature function. If the estimation of the feature function does not require the use of the EM algorithm (Dempster et al., 1977) then it is generally easy to incrementally update the feature given the new training sample. For example, to update a language model with the new translation we simply have to update the current count of each \(n\)-gram in \(y\). By contrast, if the EM algorithm is required (e.g. to estimate phrase-based SMT models) the estimation procedure has to be modified because EM is designed to be used in batch learning scenarios. For such feature functions, the incremental version of the EM algorithm (Neal and Hinton, 1999) is applied. For example, phrase-based models are estimated from an hidden Markov (HMM) model (Vogel et al., 1996). Since the HMM model is determined by a hidden alignment variable, the incremental version of the EM algorithm is required to update the model with the new training sample \((x, y)\). A detailed description of the update algorithm for each feature function was presented in (Ortiz-Martínez et al., 2010).

4. Experiments

We carried out experiments to assess the performance of the proposed cost-sensitive AL framework for CAT. The idea is to simulate a real-world scenario where a translation agency is hired to translate a huge amount of text. The experimentation was divided into two parts. First, Section 4.3 describes a typical AL experimentation, such as the one in (Haffari et al., 2009), where we studied the learning curves of the SMT model as a function of the number of training sentence pairs. Then, Section 4.4 focuses on the productivity of the whole CAT system. There, we measured, for each ranking function, the quality of the

---

\(^6\)In contrast with word-based translation models where the fundamental translation unit is the word, phrase-based models translate whole sequences of words. These sequences are called phrases although typically they are not linguistically motivated.
Table 1: Main figures of the Spanish–English corpora used, k and M stand for thousands and millions of elements respectively.

<table>
<thead>
<tr>
<th>corpus</th>
<th>use</th>
<th>sentences</th>
<th>tokens (Spa/Eng)</th>
<th>vocabulary (Spa/Eng)</th>
<th>out-of-coverage tokens (Spa/Eng)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europarl</td>
<td>training</td>
<td>731k</td>
<td>15.7M/15.2M</td>
<td>103k/64k</td>
<td>–/-</td>
</tr>
<tr>
<td></td>
<td>development</td>
<td>2k</td>
<td>60k/58k</td>
<td>7k/6k</td>
<td>208/127</td>
</tr>
<tr>
<td>News Commentary</td>
<td>test</td>
<td>51k</td>
<td>1.5M/1.2M</td>
<td>48k/35k</td>
<td>13k/11k</td>
</tr>
</tbody>
</table>

The reasons to choose the News Commentary corpus as test corpus are threefold: its size is large enough to test the proposed techniques in the long term, its sentences come from a different domain (news) than the sentences in the Europarl corpus (proceedings of the European parliament), and it contains sentences of different topics which allows us to test the robustness of our system against topic-changing data streams. Therefore, by translating the News Commentary corpus we simulate a realistic scenario where translation agencies must be ready to fulfill eclectic real-world translation requirements.

Since an evaluation involving human users is too expensive, we use the reference translations of the News Commentary corpus to simulate the target translations which a human user would want to obtain. At each interaction (see Figure 2), the prefix validated by the user is computed as the longest common prefix between the translation suggested by the system (y_s) and the reference translation (ŷ), and the user correction (k)
is given by the first mismatched character between $y_s$ and $\hat{y}$. The interaction continued until the longest common prefix is equal to the reference translation.

4.2. Evaluation Measures

The goal of the proposed cost-sensitive AL framework is to obtain high translation quality with as few user effort as possible. Therefore, the evaluation is twofold: quality of the generated translations and amount of supervision effort required to generate them. Additionally, we describe how we compute the statistical significance of the results.

4.2.1. Measuring Translation Quality

We evaluate translation quality using the well-established BLEU (Papineni et al., 2002) score. BLEU computes the geometric mean of the precision of $n$-grams of various lengths between a candidate translation and a reference translation. This geometric average is multiplied by a factor, namely the brevity penalty, that penalizes candidates shorter than the reference. Following the standard implementation, we consider $n = 4$ as the maximum $n$-gram length. BLEU is a percentage that measures to which extent the candidate translation contains the same information as the reference translation. Thus, a BLEU value of 100% denotes a perfect match between the candidate translation and the reference translation.

4.2.2. Measuring Supervision Effort

We estimate the user effort as the number of user actions required to supervise a translation which depend on the supervision method\(^7\). In the interaction protocol described in Section 3.2, the user can perform two different actions to interact with the system. The first action corresponds to the user looking for the next error and moving the pointer to the corresponding position of the translation hypothesis. The second action corresponds to the user replacing the first erroneous character with a keystroke.

Bearing this in mind, we compute the keystroke and mouse-action ratio (KSMR) (Barrachina et al., 2009) which has been extensively used to report user effort results in the IMT literature. KSMR is calculated as the number of keystrokes plus the number of movements (mouse actions) divided by the total number of characters of the reference translation. From a user point of view the two types of actions are different, and may require different types of effort (Macklovitch, 2006). A weighted measure could take this into account; however, in these experiments, we assume each action has unit cost.

4.2.3. Statistical Significance

We apply statistical significance testing to establish that an observed performance difference between two methods is in fact significant, and has not just arisen by chance. We state a null hypothesis: “Methods

\(^7\)For example, if instead of using the IMT supervision protocol we ask the user to post-edit the translations, user actions are edit operations, and the natural effort measure is the word error rate, also known as Levenshtein distance.
A and B do not differ with respect to the evaluation measure of interest" and determine the probability, namely the p-value, that an observed difference has arisen by chance given the null hypothesis. If the p-value is lower than a certain significance level (usually $p < 0.01$, or $p < 0.05$) we can reject the null hypothesis. To do that, we use randomization tests because they free us from worrying about parametric assumptions and they are no less powerful than ordinary t-tests (Noreen, 1989). Specifically, we use a randomization version of the paired t-test based on (Chinchor, 1992):

1. Collect the absolute difference in evaluation measure $Q(\cdot)$ for methods A and B

$$|Q(A) - Q(B)|$$

2. Shuffle $N$ times ($N = 999$ in our experiments)

3. Count the number of times ($N^z$) that

$$|Q(A') - Q(B')| \geq |Q(A) - Q(B)|$$

4. The estimate of the p-value is $\frac{N^z + 1}{N+1}$

(1 is added to achieve an unbiased estimate)

Initially, we use an evaluation measure $Q(\cdot)$ (e.g. BLEU) to determine the absolute difference between the original outcomes of methods A and B. Then, we repeatedly create shuffled versions $A'$ and $B'$ of the original outcomes, determine the absolute difference between their evaluation metrics, and count the number of times $N^z$ that this difference is equal or larger than the original difference. To create the shuffled versions of the data sets, we iterate over each data point in the original outcomes and decide based on a simulated coin-flip whether data points should be exchanged between A and B. The p-value is the proportion of iterations in which the absolute difference in evaluation metric was indeed larger for the shuffled version (corrected to achieve an unbiased estimate).

4.3. Active Learning Results

We first studied the learning rates of the different ranking functions in a typical AL experimentation. Here, the performance of the SMT model is studied as a function of the percentage $\rho$ of the corpus used to update it. SMT model performance was measured as the translation quality (BLEU) of the initial automatic translations generated during the interactive supervision process (line 6 in Algorithm 1).

Figure 3 displays the learning rates observed for each ranking function in Section 3.3: random (R), uncertainty (U), information density (ID) and coverage augmentation (CA). Additionally, we report the significance level of the observed difference for some pairwise comparisons. Similarly as done in (Becker, 2008), we present p-values on a logarithmic scale. Note that $p = 0.001$ is the smallest possible p-value that can be computed with 999 shuffles in the randomized test; lower p-values will be displayed as a flat line.

Results in Figure 3 show that coverage augmentation ranking consistently outperformed the random ranking baseline. Additionally, the observed difference was statistically significant as shown in the second
Figure 3: SMT model performance (BLEU) as a function of the percentage $\rho$ of the corpus used to update it (first panel). We display results for random ranking (R), uncertainty ranking (U), information density ranking (ID), and coverage augmentation ranking (CA). Panels two to four display, on a logarithmic scale, the significance levels (p-values) of the performance differences observed for various pairwise comparisons.

panel of the figure. This result shows that coverage augmentation is the ranking function that more effectively detected those sentences that improve most the performance of the SMT model.

Both uncertainty ranking and information density ranking were outperformed by random ranking when supervising up to 50% of the corpus; after that, results for the three ranking functions were very similar and almost no statistical difference was observed (third panel). Additionally, uncertainty ranking and information density ranking obtained virtually the same results; however the slightly better results of uncertainty ranking were statistically significant (fourth panel). I.e., the addition of the “representativeness” in information density deteriorated the performance of uncertainty ranking. This counter-intuitive result can be explained by the intrinsic sparse nature of natural language, and particularly by the eclectic topics, e.g. economic, science, or politics, of the sentences in the test corpus.

In the previous experiment, we assumed that all translations were equally costly to supervise. However, different sentences involve different translation costs. Therefore, we then focused on measuring user supervision effort. We studied the user effort required to supervise translations as a function of the percentage of sentences $\rho$ supervised. Figure 4 shows the KSMR scores obtained by each ranking function, and the
4.4. Productivity Results

Results in the previous section show that those ranking functions that obtained better learning rates are also those that required more supervision effort, and vice versa. However, from a point of view of

significance level of some pairwise ranking function comparisons.

Results show that sentences selected by coverage augmentation required a statistically significant larger amount of effort than the ones selected by random; except when supervising almost all sentences $\rho > 96\%$ where coverage augmentation required a lower amount of effort (second panel in Figure 4). This indicates that even when all sentences are supervised $\rho = 100\%$ the order in which they are supervised (depending on the ranking function) affects the efficiency of the supervision process.

Regarding uncertainty and information density, both ranking functions required a statistically lower amount of effort than random (third panel), and similarly to the results in Figure 3, differences between uncertainty and information density were scarce but statistically significant (fourth panel). In this case, sentences selected by information density required a statistically lower amount of effort to be supervised.
a translation agency that has to invest its limited resources, the key point is how to obtain the better productivity. I.e., given a required translation quality, how to reduce supervision effort; or symmetrically, given an effort level, how to maximize translation quality.

To answer these questions, we studied the relation between user effort and final translation quality. In contrast with the experimentation in Figure 3 where we study the learning rates of the SMT model by measuring the quality of its automatic translations, we now are interested in the performance of the complete cost-sensitive AL system. We did that by measuring the translation quality of the translations generated by Algorithm 1 (lines 15 and 17) as a function of the required supervision effort. Note that this final translations are a mixture of automatic and user-supervised translations. The ratio between them is fixed by $\rho$ which permits to adjust system’s behavior between a fully automatic SMT system if none translation is supervised ($\rho = 0\%$), or a conventional IMT system where all translations are supervised ($\rho = 100\%$).

Since uncertainty and information density obtain so similar performance in the previous experiments, Figure 5 compares the performance of only random (R), information density (ID), and coverage augmentation (CA) ranking functions. Additionally, we present results of the proposed cost-sensitive AL framework using a static SMT model. The objective was to test the influence of SMT model updating on translation productivity.
Results show a huge leap in productivity when the SMT model was updated with user feedback. This continuous model updating allowed to obtain twice the translation quality with the same level of supervision effort. Regarding the different ranking functions, both information density and coverage augmentation performed similarly yielding slight improvements in productivity with respect to random, particularly for high levels of effort. For example, if a translation quality of 60% BLEU is acceptable, then the human translator would need to modify only a 20% of the characters of the automatically generated translations.

5. Conclusions and Future Work

We have presented a cost-sensitive AL framework for CAT designed to boost translation productivity. The two cornerstones of our approach are the selective supervision protocol and the continual SMT model updating with user-supervised translations. Regarding selective supervision, we propose to focus user effort on a subset of sentences that are considered “worth of being supervised” according to a ranking function. The percentage of sentences to be supervised is defined by a tunable parameter which allows to adapt the system to meet task requirements in terms of translation quality, or resources availability. Whenever a new user-supervised translation pair is available, we use it to update a log-linear model. Different online learning techniques are implemented to incrementally update the model.

We evaluated the proposed cost-sensitive AL framework in a simulated translation of real data. Results showed that the use of user-supervised translations reduced to one half the effort required to translate the data. Additionally, the use of an adequate ranking function further improved translation productivity.

The experimental simulation carried out is effective for evaluation, but, to assess the obtained results, we plan to conduct a complete study involving real human users. Productivity could be measured by the actual time it takes a user to translate a test document. This evaluation additionally requires addressing issues of user interface design and user variability, but it is ultimately the most direct evaluation procedure.

An additional direction for further research is to study why random ranking performs so well. We have provided some insights of which are the reasons for this, but we hope that a further study will reveal new hints that may guide us towards the definition of sampling strategies that outperform random sampling. Moreover, the study of productivity-focused ranking functions is a wide research field that should also be explored.
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