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Abstract

The characterization of the mechanical behavior of soft living tissues is a big challenge in Biomechanics. The difficulty arises from both the access to the tissues and the needed manipulation in order to know their physical properties. Currently, the biomechanical characterization of organs is mainly performed by testing ex-vivo tissue samples or by means of indentation tests. In the first case, the obtained behavior does not represent the real response of the organ. In the second case, it is only a representation of the mechanical response of the indented areas. The purpose of the research reported in this thesis is the development of a methodology for the in-vivo characterization of the biomechanical behavior of two different organs: the breast and the cornea. The proposed methodology allows the in-vivo characterization of their biomechanical behavior using medical images.

The research reported in this thesis describes a new approach for the in-vivo characterization of the biomechanical behavior of the breast and the cornea based on the estimation of the elastic constants of their constitutive models. This estimation is performed using an iterative search algorithm which optimizes these parameters. The search is based on the iterative variation of the elastic constants of the model in order to increase the similarity between a simulated deformation of the organ and the real one. The similarity is measured by means of a volumetric similarity function which combines overlap-based coefficients and distance-based coefficients.

In the case of the breast, the methodology is based on the simulation of the compression of the breast during an MRI-guided biopsy. The validation was performed using breast software phantoms. Nevertheless, this methodology can be easily transferred into its use with real breasts. In the case of the cornea, the methodology is based on the simulation of the deformation of the human corneas due to non-contact tonometry.
Resumen

La caracterización del comportamiento biomecánico del tejido vivo representa un gran reto en biomecánica. La dificultad radica tanto en el complicado acceso a los tejidos como en su manipulación a la hora de conocer sus propiedades físicas. Actualmente, la caracterización biomecánica de los órganos se realiza utilizando muestras de tejido ex-vivo que son sometidas a experimentos de tracción y compresión o mediante tests de indentación. En el primer caso, la respuesta obtenida no representa necesariamente el comportamiento real del órgano. En el segundo caso, sólo es una representación de la respuesta mecánica de la zona estudiada.

La investigación presentada en esta tesis tiene como propósito el desarrollo de una metodología para la caracterización in-vivo del comportamiento biomecánico de dos órganos diferentes: la mama y la córnea. La metodología propuesta permite la caracterización in-vivo de su comportamiento biomecánico específico del paciente utilizando imágenes médicas.

La investigación presentada en esta tesis describe una nueva aproximación para la caracterización in-vivo del comportamiento biomecánico de la mama y de la córnea basada en la estimación de las constantes elásticas de sus modelos constitutivos. La estimación se realiza mediante un algoritmo que optimiza estos parámetros. La búsqueda está basada en la variación iterativa de las constantes elásticas del modelo con el fin de incrementar la similitud entre la deformación del órgano simulada y su deformación real. La semejanza se mide mediante una función de similitud volumétrica la cual combina medidas de solape y distancia.

En el caso de la mama, la metodología está basada en la simulación de la compresión de la mama durante una biopsia guiada por resonancia magnética. La validación se realizó utilizando phantoms software de mama. Esta metodología se puede trasladar fácilmente a mamas reales. En el caso de la córnea, la metodología se basa en la simulación de la deformación de la córnea humana durante el proceso de tonometría sin contacto.
Resum

La caracterització del comportament biomecànic del teixit viu representa un gran repte en biomecànica. La dificultat ve tant del complicat accés als teixits com de la necessitat de manipulació per tal de conèixer les seues propietats físiques. Actualment, la caracterització biomecànica dels òrgans és realitzada utilitzant mostres de teixit *ex-vivo* o mitjançant proves de tracció i compressió. En el primer cas, la resposta obtinguda no representa necessàriament el comportament real de l’òrgan. En el segon cas, només és una representació de la resposta mecànica de la zona estudiada. La investigació presentada en aquesta tesi té com a propòsit el desenvolupament d’una metodologia per a la caracterització *in-vivo* del comportament biomecànic de dos òrgans diferents: la mama i la còrnia. La metodologia proposta permet la caracterització *in-vivo* del seu comportament biomecànic específic per a cada pacient utilitzant imatges mèdiques.

La investigació presentada en aquesta tesi descriu una nova aproximació per a la caracterització *in-vivo* del comportament biomecànic de la mama i de la còrnia basada en l’estimació de les constants elàstiques dels seus models constitutius. L’estimació es realitza mitjançant un algorisme de cerca iterativa que optimitza aquests paràmetres. Hi està basada en la variació iterativa de les constants elàstiques del model per tal d’incrementar la semblança entre una deformació simulada de l’òrgan i el seu comportament real. La semblança és mesura mitjançant una funció de similitud volumètrica la qual combina coeficients de solapament i de distància.

En el cas de la mama, la metodologia està basada en la simulació de la compressió de la mama durant una biòpsia guiada per ressonància magnètica. La validació es va realitzar utilitzant phantoms virtuals de mama. Aquesta metodologia es pot traslladar fàcilment per usar-se amb mames reals. En el cas de la còrnia, la metodologia es basa en la simulació de la deformació de la còrnia humana durant el procés de tonometria sense contacte.
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Chapter 1

Introduction

The medical industry is moving towards the simulation of the real behavior of human organs. Being able to simulate the mechanical response of the human organs can be useful to determine their reactions in a future intervention. Surgical simulation systems provide surgeons with virtual environments that serve as a guide during an intervention, simulating critical what-ifs scenarios. They can also be used to train the skills of the novice surgeons. The big challenge of these systems is to guarantee a simulation as similar as possible to the real behavior of the organ.

Patient-specific biomechanical models are the current tendency in surgical simulation. Being able to provide the surgeon with an accurate and specifically designed model of the organ to be treated can be very helpful for many medical applications such as surgical planning, surgical guidance, image registration, and diagnosis. However, constructing patient-specific models of organs is not
an easy task. The internal and external organs of the body are subjected to many loads that affect their mechanical behavior. Therefore, in order to understand the response of tissue to a given interaction, it is necessary to determine its mechanical properties.

Living organs have the ability to undergo large deformations and, even so, recover the original configuration after a certain period of time. This behavior can be characterized as a biomechanical problem. The European Society of Biomechanics defines the Biomechanic Science as “the study of forces acting on and generated within a body and of the effects of these forces on the tissues, fluids or materials used for diagnosis, treatment or research purposes”. The inherent heterogeneous composition of the organs, as well as the complexity of their internal structures, confer this type of tissues a high malleability. This makes the modelization of its behavior in a virtual environment very hard. Besides, the high variability among individuals and the difficulty of measuring the mechanical response represents the main challenge.

A trustful biomechanical constitutive model of an organ needs to mimic not only its size and shape but also its mechanical behavior, tissue distribution and interactions with the neighboring tissues. Ideally, all this data must be inferred without any intervention, from medical images like Computerized Tomography (CT) or 3D Magnetic Resonance Images (MRI), thus increasing the difficulty of achieving a realistic physical model for the organs of each patient. Previous works have characterized the mechanical behavior of organs by means of ex-vivo experiments. However, these results are not realistic enough since the samples become stiffer due to the fluid loss when they are extracted. There are
also studies that measured the mechanical response of the organs \textit{in-vivo}, with the disadvantage of characterizing it only in some specific points besides needing invasive interventions. Therefore, there is a real need of developing new methodologies that allow the \textit{in-vivo} characterization of the whole organ behavior which make use of medical images, thus avoiding invasive interventions such as open surgery.

This thesis presents a new approach for the \textit{in-vivo} characterization of the biomechanical behavior of two different organs: the breast and the cornea. In particular, a methodology based on the estimation of the elastic constants of the constitutive biomechanical models is proposed for each organ. This estimation is carried out as a parameter optimization problem in which the input parameters are iterated over the given fit function to be minimized. The considered function measures the volumetric similarity, including the internal tissue distribution of all the tissues, between a deformation of the organ simulated by a biomechanical model, and the real response of the organ. Genetic heuristics were applied in order to guide the search algorithm since this type of heuristics are suitable to optimize complex functions that may present many local minima.

\subsection{Objectives}

The main objective of the work presented in this thesis was to develop a methodology for the \textit{in-vivo} characterization of the biomechanical behavior of the breast and the cornea. Specifically, the methodology was aimed to estimate \textit{in-vivo} the patient-specific
elastic constants of the proposed constitutive models for these organs.

Additionally, from this main objective, several secondary objectives arose.

First of all, in order to quantify the error committed by a biomechanical model in the simulation of the biomechanical behavior of a whole organ, several coefficients for medical image analysis were analyzed. This study involved both overlap-based and distance-based coefficients. The aim was to select the set of coefficients which best quantified this error in order to be used as a fit function in the parameter estimation.

The methodology had to be able to estimate the patient-specific elastic constants of the biomechanical models of the breast and the cornea. To carry out this estimation, an iterative algorithm that searches for the minimum of the proposed fit function by changing the input parameters is needed. This parameter optimization must avoid being trapped in local minima or discontinuities. Therefore, a genetic heuristic approach was selected in order to drive the iterative search algorithm and to find the optimum parameters.

The estimation of the elastic constants of the constitutive biomechanical models chosen for the breast and the cornea was carried out by an iterative search algorithm. The automatic nature of this algorithm requires a realistic simulation as well as the guarantee of the convergence of the finite element method used to simulate the deformations that the organs undergo. Therefore, a study of the impact of the mesh quality in these simulations was performed.
Due to the high complexity of its internal tissue distribution, the study was carried out for the case of the breast.

In order to characterize *in-vivo* the biomechanical behavior of the breast tissues, an experiment involving a controlled deformation of the breast had to be chosen. This was the mammographic compression that the breast undergoes during an MRI-guided biopsy. The mammographic compression was modeled as a contact problem. The breast tissues were segmented, meshed and placed between two rigid plates on which a controlled force was applied to compress the finite element mesh. The simulated deformation of the breast was then compared to the real one in order to estimate the elastic constants of the selected model.

In the case of the cornea, another experiment that provided a controlled deformation of the cornea had to be simulated. The images taken from a camera during the non-contact tonometry performed by the Corvis® ST device were used as the target deformation. A comparison of the real and simulated deformation was performed in order to estimate *in-vivo* the elastic constants of the proposed model. Analogously to the breast case, a finite element mesh was constructed and the air jet from the tonometer was applied as a pressure on the cornea surface to get the simulated deformation that was compared to the real one.

### 1.2 Main contributions

- Two coefficients for medical image analysis that measure the similarity between volumes were selected to compare the organ simulated deformation to the real one: the Jac-
card coefficient, which measures the overlap between two volumes; and the Modified Hausdorff Distance, which is related to the distance between the surfaces of two volumes. These coefficients proved to be suitable to evaluate the error committed by the biomechanical simulation of a physical deformation.

- The mesh quality study carried out on the breast model showed that a mesh created by regular elements provided as good results as a mesh with elements adapted to the internal tissue distribution of the breast. Moreover, the elements of the regular mesh had better quality, easier convergence and faster solver times.

- The biomechanical behavior of the breast was characterized using software breast phantoms with an error under 10%. This was performed by the estimation of the elastic constants of the constitutive equations that govern the behavior of its three main tissues. The proposed methodology can be easily applied to real cases.

- Finally, the methodology was also applied to characterize the biomechanical behavior of the \textit{in-vivo} tissue of the cornea. Taking advantage of the tonometry procedure, the patient-specific elastic constants of a hyperelastic second-order Ogden model were estimated for 24 real corneas of 12 patients with an error under 5%.
1.3 Outline

This dissertation is organized in 6 chapters, starting with the introductory Chapter 1, which includes the objectives and main contributions of this thesis.

In Chapter 2, the background and context where the thesis is framed is detailed, including a literature review on characterization of the breast, and the corneal tissues.

Chapter 3 establishes the base of the methodology for the in-vivo characterization of the biomechanical behavior of the two organs, including the biomechanical modeling, the description of the genetic heuristics, and the presentation of the similarity coefficients.

Chapter 4 describes the application of the methodology to the breast tissues and its validation using software phantoms. In this chapter, the breast anatomy is detailed along with both the selected constitutive model, and the software phantoms. This chapter also includes the study of the mesh quality.

In Chapter 5, the application of the methodology to real corneas is described. The cornea anatomy and the biomechanical modeling of the tonometry procedure are detailed, as well as the process developed to estimate the elastic constants of the constitutive model that describes the cornea behavior.

Finally, Chapter 6 presents the final conclusions of this dissertation, the future work, and the resulting publications.
Chapter 2

Context and background

This chapter reviews previous works on the biomechanical characterization of soft tissue. Specifically, the literature about the characterization of the breast and the cornea is detailed in order to establish the framework of this thesis.

2.1 Introduction to tissue characterization

In 1972, Fung proposed what is considered the first theory that describes the phenomenological temporal mechanics of the soft tissue. This theory, called the quasi-linear viscoelastic theory, separates the mechanical behavior of the tissue in two components: the nonlinear time-independent hyperelastic component and the linear time-dependent component. This model reduces the formulation of the mathematical model easing the simulation on a computer and, specifically, allowing methods like the Finite
Element Method (FEM), to simplify its resolution.

First steps in biomechanical characterization of human tissue can be found in early 70’s. The first experiments performed uniaxial tensile tests to obtain the mechanical response of soft tissues [Clark, 1973; Ghista and Rao, 1973; Lanir and Fung, 1974]. In a tensile test, the sample is gripped by the so-called clamps and a force is applied in order to measure the force feedback caused by the tension. The measured force can be used to infer tissue properties like elasticity or compressibility. However, uniaxial tensile tests are not accurate enough to completely estimate the anisotropic behavior of the soft tissue [Fung, 1974; Chew et al., 1986; May-Newman and Yin, 1995; Billiar and Sacks, 2000; Zhao et al., 2011].

Moving on to more complex tissues, those which have an anisotropic behavior need different experiments like biaxial tensile tests. In this type of tests, the sample is subjected to two forces in different directions, thus obtaining two reactions that allows the characterization of the tissue anisotropy. However, as with uniaxial tests, the characterization is limited to the considered portion of tissue [Nielsen et al., 2002]. Furthermore, the inhomogeneity of biological tissue causes this type of tests to characterize the average behavior of the collected sample, or the region subjected to the stress.

Nowadays, there is an increasing interest in characterizing the biomechanical behavior of the living tissues since, due to the water loss, the ex-vivo samples becomes stiffer and their mechanical properties vary significantly. It is also important to highlight the
difficulty of extracting samples of some specific tissues from the body as well as the severe impact that the extraction of the tissues could have on a patient. Additionally, the variability among samples (for different patients and for the same patient in different times), and the inherent conditions of the measuring techniques entail the necessity of creating more specific models for each patient [Gee et al., 2010; Miller and Lu, 2013]. In this direction, works like [Carter et al., 2001; Samur et al., 2005; Nava et al., 2008] performed in-vivo indentation tests on animal organs thus measuring their specific mechanical properties.

In an indentation test, a force is applied on a small region of the tissue and the material properties are determined by measuring the force feedback [Gow and Vaishnav, 1975; Hori and Mockros, 1976; Zheng and Mak, 1996; Han et al., 2003; Samani and Plewes, 2004]. As well as with tensile tests, the viscoelasticity, time-dependent response of the tissue, can be determined by these tests [Humphrey et al., 1991; Samani and Plewes, 2004; O’Hagan and Samani, 2009; Martínez-Martínez et al., 2013a]. The anisotropy of the tissue can also be obtained by means of using an asymmetric indentation device [Jeffrey, 2004] as well as the characterization of fiber-reinforced materials [Cox et al., 2008]. However, the problem with all these tests is that they only characterize the biomechanical properties of the small area where the device is applied, with the result of being only valid for that region and not necessarily representing the behavior of the whole organ.
2.2 Characterization of the breast tissues

The simulation of the mechanical behavior of the breast is becoming a very relevant field in the last years owing to its main role in an important number of biomedical applications related to surgical simulations [Tanner et al., 2006a; del Palomar et al., 2008; Hsu et al., 2011; Solves Llorens et al., 2012], surgical guidance [Carter et al., 2008; Han et al., 2011] or cancer diagnosis [Ruiter et al., 2006; Pathmanathan et al., 2008; Rajagopal et al., 2010]. These applications involve large deformations of the internal tissues of the breast such as mammographic compression or gravity loading deformation, which are usually modeled using the Finite Element Method (FEM).

One of the main challenges when modeling the biomechanical behavior of organs like the breast is to create patient-specific models that improve the realism and accuracy in a reasonable computational time. However, the estimation of the biomechanical properties of the living tissues is not straightforward. The measurement of these properties is usually a complex task since the behavior of the tissues is highly variable among individuals. In the case of the breast, there are mainly four tissues whose behavior must be modeled, namely: skin, fat, glandular tissue and the Cooper’s ligaments. Each of them has its own biomechanical properties that must be estimated for each patient in order to build an accurate model of the whole breast. In the case of the Cooper’s ligaments, since they are not visible in any image scanner modality, its influence on the breast is usually considered implicitly in the fat tissue.
The behavior of the breast tissue has already been measured with *ex-vivo* experiments by indentation or aspiration tests [Gefen and Dilmoney, 2007; O’Hagan and Samani, 2009]. Unfortunately, the behavior of the samples outside the body is more rigid and it does not correspond to the mechanical properties of the living organ.

Elastography is a common method for the *in-vivo* estimation of the elasticity of the breast [Ophir et al., 1991; Krouskop et al., 1998; Greenleaf et al., 2003; Mariappan et al., 2010; Barr, 2012]. This technique measures the dynamic stiffness of a tissue by cyclically applying a load. Despite classic elastography is only useful to estimate the behavior of the tissues when they are considered isotropic and linear elastic, its application to measure the viscoelasticity and the hyperelasticity of the different breast tissues has been reported [Sinkus et al., 2005; Mehrabian et al., 2010]. However, this methodology is not suitable to build a constitutive model able to describe the biomechanical behavior.

In contrast, computational methods based on parameter optimization are being applied to characterize the biomechanical behavior of the tissues *in-vivo*. Specifically, evolutionary computation has been used in this field to identify the elastic constants of a hyperelastic model proposed to characterize the biomechanical behavior of the heart [Pandit et al., 2005; Nair et al., 2007] and also of the arterial wall [Harb et al., 2011]. In [Martínez-Martínez et al., 2013b], our group presented a study based on evolutionary algorithms for the *in-vivo* characterization of the biomechanical behavior of the liver. The conclusion was that genetic algorithms performed better than other algorithms to estimate the elastic con-
stants of any arbitrary biomechanical model proposed to simulate the liver behavior. The main advantage of this approach is the use of medical images which avoids the invasive measure of the mechanical response of the organ.

In the case of the breast, the work presented by Han et al., 2012 characterized the *in-vivo* biomechanical behavior of the internal tissues of the breast by means of an optimization algorithm over medical images of the breast subjected to a controlled compression. The elastic constants of the proposed model were provided by measuring the similarity to a simulation of that compression by changing the model iteratively. This is the first work that used evolutionary computation as a heuristic in an iterative search of the elastic constants that characterize the biomechanical behavior of the breast tissues. The authors used the Normalized Mutual Information (NMI) as a cost function to measure the similarity during the iterative search [Studholme et al., 1999]. However, despite this novel approach, using this image-based comparison may result in inaccurate results since NMI does not consider the spatial distribution of the tissues but only the gray value entropy of both 3D images. In order to evaluate the accuracy of the given model, the cost function must consider the whole volume including the internal tissue distribution.

The methodology presented in this thesis is able to characterize the biomechanical behavior of the breast by means of medical images under a controlled compression. Unlike previous works, the error committed was measured by similarity coefficients considering all the internal tissue distribution of the breast.
2.3 Characterization of the corneal tissue

The case of the cornea is especially complex since not only does it show a great variability between individuals but also a strong sensitivity to age or temperature, thus conditioning its mechanical properties and, therefore, its characterization [Elsheikh et al., 2007]. Being able to estimate in-vivo the mechanical response of the cornea can allow the detection of some pathologies whose symptoms can change its stiffness [Hjortdal, 1995]. Moreover, the estimation of the mechanical behavior of the cornea is the core of the analysis of the real response during surgical interventions [Deenadayalu et al., 2006; Lanchares et al., 2008; Gefen et al., 2009; Pandolfi et al., 2009; delBuey et al., 2010].

In [Alastrué et al., 2006], the authors stated that a biomechanical study before refractive corneal surgery is very helpful in quantitatively assessing the effect of each parameter on the optical outcome. In their work, a mechanical model of the human cornea was proposed and implemented under a finite element context to simulate the effects of some common surgical procedures such as photorefractive keratectomy (PRK) and limbal relaxing incisions (LRI). The model considered a nonlinear anisotropic hyperelastic behavior of the cornea. The authors evaluated the effect of the incision variables on the change of curvature of the cornea to correct myopia and astigmatism. They concluded that the model reasonably approximated the corneal response to an increasing pressure. They also showed that tonometry underestimates the value of the intraocular pressure (IOP) after PRK or LASIK surgery.

First works in biomechanical characterization of the corneal
tissue were performed with \textit{ex-vivo} tensile tests [Wollensak et al., 2003; Ahearne et al., 2007; Boyce et al., 2007]. However, the variability between individuals as well as the inherent conditions of the different techniques result in a wide range of elastic parameters [Zeng et al., 2001; Elsheikh et al., 2007]. In order to get an accurate biomechanical model of the cornea, its mechanical behavior must be characterized \textit{in-vivo} and must be patient-specific.

The ORA device (Ocular Response Analyzer) is one of the most commonly known devices for obtaining the IOP along with the corneal hysteresis and the corneal resistance factor, which are a representation of the viscoelasticity of the cornea. The ORA results have been applied to obtain the relationship among the hysteresis, IOP, glaucoma, keratoconus, or aging [Luce, 2005; Kotecha et al., 2006; Shah et al., 2007]. However, hysteresis does not characterize completely the biomechanical behavior of the cornea. In [Glass et al., 2008], the ORA device was used to estimate a viscoelastic biomechanical model of the cornea. By attaching a camera to the device, the authors validated the proposed model using a contact lens as a cornea model. However, as the authors stated, the proposed methodology was able to determine changes or variability in the elasticity of the cornea but could not estimate the biomechanical behavior of the cornea.

In 2011, OCULUS Corvis\textsuperscript{®} ST (OCULUS Optikgeräte GmbH, Müncholzhäuser Str. 29 D-35582 Wetzlar, Germany) was presented (Figure 2.1). This tonometer and pachymeter incorporates a high-speed camera which is able to record the movement of the cornea when applying a controlled force by an air jet. This device is able to measure the IOP and the corneal thickness. Addition-
2.3. CHARACTERIZATION OF THE CORNEAL TISSUE

ally, it provides the images of the 1st and 2nd applanation of the cornea as well as a complete ultra-high-speed video of the corneal deformation.

The Corvis® ST applies an air jet at the center of the eye to measure the IOP while a light illuminates the eye and a high-speed camera records the cornea deformation. The air jet is increased by time while the shape of the cornea changes from the initial status (convex) to a maximum deformation status (concave) and then back to the initial status. The light falls upon on a sectional plane of the cornea during the air jet. The cornea scatters the light so that the sectional plane reflection is captured by the camera at an angle of 45°. The video sequence records the deformation of the cornea during the application of the air jet as shown in Figure 2.2. The device measures the IOP by dividing the amount of air pressure into the area of applanated surface using the Imbert-Fick law as a Goldmann tonometer [Goldmann and Schmidt, 1957].
The Corvis® ST has been approved by the US Food and Drug Administration as a tonometer and pachymeter but not for biomechanical applications. However, the images and video provided by this device can be used to obtain the patient-specific biomechanical response of the human cornea \textit{in-vivo}. Specifically, the work presented in this thesis uses, for the first time, the images of the deformed and undeformed cornea in order to find the elastic constants of the constitutive model that characterize the biomechanical behavior of the cornea of each patient.

\subsection{2.4 Conclusions}

The literature related to characterization of soft tissue was reviewed in this chapter, paying special attention to the breast and cornea. Works that characterized the \textit{ex-vivo} and \textit{in-vivo} tissue behavior by indentation tests were presented. These works present several inconveniences such as the need of an invasive intervention to reach the organ or the difficulty of measuring the behavior of the whole organ. Therefore, it is necessary to explore solutions based on medical images like the proposed in this thesis.
Chapter 3

Materials and methods

This chapter details the methods that forms the core of the research developed in this thesis. Basic concepts of Biomechanics and the chosen constitutive models are described. Also, the theory of genetic heuristics is detailed since it plays a major role in the methodology developed to estimate the elastic constants of the constitutive models. Finally, the similarity coefficients which compute the cost function to be minimized by the genetic algorithm are presented. These similarity coefficients allow the comparison between a real and a simulated deformation of the organ. For that reason, an analysis of their performance is also presented in this chapter.
3.1 Biomechanical modeling of soft tissue

As commented in Chapter 2, the mechanical behavior of biological tissue has been widely studied in the literature [Lanir, 1979; Fung, 1993; Provenzano et al., 2002; Kim and Srinivasan, 2005; Gefen and Dilmoney, 2007; Cox et al., 2007; Samani and Plewes, 2007; Shi et al., 2008; Rajagopal et al., 2008; Lanchares et al., 2008; Vigneron et al., 2010; Harb et al., 2011; Tanner et al., 2011; Hsu et al., 2011; Han et al., 2012; Solves Llorens et al., 2012; Martínez-Martínez et al., 2012; Zhang et al., 2013; Burkhart et al., 2013]. In order to generate a reliable and realistic model of the biomechanical behavior of soft tissue, the elastic constants of the constitutive models that govern such behavior need to be obtained. Each type of tissue of the human body has its own biomechanical properties, being also very variable among individuals and with high sensibility to agents like age and environment.

Mainly, the soft tissue behavior can be modeled by one of these models:

- Linear elastic model: the simplest model; it considers a linear relationship between stress and strain. Accurate enough for small deformations.

- Non-linear elastic model (hyperelastic): the relationship between stress and strain is non-linear. It can model large deformations.

- Viscoelastic model: this model considers both viscous and elastic behavior. Viscoelastic materials have a stress-strain relationship dependent on time.
Anisotropy is also considered in many models of the human tissues. In contrast with the isotropic behavior, anisotropic tissues present a different mechanical response depending on the orientation. Finally, human tissues are considered incompressible since they are mainly composed of water. For modeling the biomechanical response of the considered tissue, the most common numerical technique is the finite element method (FEM).

3.1.1 Finite Element Method

The Finite Element Method discretizes a continuous body into multiple subvolumes called elements. This method assumes that the behavior of the continuous body is approximated by the behavior of the entire set of elements. Thus, the solution given by the FEM is an approximation of the real solution whose realism will be directly proportional to the number of elements. The division of the continuum space in small and finite parts is a very common approach on numeric analysis. The set of nodes and elements that results of the discretization of the space is the finite element mesh. The relationship between elements position and their respective coordinates in the continuous space is represented by the so-called shape functions.

For each element \( e \), the displacement vector of any point of the continuous space \( \mathbf{u} \) can be approximated to a vector \( \tilde{\mathbf{u}} \) that can be calculated using the shape functions \( \mathbf{N} \), thus obtaining the nodal displacements of that element \( \mathbf{a}^e \).

\[
\mathbf{u} \approx \tilde{\mathbf{u}} = \mathbf{N}^e \cdot \mathbf{a}^e
\]
All displacements $a^e$ are calculated for the whole element set. Then, the strains can be obtained as Eq. 3.2 shows.

$$\epsilon = S \cdot \hat{u}$$  \hfill (3.2)

Where $S$ stands for the linear operator of the first derivatives that relates the strain with the displacements as the following equations show:

$$\epsilon = B^e \cdot a^e$$ \hfill (3.3)

$$B^e = N^e \cdot S$$ \hfill (3.4)

Applying the Principle of the Virtual Work and minimizing the total potential energy, Eq. 3.5 is derived.

$$K^e \cdot a^e = r^e - f^e$$ \hfill (3.5)

Where $K^e$ stands for the stiffness matrix of the element, $f^e$ stands for the internal force set and $r^e$ stands for the external force set of each element $e$.

The stiffness matrix can be obtained as shown in Eq. 3.6, where $D$ stands for the material stiffness matrix.

$$K^e = \int_V B^T D B dV$$ \hfill (3.6)
The solution is obtained solving the system of equations defined in Eq. 3.7.

\[ r_i = \left( \sum_{e=1}^{m} K_{i1}^e \right) \cdot a_1 + \left( \sum_{e=1}^{m} K_{i2}^e \right) \cdot a_2 + \cdots + \sum_{e=1}^{m} f_i^e \]  (3.7)

### 3.1.2 Hyperelasticity

Biological tissues are often considered as hyperelastic incompressible materials. These materials have a rubber-like behavior and they present a stress-strain relationship that is non-linear, isotropic and incompressible. In this research, it was assumed that the breast and the cornea present this type of behavior.

Given a solid subjected to a displacement field \( u_i(x_k) \), each element of the deformation gradient tensor is defined as follows:

\[ F_{ij} = \delta_{ij} + \frac{\partial u_i}{\partial x_j} \]  (3.8)

Where \( \delta_{ij} = 1 \) if \( i = j \), and \( \delta_{ij} = 0 \) if \( i \neq j \).

Having the strain energy density a function of the Left Cauchy-Green deformation tensor (Eq. 3.9) assures the isotropy of the constitutive equation.

\[ B = F \cdot F^T \]  (3.9)

From the three eigenvalues of \( B \): \( e_1 \), \( e_2 \) and \( e_3 \), the principal
stretch directions are defined as follows:

\[
\begin{align*}
\lambda_1 &= \sqrt{e_1} \\
\lambda_2 &= \sqrt{e_2} \\
\lambda_3 &= \sqrt{e_3}
\end{align*}
\]  

(3.10)

Considering \( B \) as the deformation measure, the stress-strain energy function \( W(F) \) can be written based on the invariants of \( B \) (Eq. 3.11).

\[
\begin{align*}
I_1 &= \text{trace}(B) = \lambda_1^2 + \lambda_2^2 + \lambda_3^2 \\
I_2 &= \frac{1}{2}(I_1^2 - B^2) = \lambda_1^2 \lambda_2^2 + \lambda_2^2 \lambda_3^2 + \lambda_3^2 \lambda_1^2 \\
I_3 &= \text{det}(B) = J^2 = \text{det}(F)^2 = \lambda_1^2 \lambda_2^2 \lambda_3^2 \\
J &= \text{det}(F)
\end{align*}
\]  

(3.11)

\[
W(F) = \psi(I_1, I_2, I_3, J)
\]  

(3.12)

In this work, three different hyperelastic models were used: a neo-Hookean model, a Mooney-Rivlin model of second order, and an Ogden model.

**Neo-Hookean model**

The stress-strain function for the neo-Hookean model is defined by Eq. 3.13 [Treloar, 1948]. Where \( \psi \) stands for the strain
energy potential, $I_1$ stands for the first invariant, $J$ stands for the determinant of the deformation gradient tensor, $\mu$ stands for the initial shear modulus of the material, and $d$ stands for the material incompressibility parameter.

$$\psi = \frac{\mu}{2}(I_1 - 3) + \frac{1}{d}(J - 1)^2 \quad (3.13)$$

**Mooney-Rivlin model**

The constitutive equation of the Mooney-Rivlin model for second-order is given by Eq. 3.14 [Mooney, 1940; Rivlin, 1948]. Where $C_1$ and $C_2$ stand for the material elastic parameters, $K_1$ stands for the Bulk modulus, $I_1$ and $I_2$ stand for the first and second deviatoric strain invariants, and $J$ stands for the determinant of the deformation gradient tensor.

$$\psi = C_1(I_1 - 3) + C_2(I_2 - 3) + \frac{K_1}{2}(J - 1)^2 \quad (3.14)$$

**Ogden model**

The definition of the energy potential function of the N-order Ogden model is given by Eq. 3.15 [Ogden, 1972]. Where $N$ stands for the order, $\mu_i$ and $\alpha_i$ stand for the elastic parameters, $\lambda_i$ stand for the three deviatoric stretches defined in Eq. 3.11, $K_1$ stands for the initial Bulk modulus, and $J$ stands for the determinant of the elastic deformation gradient.
\[ \psi = \sum_{i=1}^{N} \frac{\mu_i}{\alpha_i} (\lambda_{1i}^{\alpha_i} + \lambda_{2i}^{\alpha_i} + \lambda_{3i}^{\alpha_i} - 3) + \frac{K_1}{2} (J - 1)^2 \]  

(3.15)

### 3.2 Optimization by genetic heuristics

The search of the elastic constants of the constitutive models proposed to characterize the mechanical behavior of the breast and the cornea was carried out by means of a parameter optimization algorithm driven by genetic heuristics.

Iterative search algorithms are often used to optimize a fit function \( f(X) \) with an unknown shape by changing the input parameters \( X \) and using the output to minimize (or maximize) its value.

\[ \hat{X} = \arg \min f(X) \quad \text{where} \quad X = \{x_1, x_2, \ldots, x_n\} \]  

(3.16)

Since the fit function can present multiple minima, search algorithms such as gradient descent may get stuck in one of those minima thus being unable to provide the best solution. This problem can be avoided by running the algorithm multiple times with random initializations. Nevertheless, there are more effective approaches for the global optimization like meta-heuristics.

One of the most known meta-heuristics is the evolutionary computation [Fogel, 1995; Jong, 2006]. Inspired in biological evolution, this type of heuristic drives the search by using the candidate solutions to generate a new population iteratively. Evolutionary heuristics have been already used to characterize mass-spring
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models successfully [Bianchi et al., 2004; Xu et al., 2009]. Genetic algorithms, a widely used meta-heuristic, was selected to drive the methodology to estimate the elastic parameters of the biomechanical models of the breast and cornea.

A Genetic Algorithm (GA) is a heuristic based on evolutionary computation used for optimizing problems [Chatterjee et al., 1996]. This heuristic allows the reduction of the computational cost of the parameter optimization since it focuses on the most promising areas while trying to explore the rest of the search space. A genetic algorithm handles a population of individual solutions (parents) to a given problem and drives the evolution of the subsequent steps of the search generating new candidate solutions (children). The population is modified by changing the individuals step by step, this evolution leads to the optimal solution of the problem. Genetic algorithms are prepared to work on complex optimization problems where the fit function can present multiple minima.

3.2.1 Genetic operators

In each iteration of the GA, a new set of candidate solutions is generated by three generation formulas:

- **Selection**: the best individuals (parents) are selected and used to breed the next population.

- **Crossover**: a combination of two parents forms a child.

- **Mutation**: parents are randomly modified to form a child.
The successive populations of the iterative search are created using these three genetic operators. Since only the best individuals are considered as parents, the average fit function value is equal or better in each iteration while the search interval becomes smaller, thus reducing the search space in each iteration.

The GAs control the proportion of children generated whether by selection, mutation or crossover with parameters which should be adjusted for each optimization problem in order to get the best results.

3.2.2 GA outline

The GA works following this outline:

1. *Initialize*: a random population of samples $X_0$ is created. It is common to set an interval for each parameter to be found in order to help the algorithm to search in the area where the global minimum of the function may be located.

2. *New population generation*: iteratively, the algorithm creates a new candidate set of parameters $X_i$ by means of the following steps:

   a) The algorithm computes the fit function $f(x)$ for each individual in the current set $X_i$.

   b) Those individuals (called parents) with the best scores are selected.

   c) Parents with the best score are tagged as elite and pass
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Figure 3.1: Flowchart of the genetic algorithm

- Initial population
- Evaluate individuals
- Stop condition?
  - Yes → Stop
  - No → Select parents
- Create new population
  - Parents
  - Mutation
  - Crossover

- Parents are used to generate new children both by mutation (randomly changing a parent) and by crossover (combination of several parents).
- A candidate population $X_{i+1}$ is created by joining elites and children.

3. Termination: step 2 is repeated until a stop condition is reached. This can be a specific number of generations, a timer, or when the function does not change within a tolerance range. The set of parameters that minimized the function will be designated as $\hat{X}$. 
A flowchart of the genetic algorithm is shown in Figure 3.1.

3.3 Similarity coefficients

In Biomechanics there are several methods used to compare and/or validate the proposed biomechanical models in order to know their similarity regarding the real behavior of the organ. The work presented in [Crum et al., 2005] provides the accuracy of each registration method using the distance between fiducial landmarks attached to a real organ. On the other hand, the volume difference is also a measure that may provide information about the fit goodness of a biomechanical model and it was used in [Shi et al., 2008]. However, the comparison using fiducial landmarks entails comparing only specific points on the surface and does not consider the whole structure, ignoring the internal tissue distribution. The same problem has the volume difference which is not a valid measure since it is not able to distinguish situations in which the organ is in different positions or the volume do not change.

A similarity measure commonly used in medical imaging for validating biomechanical models is the Normalized Mutual Information (NMI) [Studholme et al., 1999]. Using this type of image-based comparison may result in inaccurate results since NMI does not consider the spatial distribution of the tissues but only the gray value entropy of both 3D images. In [Lee et al., 2010] a Fourier-based correlation technique was used to compare the accuracy of the deformed breast compression model. In this case, as the authors state, the technique only allows the comparison of images
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from the same modality and it does not take into account any spatial information for the comparison.

In the recent literature, the similarity coefficients traditionally used in validation of segmentation techniques have started to be applied in the field of the computational biomechanics. Jaccard and Dice coefficients were used in [Balocco et al., 2010] to measure the goodness of a registration algorithm using the biomechanical properties in cerebral aneurysms and Hausdorff coefficient was used in [Vigneron et al., 2010] to validate a registration technique that uses a biomechanical model to simulate the deformation suffered by the brain immediately after opening the skull. Unfortunately, the use of only overlap-based coefficients (like Jaccard or Dice) does not provide information about the shape of the volume and using only distance-based coefficients (like Hausdorff) ignores the overlapped region.

The following section presents a study about how to apply similarity coefficients traditionally used for validation of segmentation techniques in order to assess the error committed between the simulation of the behavior of an organ and its real behavior.

3.3.1 Overlap and distance coefficients

The similarity coefficients usually operate over a 3D volume, thus abstracting all the processes from the number and type of elements of a mesh (tetrahedron, hexahedron...). In order to compare two finite element meshes, they must be first converted to a 3D volume, this process is called voxelization. Methods for validation of segmentations techniques are easily applicable to volume com-
parison and can provide different fit measurements depending on the error type that the coefficients measure. Both types of coefficients, based on volume overlap and based on distances were analyzed in order to know the combination that best measures the similarity of two 3D volumes. Two overlap-based coefficients and one distance-based coefficient were studied. Specifically Jaccard Coefficient, Dice Coefficient and Hausdorff Coefficient. These coefficients have provided the best results in volume comparison according to Cárdenes et al., 2009.

**Jaccard Coefficient**

Given two volumes $X$ and $Y$, Jaccard Similarity Coefficient (JC) allows the comparison of the overlap between two data sets. JC is defined in Eq. 3.17. Its values go from 0 to 1, with 0 meaning no overlap and with 1 being a complete overlap.

$$JC = \frac{|X \cap Y|}{|X \cup Y|}$$ (3.17)

**Dice Coefficient**

Dice Coefficient (DC) [Dice, 1945] is very similar to Jaccard and it is defined in Eq. 3.18. Due to its equivalence with Jaccard, its values are defined in the same way, 0 meaning there is no overlap and 1 a complete overlap. This coefficient benefits more the overlapped elements and penalizes less the different ones than Jaccard.
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\[
DC = \frac{2|X \cap Y|}{|X| + |Y|} = \frac{2JC}{JC + 1} \quad (3.18)
\]

**Hausdorff Coefficient**

The Hausdorff Coefficient \((H)\) was introduced by Hausdorff in 1962. This distance has been used in image comparison [Aspert et al., 2002; Lockett and Guenov, 2008; Vigneron et al., 2010] and its calculation has been improved to be applicable to big volumes [Huttenlocher et al., 1993].

Let’s define the distance \(d_V(i)\) as the distance of the voxel \(i\) to the closest voxel of a volume \(V\). If \(i \in V\), then \(d_V(i)\) is zero. The comparison was performed between two volumes \(X\) and \(Y\), corresponding to the simulation and real behavior of the tissue, respectively. For the calculation of \(d_X\) and \(d_Y\), the euclidean distance transform (EDT) was used [Ragnemalm, 1993]. The EDT allows the obtainment of all the distances in a matrix. Hence, the extraction of any \(d_V(i)\) is immediate.

The Hausdorff Coefficient (Eq. 3.19) uses this distance to provide a similarity value between two sets. It is defined as the maximum of the minimum distances between all the voxels of the volume \(X\) to all the voxels of the volume \(Y\) and viceversa.

\[
H(X,Y) = \max_{\forall i}(d_X(i), d_Y(i)) \quad (3.19)
\]

In order to perform a complete evaluation of the right fit between volumes, both overlap-based coefficients and distance-
based coefficients must be considered together. Figure 3.2 shows an example in which JC or DC would provide a similar value for the comparison of both cases a) and b). Nevertheless, a) would be an admissible deformation and b) would not. Therefore, additional information can be used to distinguish these cases using, for instance, distance-based coefficients. Additionally, the same problem arises with distance-based coefficients, they may provide similar values in very different cases. As Figure 3.3 shows, the maximum distance present in both a) and b) is the same and the Hausdorff coefficient would provide similar values. Therefore, it could be difficult to differentiate these deformations without using, for instance, overlap-based coefficients.

### 3.3.2 Analyzing the performance of the coefficients

The purpose of this study was to know which are the most discriminant coefficients to compare the similarity of two volumes [Lago et al., 2012a]. In the case of the overlap-based coefficients, Jaccard and Dice coefficients were analyzed. Regarding the distance-based coefficients, twenty four modifications of the Hausdorff Coefficient were studied in order to create a large set of measures to be studied. The 24 modifications corresponded to the
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Figure 3.3: Comparison of two different segmentations of an object a) and b), which provide similar value of the original Hausdorff coefficient.

coefficients presented in [Dubuisson and Jain, 1994] and defined with the direct distances shown in Eq. 3.20 to 3.25.

\[
\begin{align*}
    d_1(X, Y) &= \min_{x \in X} (d_Y(x)) \quad (3.20) \\
    d_2(X, Y) &= K^{50th}_{x \in X} d_Y(x) \quad (3.21) \\
    d_3(X, Y) &= K^{75th}_{x \in X} d_Y(x) \quad (3.22) \\
    d_4(X, Y) &= K^{90th}_{x \in X} d_Y(x) \quad (3.23) \\
    d_5(X, Y) &= \max_{x \in X} (d_Y(x)) \quad (3.24) \\
    d_6(X, Y) &= \frac{1}{N_X} \sum_{x \in X} d_Y(x) \quad (3.25)
\end{align*}
\]

Where \(K^{Pth}_{x \in X}\) represents the \(Pth\) percentile of all the sorted distances and \(N_X\) stands for the number of elements of the set \(X\). Combining these distances with the combinations shown in Eq. 3.26 to Eq. 3.29, the whole set of modified Hausdorff metrics is
constructed.

\[
f_1(X, Y) = \min (d_i(X, Y), d_i(Y, X)) \quad (3.26)
\]

\[
f_2(X, Y) = \max (d_i(X, Y), d_i(Y, X)) \quad (3.27)
\]

\[
f_3(X, Y) = \frac{d_i(X, Y) + d_i(Y, X)}{2} \quad (3.28)
\]

\[
f_4(X, Y) = \frac{N_Xd_i(X, Y) + N_Yd_i(Y, X)}{N_X + N_Y} \quad (3.29)
\]

<table>
<thead>
<tr>
<th>d_1</th>
<th>D_1</th>
<th>D_2</th>
<th>D_3</th>
<th>D_4</th>
</tr>
</thead>
<tbody>
<tr>
<td>d_2</td>
<td>D_5</td>
<td>D_6</td>
<td>D_7</td>
<td>D_8</td>
</tr>
<tr>
<td>d_3</td>
<td>D_9</td>
<td>D_{10}</td>
<td>D_{11}</td>
<td>D_{12}</td>
</tr>
<tr>
<td>d_4</td>
<td>D_{13}</td>
<td>D_{14}</td>
<td>D_{15}</td>
<td>D_{16}</td>
</tr>
<tr>
<td>d_5</td>
<td>D_{17}</td>
<td>D_{18}</td>
<td>D_{19}</td>
<td>D_{20}</td>
</tr>
<tr>
<td>d_6</td>
<td>D_{21}</td>
<td>D_{22}</td>
<td>D_{23}</td>
<td>D_{24}</td>
</tr>
</tbody>
</table>

Table 3.1: The 24 modified Hausdorff distances

Therefore, the direct distances \(d_i\) are combined with the \(f_j\) equations obtaining a set of 24 modified Hausdorff Coefficients (Table 3.1). It is noticeable that \(D_{18}\) corresponds to the original Hausdorff distance defined in Eq. 3.19. The distances from \(D_1\) to \(D_4\) were discarded because of their constant value throughout the problem domain, thus leaving 20 Hausdorff modifications.

In addition to the modifications of the Hausdorff distance and, by taking advantage of the distance calculation, the distance of the surface voxels of a volume \(X\) to the nearest voxel of a volume \(Y\) (and viceversa) were taken into account. The average of
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these distances (corresponding to \(d_6(X, Y)\) and \(d_6(Y, X)\)) and their standard deviations were also used for the analysis of the volume comparison. These values are indicators of the homogeneity of the distances between the surfaces of the volumes. Additionally, the signed mean (Eq. 3.30) was added to the set of coefficients to be studied since it could indicate the deviation of one volume with regard to the other one and vice versa.

\[
SM = d_6(X, Y) - d_6(Y, X) \tag{3.30}
\]

Experimental set-up

Let’s summarize the 28 coefficients that were analyzed to select the best set to compare a simulated deformation of an organ to the real one: two coefficients based on overlap (Jaccard and Dice coefficients), the widely used volume difference (\(\Delta V\)), the 20 modified Hausdorff coefficients (\(D_5\) to \(D_{24}\)), the signed mean (\(SM\)), and the means and standard deviations of the distances between both volumes (\(mean_{d_x}, mean_{d_y}, std_{d_x}, std_{d_y}\)).

The experiment designed for the selection of the best metrics was a cantilevered bar (Figure 3.4) on which a force \(F_0\) was applied to construct the gold standard deformation. A comparison between the gold deformation caused by \(F_0\) and other 8 different deformations (referred to as incorrect deformations) was performed. The 8 configurations combine forces in different directions and intensities as follows \((F_1 = F_2 = F_3 = F_4 = 120\%F_0)\):
Figure 3.4: Experiment of the bar and the forces applied.

- $Def_1$: $110\%F_0$ is applied
- $Def_2$: $F_1$ is applied
- $Def_3$: $F_1$ and $F_4$ are applied
- $Def_4$: $F_1$ and $F_3$ are applied
- $Def_5$: $F_2$ is applied
- $Def_6$: $F_3$ is applied
- $Def_7$: $F_4$ is applied
- $Def_8$: $F_3$ and $F_2$ are applied

Results

To select the best coefficients, the comparisons of the 8 configurations with the gold standard were performed thus obtaining 28 curves for the corresponding coefficients. The goal was to select the most significant metrics of the set, those which better discriminated the worst configurations from the best ones. The values of
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the coefficients obtained in the comparison of these simulations are shown in Figure 3.5. It can be considered the deformations from best to worst (1 to 8). The values were normalized to be easily compared and divided in six plots to allow for a better legibility.

From all the modifications of the Hausdorff coefficient, those whose $Def_5$, $Def_6$, and $Def_7$ configurations did not show the worst values were rejected since these deformations must be considered the least similar to the gold deformation. The remaining Hausdorff modifications were still valid. However, the $D_{22}$ Hausdorff modification, named as modified Hausdorff distance (MHD), was selected since, according to [Dubuisson and Jain, 1994], its values increase monotonically with the amount of difference, and is better at evaluating volume matching than the other distances thus having more discriminatory power. Furthermore, it can be considered that, in this experiment, neither the volume increment nor the signed mean were useful to differentiate a good adjustment from a bad one, therefore they were rejected.

Regarding overlap-based coefficients, both Jaccard and Dice showed a similar behavior. Therefore, a different experiment for the selection of the best overlap-based coefficient to perform volume comparisons was performed. A cylinder was compared with another one, of the same size and shape, but rotated on its own axis. The union of both volumes with two different rotations is shown in Figure 3.6.

The values obtained in this experiment are shown in Figure 3.7. Jaccard and Dice coefficients represented the level of overlapping between the two cylinders, giving the lowest value at the middle
Figure 3.5: Values of all the metrics for the 8 configurations of the bar.
of the curve (90°). This curve also shows how Dice discriminated less than Jaccard because of the lower decay of the Dice coefficient curve compared with the decay of Jaccard coefficient one. Therefore, Jaccard was selected as the best overlap-based coefficient to take into account.

3.3.3 Geometric Similarity Function

The previous study showed that Jaccard coefficient (JC) and the modified Hausdorff distance (MHD) were suitable coefficients to compare the simulated deformation of an organ to the real one since they provide more information about the fit than the classic comparison methods as volume difference or positions of markers. They show how the error (or the lack of it) is distributed throughout all the volume and provide information about the shape difference. However, as it was stated before, using only an overlap-based measure or a distance-based coefficient does not provide enough information to know whether two volumes are similar or not. Therefore, it is necessary a combination of both
Figure 3.7: Jaccard and Dice values of the comparison of a rotated cylinder with respect to another, from 0° to 180°.

For that purpose, our group proposed a new coefficient called GSF (Geometric Similarity Function) defined in Eq. 3.31 [Martínez-Martínez et al., 2012, 2013b]. The higher similarity between two volumes, the lower value of the GSF, being -∞ when the volumes are identical. The GSF units are not easily interpretable since the function is a logarithm of a distance weighted over the overlap. Therefore, it was only used as a fit function for the genetic heuristic and the results of the following chapters only show the values of JC and MHD.

\[
\text{GSF} = \log \left( (1 - JC) \times MHD \right)
\]  
(3.31)
The use of both parameters in the Geometric Similarity Function combines the benefits of the overlap and the distance measure. It should be emphasized that, these coefficients can be used in combination with traditional biomechanical information as, for example, strain-stress curves, or force-displacement curves, if they were available.

Figure 3.8 shows the GSF values for the same rotating cylinder from the previous experiment. It is noticeable the high decay of the values when the similarity of the cylinders increases (angle near 0° and near 180°). This is a great indicator of the high sensitivity of the GSF with regard to small differences between volumes. For this reason, the GSF is appropriate for the validation of biomechanical models and as a fit function for the genetic algorithm.
3.4 Conclusions

This chapter has detailed the materials and methods used to develop the methodology reported in this thesis. The theoretical base of the biomechanical models that were used to characterize the behavior of the organs was established, focusing on the selected hyperelastic models that model the biomechanical behavior of the breast and the cornea tissues.

Genetic heuristics have also been presented as the basis of the iterative search algorithm implemented to estimate the elastic constants of the models in complex domains.

Finally, a study to select which coefficients are the best to compare two volumes has also been reported. These coefficients allowed the definition of the fit function to be used by the genetic heuristic. This function, the Geometric Similarity Function, considers the information of two types of similarity coefficients: an overlap-based (Jaccard coefficient) and a distance-based (modified Hausdorff distance), and is the core of the iterative search of parameters.
Chapter 4

Characterization of the biomechanical behavior of the breast

As mentioned in previous chapters, the accuracy of a patient-specific biomechanical model of the breast is a major concern for applications such as surgical simulation, surgical guidance or cancer diagnosis. However, the elastic constants that define the biomechanical behavior of the breast tissues are highly variable among patients and their estimation becomes a very difficult task.

This chapter describes a methodology based on the simulation of the mammographic compression during an MRI-guided biopsy for the in-vivo characterization of the biomechanical behavior of the breast. An iterative search algorithm is used to find the elastic
constants of the constitutive equations of the model proposed to characterize the three main tissues of the breast: fat, glandular tissue and skin. The methodology was applied for the characterization of breast software phantoms [Pokrajac et al., 2012]. The biomechanical model chosen to characterize the breast tissues was the anisotropic neo-Hookean hyperelastic model proposed by Han et al., 2012. Results from this analysis showed that following the proposed methodology, the elastic properties of each tissue were estimated with a mean relative error of about 10% [Lago et al., 2014a].

4.1 Breast anatomy

The female breast is a glandular organ formed by different internal structures, namely: adipose tissue, fibroglandular tissue, Cooper’s ligaments, the ductal network and, finally, a complex mixture of smaller structures like blood vessels, nerves and lymphatics.

The fibroglandular tissue region has a conical form extending from the nipple to the chest wall. This cone is called the parenchymal cone and it is surrounded by adipose tissue which allows the mobility on the chest wall [Egan, 1988]. The adipose tissue region is formed by different adipose compartments separated by the Cooper’s ligaments. Those suspensory ligaments are fibrous structures connected to the skin that provides structural support to the breast. The ductal network is formed by ducts starting in the glandular secretory lobes (or gland lobules) and ending in the nipple, the ducts are surrounded by glandular tissue. An average
adult breast contains 15-20 lobes each one of them has its own major duct [Lamarque, 1984]. The breast is attached to the pectoral muscle, which connects it to the chest wall between the 2nd and the 6th ribs. The breast is wrapped by the skin, a combination of cutaneous and subcutaneous layers with a thickness between 0.5 mm and 3 mm [Ulger et al., 2003; Gefen and Dilmoney, 2007]. Figures 4.1 and 4.2 show a section of the female breast in anterolateral an sagittal directions respectively [Netter, 1989].

4.2 Breast imaging systems

Early detection of cancer is of great importance since an early treatment may be crucial for the patient. X-ray mammography is
Figure 4.2: Mammary gland (sagittal section) [Netter, 1989]
the most common imaging modality for breast cancer diagnosis [Schulz-Wendtland et al., 2009] but there are some other common exploration techniques such as magnetic resonance images (MRI) or tomosynthesis.

4.2.1 X-ray Mammography

X-rays were discovered in 1895 by Wilhem Conrad Roentgen thus being the oldest non-invasive technique of body imaging. An X-ray is an electro-magnetic radiation that is able to traverse the human body. The thickness and density of human tissues affect the magnitude of absorption of X-rays introducing a difference in the X-ray beam past the patient that is captured by a detector. The denser the tissue, the more X-rays it absorbs [Johns and Yaffe, 1987].

The generation of the X-rays is performed by accelerating an electron beam in a vacuum tube directing it towards the anode. The deceleration of the electrons produces electromagnetic energy (X-ray photons) which traverses the material in their path. In digital mammography, the X-rays fall upon a special detector which transforms the X-rays into electrical signals. These signals are used to produce images of the breast and sent to a computer for further processing.

The absorption of the X-rays causes the ionization of the traversed tissues thus needing a strict control of the dose received by the patient. For that purpose, a filter is placed between the generator and the patient in order to control the power of the X-ray. Specifically, for mammography imaging the X-ray energy needed
is low [Curry et al., 1990]. However, the area around the nipple may be overexposed to the X-rays while the region nearest to the chest wall may be underexposed causing a low-quality image. To avoid this problem, the breast is placed between two plates that compress it up to a 50% of its original size thus balancing the thickness of the breast in the X-ray direction as well as spreading the tissues in a larger surface reducing the possible overlap of interesting regions. The amount of compression is not a fixed value and it may vary between patients and acquiring sessions. There are two typical compression types: cranio-caudal (CC) compression, in which the plates are placed horizontally, and mediolateral oblique (MLO) compression, in which the plates are rotated up to 70°. Figure 4.3 shows the mammography device and an example of both MLO and CC mammograms of the same breast.

4.2.2 Magnetic Resonance

In magnetic resonance (MR) devices, a magnetic field is applied on the breast thus changing the magnetic equilibrium of the tissues and then, a radiofrequency pulse disturbs the magnetization. The tissues are bound to recover their initial magnetism thus emitting electromagnetic waves towards an antenna that detects this variation and generates a 2D image [Hesselink, 2006]. This type of wave is completely innocuous for the patient and it is able to traverse the bones without energy loss. This process is repeated in several 2D slices and the result is a 3D image of the studied region.

Breast MRI is usually performed in different configurations which can attenuate certain tissues. Both T1 configuration (fat sup-
Figure 4.3: Top: Mammography device used in CC position. Bottom Left: MLO X-ray mammogram. Bottom Right: CC X-ray mammogram
pression) and T2 configuration of a breast MR image are shown in Figure 4.4. This modality is less common than X-ray mammography and it is used as an alternative imaging technique when there are suspicious areas that are not successfully distinguished in the X-ray mammography.

The MRI can also be used for breast guided biopsy. This is useful when the lesion cannot be detected in the X-ray mammography or by ultrasound. The patient lays in prone position in the MRI scanner as Figure 4.5 shows. The breast is placed between two plates which compress it to avoid displacements that can cause maladjustments during the biopsy. The scanner takes MR images in between the moments when the clinician operates with a needle, trying to reach the lesion. The procedure ends when a sample of the lesion is retrieved and a little marker is placed in the biopsy site. This marker is used to localize the lesion afterwards for future treatments.
4.3 Software breast phantoms

Virtual clinical trials (VCTs) whose images can be generated using software phantoms represent an important pre-clinical alternative for validating imaging systems in different modalities. Software phantoms can be used to create large data-sets of synthetic images with known ground truth about the simulated anatomy. They also offer flexibility to cover anatomical variations in the shape, size, and tissue distribution [Bakic et al., 2002].

Breast software phantoms, in particular, allow the creation of large sets of samples to simulate the images provided by the different types of imaging systems commonly used in breast cancer diagnosis: X-ray mammography, magnetic resonance (MR), or computerized tomography (CT) [Bakic et al., 2011]. Software
phantoms can be applied to know the feasibility of a wide range of studies as: simulation of multimodality imaging systems [Diekmann et al., 2009; Bakic et al., 2011; Chen et al., 2011; Chui et al., 2012], evaluation of breast dosimetry [Dance et al., 2005; Zhou et al., 2006; Ma et al., 2009; Sechopoulos et al., 2012], or evaluation of registration techniques [Richard et al., 2006].

Realistic virtual breast phantom development has been studied since early 2000’s. Early development of 3D virtual breast phantoms was presented by [Bliznakova et al., 2003, 2010]. This phantom uses a combination of 3D geometrical primitives and voxel matrices including not only the Cooper’s ligaments, skin and pectoral muscle but also the duct system and lobular units (Figure 4.6). This method generates a phantom which consists in a 3D mammographic texture, combination of all the primitive geometries in a voxelized 3D space. However, this type of phantom is only useful for mammographic simulations and simulation of X-ray modalities.

Similarly, the phantom developed by [Chen et al., 2011] also has the ability for multimodality imaging simulation. In this case, the phantom is formed by a random generation of skin, fat tissue, glandular tissue and a network of ductal trees. A compression model is applied and the compressed phantom is used to simulate image modalities such as mammography, computer tomography or tomosynthesis.

In [Li et al., 2009], the breast phantom is generated by means of real breasts. The segmented data from a real breast CT is used to create a model for the breast which is later compressed to sim-
ulate the mammography positioning (Figure 4.7). However, its
dependence on a real breast reduces its variability since it is tied
to the number of samples thus reducing the automaticity.

Recently, the work by [Bhatti and Sridhar-Keralapura, 2012]
presented a complex 3D virtual breast phantom aimed to inves-
tigate the biomechanics of the elastography (Figure 4.8). This phan-

Figure 4.6: Phantom by Bliznakova et al.

Figure 4.7: Phantom by Li et al.
Figure 4.8: Phantom by Bhatti and Sridhar-Keralapura

tom is created by a mechanical design tool and can be parametrized in tumor location, glandular density and ductal structure. Although being very realistic, this phantom needs a manual process to generate most of the geometry and it was not tested for large deformations like mammographic compression.

The work by Bakic et al., 2002 presented a methodology for generating a computer breast model with realistic internal tissue distribution, including fat tissue, glandular tissue, Cooper’s ligaments, and skin (Figure 4.9). These phantoms have been used in various clinical breast imaging modalities including digital mammography and digital breast tomosynthesis [Bakic et al., 2010; Vieira et al., 2013; Young et al., 2013], ultrasound tomography [Yang et al., 2012], and magnetic resonance [Nishikawa et al., 2011]. Later, they improved the model by using a region growing
algorithm thus accelerating the generation process and enhancing the realism of the internal tissue distribution [Bakic et al., 2011]. Finally, the phantom generation was also accelerated on the Graphical Processing Unit (GPU) using octrees [Pokrajac et al., 2012; Chui et al., 2012]. This is the phantom that was used to prove the methodology due to the ability of the algorithm to generate phantoms controlling the shape, size and fat/glandular ratio easily. An example of this phantom is shown in Figure 4.10.


4.4 Study of the mesh quality

This study was motivated by the necessity of generating large data-sets of synthetic X-ray mammograms for virtual clinical trials.

In order to get an accurate solution for the simulation of the compression of the breast, the finite element method (FEM) arises as the best method to predict the breast tissue distribution after mammographic compression [Matthews and West, 1972; Rajagopal et al., 2006; Han et al., 2011; Lago et al., 2012b,c, 2013a].
However, the iterative nature of this method is usually slow and becomes a bottleneck in the pipeline of generation of virtual breast images if adequate meshes are not used in the process. The simulation of the mammographic compression is the slowest step and the quality of the finite element mesh constructed to perform that simulation is of great importance for the accuracy and efficiency of this pipeline [Lago et al., 2013b].

Mesh quality should be an important issue to consider when dealing with realistic simulations of the biomechanical behavior of the soft living tissues. Generation of FE meshes that accurately represent the geometry of organs as the breast is a well-known problem in soft tissue biomechanics. The quality of the FE meshes constructed for these organs can affect the solution of simulations carried out using the FEM since low quality meshes may lead to unrealistic results or may present convergence problems. However, many works do not perform mesh quality analysis before the FE simulations [Bucki et al., 2011; Burkhart et al., 2013].

Patient-specific FE meshes that consider the different tissues of the breast can be automatically generated by commercial software packages. However, these meshing software usually create irregular meshes due to the complexity of the breast internal tissues [Tanner et al., 2006a; Kellner et al., 2007]. Automatic generation of patient-based finite element meshes considering the different tissues of the breast usually lead to bad quality elements (tetrahedra in this case), especially at the boundaries between the different tissues. These regions are usually meshed with many elements, often irregular or distorted, in order to fit the boundary surfaces. A manual intervention for refining these regions is needed in or-
der to improve the mesh quality, for avoiding non-convergences, and for reducing the computational cost of the FEM [Bucki et al., 2011]. Being able to use regular meshes with good-quality elements may reduce the time consumed by the FEM and the risk of non-convergence.

In this section, a comparison of the breast tissue distribution after the simulation of the compression of an X-ray mammography by two different meshing approaches was detailed. A mesh created with elements adapted to the distribution of the internal tissues (adaptive mesh) and a mesh constructed with regular elements (homogeneous mesh) automatically generated by a commercial software were used for this study.

4.4.1 Materials and Methods

Synthetic generation of X-ray mammograms involves performing three major tasks: generating a 3D software phantom, simulating the mammographic compression, and projecting the deformed phantom to obtain a 2D virtual mammogram. The generation of the 3D breast anatomy of the phantom was carried out using the computer anthropomorphic breast phantoms developed at the University of Pennsylvania (UPenn) described in Section 4.3 [Bakic et al., 2002, 2011; Pokrajac et al., 2012].

Generation of the finite element mesh

Once the software phantom was generated, the next step was to obtain the finite element mesh from the virtual geometry. For that, two approaches were considered:
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- **Adaptive mesh**: constructing the mesh considering the different tissues of the breast.

- **Homogeneous mesh**: constructing the mesh considering the whole breast as a single tissue and assigning material properties to the elements afterward.

In the first case, the meshing software draws the boundaries between tissues creating small elements on those regions and bigger elements on the areas with the same material. The result is a large number of poor quality elements dedicated to draw the boundaries.

In the second case, the meshing software is blind to the breast tissues, thus creating a regular mesh of the whole breast as if it was only made out of a single material. In this case, the meshing algorithm is able to create elements with more regular shape and size since it finds no restrictions due to the internal tissue distribution. Regarding how this algorithm takes into account the tissue distribution, the most prevalent material in an element is assigned to it afterward.

In both cases, the commercial software Simpleware® was used to create meshes using tetrahedral elements. The skin and Cooper’s ligaments were not meshed separately since these structures are not clearly visible in some clinical modalities [Solves Llorens et al., 2012; Han et al., 2012]. Moreover, narrow structures like the skin would require a large number of irregular elements in the adaptive meshing. Therefore, for this study, the breast was assumed to be formed by fat tissue, which included skin and
Cooper’s ligaments; and glandular tissue. The adaptive meshes were obtained directly by meshing these two materials, while the homogeneous meshes needed a further processing since they were meshed without considering the internal tissue distribution. For these meshes, the gray values of the phantom at the vertices and centroid were extracted for each tetrahedron and the assigned material was chosen as the most prevalent material from these 5 points (Figure 4.11).

The quality of the tetrahedra of a mesh can be measured by five different coefficients defined as equations from 4.1 to 4.5 show [Joe, 1991; Field, 2000; Edelsbrunner, 2001; Persson and Strang, 2004], where for tetrahedron \( t \), \( R_t \) stands for its radius, \( E_t \) stands for the length of its edges, \( S_t \) stands for its solid angle, and \( V_t \) stands for its volume. All coefficients are in the range \([0 – 1]\) representing 0 the worst quality and 1 the best quality.
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\[ M_1 = 3 \times \frac{R_{l}^{insphere}}{R_{l}^{circumsphere}} \]  \hspace{1cm} (4.1)

\[ M_2 = 2\sqrt{6} \times \frac{R_{l}^{insphere}}{\max E_{l}} \]  \hspace{1cm} (4.2)

\[ M_3 = 12 \times \frac{(3 \times V_{l})^{2/3}}{\sum_{l} E_{l}^2} \]  \hspace{1cm} (4.3)

\[ M_4 = \min S_{l} \]  \hspace{1cm} (4.4)

\[ M_5 = \frac{\min V_{l}}{\max V_{l}} \]  \hspace{1cm} (4.5)

On the other hand, widely used FE software packages like ABAQUS® or ANSYS® usually perform a quality test on the finite element mesh. These software packages show messages of warning when the aspect ratio of a tetrahedron is not good enough. The aspect ratio of a tetrahedron is defined as the ratio between the longest edge and the shortest normal from one vertex to the opposite face and it is related to the angles between faces. A regular tetrahedron (Figure 4.12, left) has an aspect ratio of 1.

All these coefficients were taken into account to measure the quality of the constructed meshes.
Figure 4.12: Regular tetrahedron with a high aspect ratio (left) and another one with lower aspect ratio (right).

Table 4.1: Parameters used for the neo-Hookean model.

<table>
<thead>
<tr>
<th></th>
<th>$\mu$</th>
<th>$\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>fat</td>
<td>12 750 Pa</td>
<td>0.49</td>
</tr>
<tr>
<td>glandular</td>
<td>36 750 Pa</td>
<td>0.49</td>
</tr>
</tbody>
</table>

4.4.2 Simulation of the mammographic compression

To perform this study, the neo-Hookean hyperelastic model described in Section 3.1.2 was chosen to simulate the deformation of the breast tissues in the compression during X-ray mammography. The parameters used for this model were taken from the literature [Gefen and Dilmoney, 2007] and are shown in Table 4.1.

The mesh of the breast phantom was placed between two rigid plates (Figure 4.13) and, as boundary conditions, the nodes belonging to the chest wall were restricted in the chest wall-nipple direction. Additionally, the nodes already in contact with the fixed plate were restricted in all directions in order to avoid rigid body motion [Ruiter et al., 2006]. A sliding contact interaction without friction was defined between the breast surface and both plates in order to facilitate the FE simulation. The reason was that the friction coefficient between the breast and the plates is unknown [Shih et al., 2010]. Finally, a displacement was applied to the mobile plate in order to compress the breast up to 50% of its thickness.
in Craneo-Caudal direction (CC) and up to 25% in Medio-Lateral Oblique direction (MLO). Like in a real X-ray mammography, the plates were placed horizontally for the CC compression while for the MLO compression the plates were rotated 45°.

**Similarity coefficients**

In order to compare the performance of the homogeneous mesh with regards to the adaptive mesh, the Jaccard Coefficient and the Modified Hausdorff Distance presented in Section 3.3 were
considered. Additionally, centroid distance and volume difference were also computed since they provide a very intuitive value of the similarity between two compartments.

Generation of the compressed 3D phantom

Once the breast mesh was compressed, the deformed 3D phantom was obtained. The compressed phantom is the result of interpolating the original 3D phantom as a texture. Each tetrahedron (before and after the deformation) was used to know how the original phantom had to be deformed. The interior gray values of each tetrahedron before the deformation were interpolated to obtain the new position in the deformed tetrahedron, thus creating the new 3D texture. This step was run on the GPU in order to accelerate the generation.

4.4.3 Results of the mesh quality analysis

Ten phantoms of ratio dense/fat tissue between 7% and 35%, 250 ml of volume and identical shape, were generated. The size of the uncompressed phantoms was 170 mm in vertical direction, 100 mm in lateral direction and 50 mm in chest wall-nipple direction. For each phantom, both the adaptive mesh and the homogeneous mesh were created using Simpleware® with the following characteristics:

- *Adaptive mesh*: 5 mm as maximum edge length of the tetrahedron and 0.5 mm as minimum.
- *Homogeneous mesh*: the length of the tetrahedron edges was
In addition, the quality of the tetrahedra of both meshes was maintained as high as possible by means of the parameters that Simpleware® provides for that purpose. This way, the size of the adaptive meshes was in the order of 900,000 elements and 180,000 nodes. On the other hand, the homogeneous meshes were formed by 425,000 elements and 90,000 nodes. The same homogeneous mesh was used for all the phantoms since the differences among the meshes only corresponded to the difference of the internal tissue assignation. Figure 4.14 shows the same slice of both the adaptive mesh and the homogeneous mesh for the same phantom. The smoothness in the boundaries between dense and fatty tissue is noticeable for the adaptive mesh while the homogeneous mesh shows a sharper contour. However, the homogeneous mesh shows more regular elements and, therefore, elements of higher quality. On the other hand, the adaptive mesh presents more distorted and lower quality elements, especially in the boundaries between tissues.

In order to make comparable the results obtained for each deformed phantom, both meshes, the adaptive mesh and the homogeneous mesh, were constructed so that the mesh quality coefficients mentioned in Section 4.4.1 presented similar values for both of them. This was possible for all the coefficients except for coefficient \( M_5 \). The reason is that \( M_5 \) is related to the homogeneity of the mesh, thus being impossible to achieve a similar value for both meshes since the elements of the adaptive meshes had different sizes and shapes all over the volume. Figure 4.15 shows the average values obtained by the aforementioned mesh quality
coefficients. The figure compares how the quality of the adaptive mesh is dependent of the minimum edge length of the elements, from 3 mm to 1 mm as well as the quality of the mesh without any restriction in the edge length (non-refined mesh). Furthermore, all tetrahedra of the constructed meshes had an average aspect ratio below 10. The reason was that a tetrahedron is considered as a bad element if its aspect ratio is equal or greater than 10 [Hibbitt and Sorensen, 2001]. This, along with the aforementioned mesh quality coefficients, ensured enough quality in all meshes to make comparable their performance in the simulation of the mammo-
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Figure 4.15: Value of the five quality measures for different mesh sizes including the non-refined adaptive mesh without any edge length restriction (first bar), adaptive mesh with different minimum edge lengths (3 mm, 2 mm, and 1 mm) and the homogeneous mesh (last bar). All the measures have a range between 0 and 1, with 1 being the highest quality.

Table 4.2: Average and worst aspect ratios for the adaptive mesh and the homogeneous mesh for all the phantoms.

<table>
<thead>
<tr>
<th></th>
<th>average</th>
<th>worst</th>
</tr>
</thead>
<tbody>
<tr>
<td>adaptive</td>
<td>1.70</td>
<td>8.86</td>
</tr>
<tr>
<td>homogeneous</td>
<td>1.55</td>
<td>5.33</td>
</tr>
</tbody>
</table>

graphic compression due to an X-ray mammography. Table 4.2 shows the average aspect ratio for both adaptive and homogenous mesh.

The simulation of the mammographic compression was performed using FEBio, an open source software for solving nonlinear finite element equations in biomechanical applications [Maas et al., 2012]. The used computer was an Intel Xeon X5650 @ 2.66 GHz (12 cores) with 64GB of RAM. The average time consumed by FEBio to solve every simulation using either the adaptive mesh and the
homogeneous mesh was also measured. Figure 4.16 shows the average time required to obtain the deformation for every 1000 elements in the CC direction.

The comparison of the deformed phantoms was carried out using only the dense tissue compartments. The large number of fat compartments could cause the average values to be less significant. Moreover, the majority of the differences were present in the neighborhood of dense tissue compartments, hence, the focus was made on these areas. Table 4.3 shows the results of the comparison of the deformed phantoms for both CC compression (top row) and MLO compression (bottom row), respectively. Values of the similarity coefficients reported in Section 3.3 are provided for both simulations in this table. Additionally, Figure 4.17 shows a visual comparison of the same slice from a deformed phantom using an adaptive mesh and a homogeneous mesh.

Finally, the last step in the generation of phantom mammograms consists in the simulation of the X-ray projection through
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Table 4.3: Comparison between the homogeneous mesh and the adaptive mesh using a neo-Hookean model for dense compartments in CC and MLO compression for 10 phantoms.

<table>
<thead>
<tr>
<th></th>
<th>cent. dist.</th>
<th>vol. diff.</th>
<th>JC</th>
<th>MHD</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC</td>
<td>2.54 vox</td>
<td>1759.4 vox</td>
<td>0.8257</td>
<td>1.1792 vox</td>
</tr>
<tr>
<td>MLO</td>
<td>0.2683 vox</td>
<td>197.9 vox</td>
<td>0.8723</td>
<td>1.2772 vox</td>
</tr>
</tbody>
</table>

Figure 4.17: Corresponding slices of the same deformed raw phantom using an adaptive mesh (left), a homogeneous mesh (middle) and their absolute differences (right).

the deformed phantom. The projections were simulated using the ray tracing algorithm, assuming the ideal (point) focal spot, polyenergetic X-ray beam without scatter and an ideal detector model. The X-ray quantum noise and the electronic noise were simulated by adding two Poisson distributed random processes. Figure 4.18 shows a projection of the same phantom deformed using the adaptive mesh and the homogeneous mesh and their signed differences. The signed differences show dark and white
values for differing pixels of the adaptive mesh and homogeneous mesh models respectively. Gray values correspond to identical pixels.

4.4.4 Discussion

All similarity coefficients used to compare the adaptive meshes and the homogeneous meshes showed that the difference was mostly in the size of the compartments (Table 4.3). Bearing in mind that the phantom resolution was 200 μm, the average distance between compartment centroids was 0.508 mm (2.54 voxels) in the CC compression while in the MLO compression, the difference was 0.05 mm (0.2683 voxels). On the other hand, the average volume difference was 14.08 mm$^3$ (1759.4 voxels) and 1.58 mm$^3$
(197.9 voxels), respectively. Considering that the volume of the original phantom is 250 000 mm$^3$, these differences represent less than a 0.0065% of the total volume.

A value of Jaccard Coefficient of approximately 0.8 indicates that the overlap was not complete because of the small size of some compartments. In these cases, a displacement of a few voxels could cause JC to move to low values. The JC values increased quickly if these compartments were ignored. Nevertheless, MHD presented very low values, approximately 0.24 mm (1.2 voxels) for CC and MLO compression. Taking into account that the compression was from 100 mm to 50 mm in CC and the voxel size was 200 µm, differences of less than 1 mm between compartments can be neglected. It is important to highlight that the values of the similarity coefficients were better in MLO compression than in CC compression since the breast is subjected to a higher deformation in CC than in MLO.

In order to know how much influence the chosen biomechanical model had on the results, an identical study was performed using the Mooney-Rivlin hyperelastic model proposed by [Tanner et al., 2006b]. In this case, results showed an average distance between compartment centroids comparing adaptive mesh versus homogeneous mesh of 0.66 mm in CC and 0.17 mm in MLO while the difference in volume was 16.3 mm$^3$ in CC and 2.63 mm$^3$ in MLO. The chosen model does not make any difference between both meshing types since the Mooney-Rivlin model provided similar results to the neo-Hookean model. Both models have proved their suitability to simulate the mammographic compression for real cases [Gefen and Dilmoney, 2007; del Palomar et al., 2008;
Regarding the time needed for the simulation of the mammographic compression, the homogeneous mesh presented much faster convergence than the adaptive mesh. For the adaptive mesh, the solution needed, on average, approximately 23 seconds per 1000 elements and in the case of the homogeneous mesh, the time needed per 1000 elements was 15 seconds. Given that the elements of the homogeneous mesh were more regular, their solving times were much shorter than the time needed to solve the problem using the adaptive mesh. This was one of the main consequences of having an irregular mesh, the time needed to get the solution increases with the number of bad-quality tetrahedra. The standard deviation of the time points out the great impact that the mesh quality had in the solver and, therefore, in the solution. The average total time for deforming the adaptive meshes in CC direction was around 7 hours while for the homogeneous meshes was around 2 hours, having both of them similar quality and providing virtually identical results. For the MLO compression, the average total time was 2 hours for deforming the adaptive mesh and 1.45 hours for the homogeneous mesh.

Even though one of the main advantages of the adaptive mesh is to need less elements, the number of elements in the adaptive mesh after the refinement was much higher than the number of elements in the homogeneous mesh. This was due to the difficulty of constructing an automatic adaptive mesh with good quality elements, especially in the regions between tissues. Generating the adaptive mesh with less elements resulted in a considerable reduction of the quality of the tetrahedra thus providing an un-
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reliable solution when compared to the solution with the homogeneous mesh. On the other hand, the unconstrained nature of the homogeneous mesh resulted in sharp boundaries between tissues. The homogeneous mesh is only an approximation to the real boundaries but this becomes a trade-off: increasing the number of elements would make the elements of the mesh closer to the real tissue distribution but it would also increase the time needed to solve the FEM.

Finally, figures 4.17 and 4.18 confirm that the differences between the deformed phantom and its projection using the adaptive mesh and the homogeneous mesh are mostly in the surroundings of the glandular compartments. The random noise added to the projections is the responsible of the rough texture present in the projection difference.

In summary, the homogeneous meshes are more adequate to perform the simulation of the mammographic compression for a pipeline of synthetic mammograms generation. The homogeneous meshes provided the same degree of accuracy than the adaptive meshes independently of the model chosen to represent the biomechanical behavior of the breast tissues but with shorter computational times [Lago et al., 2013b].

Using homogeneous meshes in an automatic pipeline of breast mammogram simulations can speed up the generation of samples without losing accuracy since they do not need manual intervention to be repaired and polished. This may lead to a fast automatic pipeline of virtual mammogram generation starting with the phantom creation and ending with the simulated X-ray projection.
4.5 Biomechanical modeling of the breast tissues

There are many models proposed to simulate the breast tissue behavior. The most simplistic models considered the breast as a homogeneous tissue [Carter et al., 2008]. Roose et al., 2006 used an elastic model to simulate the breast behavior, however, for large deformations, the soft tissue presents hyperelastic behavior [Rajagopal et al., 2008]. The work in [Ruiter et al., 2006] compared different elastic and hyperelastic models in order to simulate the mammographic compression, they concluded that the anisotropy of the breast due to the internal tissue distribution must be considered for simulating this compression. Additionally, simplifying the breast model without considering the internal tissues may lead to unrealistic simulations and that approximation could cause overestimation on the X-ray dose with the resultant overestimation of the risk for the patient [Sechopoulos et al., 2012].

To accurately model the breast biomechanical behavior, the response of the three main internal tissues must be modeled: fat, glandular tissue and skin. For that reason, other works reported heterogeneous models of the breast [Azar et al., 2001; Samani and Plewes, 2004; del Palomar et al., 2008; Pathmanathan et al., 2008; Solves Llorens et al., 2012].

On the other hand, even though most biomechanical models of the breast do not include the anisotropy of the Cooper’s ligaments due to the difficulty of knowing their location, some sensitivity studies consider that their influence is significant [Tanner et al., 2006b; Ruiter et al., 2006; Gefen and Dilmoney, 2007]. Therefore,
the effect of Cooper’s ligaments must be taken into account by the model. Furthermore, it must be considered that the breast is always subjected to a force in every acquisition technique due to some loading condition such as gravity or compression. How to obtain the non-deformed state of the breast (the state without loads) is something that is still under investigation [Rajagopal et al., 2010].

The anisotropic hyperelastic model proposed in [Han et al., 2012] assumes that, due to the presence of Cooper’s ligaments, as well as the effect of gravity, the behavior of the breast tissues is anisotropic and can be considered as a fiber-reinforced material. This was the model used to test the methodology proposed in this thesis.

4.5.1 Hyperelastic anisotropic model of the breast

According to Han et al., 2012, the orientation of the fibers was defined in the chestwall-nipple direction. This means that the breast is more likely to deform in the fiber direction. This fiber reinforcement allows the simulation of the initial deformation of the breast due to gravity and considers the internal interactions of the Cooper’s ligaments [Han et al., 2012]. The strain energy function for materials with fibers aligned in a specific direction can be defined as Eq. 4.6 shows, where the isotropic component \( W_{iso} \) and the fiber anisotropy \( W_{fib} \) are decomposed.

\[
W = W_{iso}(I_1, I_2, I_3) + W_{fib}(I_4) \tag{4.6}
\]
Following the indications by Han et al., 2012, a neo-Hookean hyperelastic model was chosen for modeling the behavior of the breast internal tissues. Eq. 4.7 shows the final energy function of the model used in this work.

\[
W_{iso}(I_1, I_2, I_3) = \mu \left( \frac{I_1}{2} - 3 \right) + \frac{1}{d} (J - 1)^2 \\
W_{fib}(I_4) = \eta \left( \frac{I_4}{2} - 1 \right)^2
\]

where \( \mu \) stands for the initial shear modulus of the material, \( d \) stands for the incompressibility parameter of the material, \( \eta \) stands for a parameter controlling the strength of the fibers, and \( J \) stands for the determinant of the deformation gradient tensor.

Both \( \mu \) and \( d \) parameters can be determined from other two elastic parameters, the Young’s modulus \( E \) and the Poisson’s ratio \( \nu \) as it is shown in Eq. 4.8.

\[
\mu = \frac{E}{2(1 + \nu)} \\
d = \frac{2}{k} \\
k = \frac{E}{3(1 - 2\nu)}
\]

The skin was considered isotropic with only one parameter to estimate, \( E_{skin} \). Finally, and assuming that all the tissues are incompressible (\( \nu = 0.49 \)), \( \langle E_{fat}, \eta_{fat}, E_{glandular}, \eta_{glandular}, E_{skin} \rangle \) was the set of parameters to be estimated by the search algorithm.
4.5.2 Estimation of the biomechanical properties

The application of the methodology developed for the *in-vivo* estimation of the biomechanical behavior for the breast is based on the acquisition by an MRI-guided biopsy device of two 3D images of the breast in different states of deformation. The description of the MRI-guided biopsy was detailed in Section 4.2.2. This device can provide an MRI of the free breast in prone position and another MRI of the breast subjected to a controlled compression produced by the plates that keep the breast in a fixed position during the biopsy. In the last case, the applied compression force must be known in order to perform the virtual simulation of that compression. The compression force can be provided by the MRI-guided biopsy device by means of a force detector placed on the plates as described in [Tan et al., 2010].

From the MRI of the uncompressed breast, the simulation of the compression produced by the plates was performed using the proposed biomechanical model. Then, an iterative search process is applied in order to find the elastic constants of the constitutive equations of the proposed model, trying to provide the best fit between the simulated compressed MRI and the real compressed MRI.

The methodology uses the parameter optimization based on genetic heuristics described in Section 3.2 with the GSF as the fit function. The simulation was carried out applying the FEM to a breast software phantom to simulate the compression on synthetic cases. The use of phantoms allowed to have realistic scenarios while controlling all the constraints as well as reducing the amount
of unknown boundary conditions. Since the biomechanical model needs the distribution of the different tissues of the breast, it is assumed that this segmentation can be performed as described in [Solves Llorencs et al., 2012].

### 4.5.3 Software phantom generation

The breast phantoms used in this work were proposed by Pokrajac et al., 2012. They are formed by three materials: fat tissue, glandular tissue and skin. The effect of the Cooper’s ligaments was modeled by the anisotropy of the proposed biomechanical model as described in Section 4.5.1. The generation of the phantoms was carried out by recursive partitioning using octrees and implemented on GPUs in order to speed up the process [Chui et al., 2012]. The breast phantoms consisted of a 3D raw volume simulating the distribution of fat and dense compartments in the breast volume separated by the Cooper’s ligaments and wrapped by the skin (Section 4.3, Figure 4.10). The breast phantoms were constructed using the homogeneous meshes as described in Section 4.4.

### 4.5.4 Boundary conditions and contact

The mesh of the breast phantom was placed between two rigid plates, thus simulating the breast compression in an MRI biopsy device (Figure 4.19). Additionally, the corresponding nodes belonging to the chest wall were restricted in the chestwall-nipple direction (Z) and the nodes already in contact with the fixed plate were also restricted in the vertical direction (X) to avoid rigid body
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Figure 4.19: Simulation of the mammographic compression of a breast phantom in an MRI-guided biopsy device.

displacement during the simulation. A force $F$ was applied to the movable plate in the $Y$ direction while the other plate was completely fixed. To reduce the variability of the experiment and the number of variables affecting the whole simulation, the contact between the plates and the breast surface was modeled as a non-friction contact.

4.5.5 Search algorithm

A diagram of the iterative search algorithm used to estimate the biomechanical parameters of the proposed model is shown in Figure 4.20. A genetic heuristic was used in order to drive the search as it was described in Section 3.2. First, the breast compression was simulated using the target set of parameters $X_t$. 
This simulation was used as a ground truth in order to evaluate the similarity of each candidate simulation.

The iterative search algorithm works as follows: in each generation $i$ of the algorithm, the candidate sets of parameters $X_i$ are applied to the model to simulate the breast compression. Both the target deformation and the candidate simulation are used to deform the 3D software phantom, thus having a target phantom and a candidate phantom. The creation of the deformed phantoms was carried out on the GPU, considering the undeformed phantom as a 3D texture and using a linear interpolation of the gray levels over each deformed element of the mesh.

The comparison was carried out only on the glandular tissue compartments and using the Geometric Similarity Function (GSF), described in Section 3.3, as the fit function. The larger size of fat tissue with regard to glandular tissue could cause the average values of GSF to be less significant. Additionally, the main differences were located in the neighborhood of glandular tissue compartments. Therefore, the focus was made on those areas even though the fat tissue may be considered as well to perform the volume comparison or even to validate the results with a different measure.

### 4.5.6 Results

Ten phantoms with glandular density randomly distributed between 7% and 35%, with a volume of 250 ml and identical shape were generated. For all of them, the size of the uncompressed phantoms was 170 mm in vertical direction, 100 mm in lateral
Figure 4.20: Flowchart of the optimization process using genetic heuristics.
direction and 50 mm in chestwall-nipple direction. The resolution of the phantom voxel was set to be 200 µm, which was small enough to detect the slightest differences between candidate and target deformations.

A uniformly distributed force $F$ of 100 N was applied to the movable plate. This value was chosen as the average value of the forces applied to perform mammographic compression to real patients during X-ray mammography [Solves Llorens et al., 2012].

The experiment considered three different sets of target parameters. Two experiments, named $X_1^t$ and $X_2^t$, in which the skin tissue was not considered and was treated as fat tissue were performed. The first two experiments simplified the model to prove the methodology considering different breast tissue behaviors. A third experiment $X_3^t$ was also carried out, this time taking into account the skin, thus having a complete model of the breast.

Target and predicted parameters for each one of the phantoms are shown in Tables 4.4, 4.5 and 4.6. The stop condition for all the experiments was triggered when the fit function did not improve more than $10^{-6}$ in the last 5 generations. It is important to notice that even though GSF is very useful to discriminate good and bad volume similarity, there is no natural interpretation of its values. Therefore, the tables show the values of JC and MHD for interpretation purposes.

Considering the variability of the biomechanical behavior of glandular and fat tissues estimated by Han et al., 2012, the search space of the iterative algorithm was defined by the following
initial intervals:

\[
E_{fat} \in [5000 - 20000] \text{ Pa} \\
\eta_{fat} \in [50000 - 200000] \\
E_{glandular} \in [5000 - 80000] \text{ Pa} \\
\eta_{glandular} \in [50000 - 200000] \\
E_{skin} \in [200000 - 3000000] \text{ Pa}
\]

The genetic algorithm configuration was set up as follows: the population size for each iteration was set to 84 in order to parallelize the process among the 12 cores of the computer. The crossover fraction was set to 0.8, this meant that the 20% of the children were generated by mutation and the 80% by crossover; the elite count was set to 2. Finally, the number of generations was set to 15, ensuring enough exploration of the search space in a reasonable computation time. This configuration was previously analyzed in [Martínez-Martínez et al., 2013b]. Taking advantage of the independent simulations of the genetic algorithm within the same generation, the process was parallelized in the different cores of the computer thus accelerating the search.

In this experiment, the commercial FE package ANSYS® was used to simulate the target deformation as well as each candidate simulation. The glandular compartments of the candidate compressed phantoms were compared with the same compartments of the target compressed phantom with the GSF as the fit function using the implemented genetic algorithm in MATLAB® [Chipperfield and Fleming, 1995]. The number of simulations needed to
Table 4.4: Parameters for the target deformation $X_t^1$ and estimated parameters for the model without skin.

<table>
<thead>
<tr>
<th></th>
<th>$E_{fat}$ (Pa)</th>
<th>$\eta_{fat}$</th>
<th>$E_{glandular}$ (Pa)</th>
<th>$\eta_{glandular}$</th>
<th>JC</th>
<th>MHD (vox)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_t^1$</td>
<td>10 000</td>
<td>100 000</td>
<td>40 000</td>
<td>150 000</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$\hat{X}_t^1$ Phantom 1</td>
<td>9746</td>
<td>107 720</td>
<td>49 812</td>
<td>119 410</td>
<td>0.947</td>
<td>0.689</td>
</tr>
<tr>
<td>$\hat{X}_t^1$ Phantom 2</td>
<td>10 036</td>
<td>104 840</td>
<td>40 049</td>
<td>126 520</td>
<td>0.988</td>
<td>0.20</td>
</tr>
<tr>
<td>$\hat{X}_t^1$ Phantom 3</td>
<td>9766</td>
<td>119 430</td>
<td>47 541</td>
<td>114 900</td>
<td>0.944</td>
<td>0.788</td>
</tr>
<tr>
<td>$\hat{X}_t^1$ Phantom 4</td>
<td>10 086</td>
<td>113 560</td>
<td>37 552</td>
<td>110 840</td>
<td>0.978</td>
<td>0.422</td>
</tr>
<tr>
<td>$\hat{X}_t^1$ Phantom 5</td>
<td>10 303</td>
<td>91 353</td>
<td>40 256</td>
<td>60 956</td>
<td>0.913</td>
<td>0.90</td>
</tr>
<tr>
<td>Avg. $\hat{X}_t^1$</td>
<td>9987</td>
<td>107 381</td>
<td>43 042</td>
<td>106 525</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>234</td>
<td>10 569</td>
<td>5314</td>
<td>26 130</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Error</td>
<td>1.83 %</td>
<td>10.84 %</td>
<td>10.05 %</td>
<td>28.98 %</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

The first two experiments (Table 4.4 and Table 4.5) achieved a mean relative error of 1.83% and 4.77% for $E_{fat}$, 10.05% and 5.40% for $E_{glandular}$, and 10.84% and 12.79% for $\eta_{fat}$. These errors are relatively low and the estimation of these parameters with the pre-
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Table 4.5: Parameters for the target deformation $X^2_t$ and estimated parameters for the model without skin.

<table>
<thead>
<tr>
<th></th>
<th>$E_{fat}$ (Pa)</th>
<th>$\eta_{fat}$</th>
<th>$E_{gland}$ (Pa)</th>
<th>$\eta_{gland}$</th>
<th>JC</th>
<th>MHD (vox)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X^2_t$</td>
<td>7500</td>
<td>75 000</td>
<td>30 000</td>
<td>112 500</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$\hat{X}^2_t$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phantom 6</td>
<td>7538</td>
<td>73 112</td>
<td>29 826</td>
<td>121 820</td>
<td>0.991</td>
<td>0.226</td>
</tr>
<tr>
<td>Phantom 7</td>
<td>6785</td>
<td>96 682</td>
<td>31 488</td>
<td>154 810</td>
<td>0.926</td>
<td>0.667</td>
</tr>
<tr>
<td>Phantom 8</td>
<td>7523</td>
<td>95 324</td>
<td>28 292</td>
<td>74 674</td>
<td>0.953</td>
<td>0.652</td>
</tr>
<tr>
<td>Phantom 9</td>
<td>6520</td>
<td>75 593</td>
<td>34 445</td>
<td>180 770</td>
<td>0.923</td>
<td>0.850</td>
</tr>
<tr>
<td>Phantom 10</td>
<td>7532</td>
<td>71 527</td>
<td>29 717</td>
<td>99 797</td>
<td>0.988</td>
<td>0.258</td>
</tr>
<tr>
<td>Avg. $\hat{X}^2_t$</td>
<td>7180</td>
<td>82 448</td>
<td>30 754</td>
<td>126 374</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>490</td>
<td>12 468</td>
<td>2353</td>
<td>42 330</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Error</td>
<td>4.77 %</td>
<td>12.79 %</td>
<td>5.40 %</td>
<td>30.30 %</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.6: Parameters for the target deformation $X^3_t$ and estimated parameters for the model considering the skin.

<table>
<thead>
<tr>
<th></th>
<th>$E_{fat}$ (Pa)</th>
<th>$\eta_{fat}$</th>
<th>$E_{gland}$ (Pa)</th>
<th>$\eta_{gland}$</th>
<th>$E_{skin}$ (Pa)</th>
<th>JC</th>
<th>MHD (vox)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X^3_t$</td>
<td>10 000</td>
<td>100 000</td>
<td>40 000</td>
<td>150 000</td>
<td>1 600 000</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$\hat{X}^3_t$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ph. 1</td>
<td>10 086</td>
<td>101 290</td>
<td>37 390</td>
<td>160 110</td>
<td>1 577 800</td>
<td>0.933</td>
<td>0.72</td>
</tr>
<tr>
<td>Ph. 2</td>
<td>10 116</td>
<td>102 534</td>
<td>69 040</td>
<td>159 300</td>
<td>1 492 338</td>
<td>0.91</td>
<td>2.29</td>
</tr>
<tr>
<td>Ph. 3</td>
<td>9886</td>
<td>84 556</td>
<td>40 958</td>
<td>87 594</td>
<td>1 637 200</td>
<td>0.961</td>
<td>1.71</td>
</tr>
<tr>
<td>Ph. 4</td>
<td>11 372</td>
<td>87 682</td>
<td>30 150</td>
<td>165 830</td>
<td>1 502 500</td>
<td>0.949</td>
<td>1.18</td>
</tr>
<tr>
<td>Ph. 5</td>
<td>11 452</td>
<td>77 835</td>
<td>40 307</td>
<td>191 230</td>
<td>1 499 500</td>
<td>0.90</td>
<td>1.29</td>
</tr>
<tr>
<td>Avg. $\hat{X}^3_t$</td>
<td>10 369</td>
<td>92 845</td>
<td>37 817</td>
<td>155 159</td>
<td>1 572 020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Std. Dev.</td>
<td>1029</td>
<td>14 076</td>
<td>4503</td>
<td>39 549</td>
<td>69 689</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Error</td>
<td>7.95 %</td>
<td>12.82 %</td>
<td>7.00 %</td>
<td>20.08 %</td>
<td>4.56 %</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The presented methodology can be considered successful. Regarding the parameter controlling the fiber strength for the glandular tissue, $\eta_{\text{glandular}}$, its estimation was not so accurate.

To analyze this result, a sensitivity analysis was performed in order to know the influence of this parameter in the model. To perform this, all the parameters except $\eta_{\text{glandular}}$ were fixed to their target values. Then, $\eta_{\text{glandular}}$ was iterated separately over the search interval [50 000 - 200 000] and the deformed phantom obtained with this set of parameters was compared to the target phantom. Figure 4.22 shows a graph with the tendency of JC.
and MHD when varying $\eta_{\text{glandular}}$ over the initial search interval. Values of JC>0.93 and MHD<1 voxels in the whole range proved the low influence of this parameter in the model.

The $\eta$ parameters take into account two effects: gravity force and influence of Cooper’s ligaments. On one hand, the breast is subjected to initial strains-stresses due to the gravity force in both states, compressed and uncompressed. Ideally, the deformation caused by the gravity force must be considered separately of the tissue constitutive model. Unfortunately, knowing the non-strain state of the breast is something that is still being investigated [Rajagopal et al., 2008]. On the other hand, the influence of the Cooper’s ligaments was modeled only in one direction as stated in [Han et al., 2011]. Since they have an unknown effect on the model, the effect of these ligaments should be better modeled in the three directions of the space. This would involve that new
parameters were added to the model. Nevertheless, they could also be estimated with the proposed methodology.

Regarding the anisotropic parameter for the fat tissue, $\eta_{fat}$, its estimation was more accurate with an error lower than 13%. This discrepancy with the estimation of $\eta_{glandular}$ may be due to the higher presence of fat tissue in the breast as well as the higher influence of the Cooper’s ligaments in this tissue. This results in a higher effect of $\eta_{fat}$ on the model compared to the effect of $\eta_{glandular}$.

It is important to highlight the importance of JC and MHD, which indicate how accurate the estimation was. The best estimated set of parameters were for Phantoms #2 and #6, where the JC value was about 0.99 and the MHD value was 0.2 voxels (1 vox = 200 µm). These are good indicators of the accuracy of the estimated parameters which, especially in these cases, were very close to the target parameters with errors lower than 1% for $E_{fat}$ and $E_{glandular}$ and lower than 5% for $\eta_{fat}$.

As for the estimation of the whole model of the breast, including the skin, the accuracy of the elastic parameters showed errors lower than 8% (Table 4.6). The addition of the skin to the model did not decrease the performance of the methodology. In this case, the estimated elasticity for the skin was achieved with a 4.56% of relative mean error which indicates a great influence in the breast model as reported in [Solves Llorens et al., 2012]. On the other hand, the estimation of the $\eta$ parameters showed an accuracy in consonance with the first two experiments, where $\eta_{glandular}$ did not induce much variability within the search range.
The number of elements of the FE mesh also influenced the search algorithm. Increasing the element density would impact highly the time needed to solve the contact problem but would also increase the accuracy of the search. Furthermore, reducing the search intervals would cause the algorithm to converge faster by reducing the search space. In this paper, those intervals were set particularly wide in order to prove the suitability of the methodology in case of barely knowing the elastic parameters of the different tissues. Moreover, increasing the complexity of the problem by using a biomechanical model with more parameters would cause the algorithm to converge slower. Nevertheless, the methodology could still be applied since genetic heuristics are very efficient to handle problems with many variables to optimize.

The application of the methodology to real breasts should consider additional factors such as segmentation discrepancies, the heterogeneity of the same tissue type along the breast and the presence of the pectoral muscle. Despite the higher complexity of the internal distribution of the breast tissues, the MRI can be segmented as detailed in [Solves Llorens et al., 2012] and the comparison between the real compressed MRI and each candidate biomechanical model can follow the same procedure. In order to know the accuracy of the estimation of the parameters in real cases, the values of JC and MHD can be analyzed. The closer JC is to 1 and MHD is to 0, the more accurate the estimated parameters of the model are.
4.6 Conclusions

The estimation of the biomechanical parameters of the breast tissues was performed using a software phantom which generated the anatomy of the breast allowing the simulation of the breast compression in an MRI-guided biopsy device. Furthermore, the quality of the finite element mesh used for modeling the breast internal tissues was analyzed. Homogeneous meshes proved to perform better for the simulation of the mammographic compression. This type of mesh is able to accelerate the finite element simulation and provides more stability.

The application of the proposed methodology to the breast may allow the in-vivo estimation of the patient-specific biomechanical properties of the breast internal tissues. The tissues were this way characterized by the determination of the elastic constants of an anisotropic hyperelastic model for the fat and glandular tissues and for an isotropic elastic model in the case of the skin.

The genetic algorithm was able to find a set of elastic constants almost identical to the target ones without knowing anything about the original behavior and in a wide search space. The performance of the methodology was proved with breast phantoms achieving an estimation error of less than 10%.

The methodology to characterize the constitutive model of real breasts would follow the same procedure. The 3D MRI image of a controlled compression of the breast on the MRI-guided biopsy device can be used as a target deformation and the MRI image of the uncompressed breast can be used to perform the search.
However, in the case of real breasts, there are some external variables that should be taken into account as boundary conditions such as the variability of the biomechanical behavior of the same tissue within the breast, segmentation errors, the gravity effect, the position of the breast in the device or the attachment to the pectoral muscle.
Chapter 5

Characterization of the biomechanical behavior of the cornea

This chapter presents a methodology for the *in-vivo* estimation of the elastic constants specific for the patient of the biomechanical model that characterize the human cornea. The Corvis® ST device was used to obtain a video sequence of the cornea deformation. Using the images of the deformed cornea from this sequence, a search algorithm iterates over the elastic constants to simulate a deformation as close as possible to the real deformed cornea. The methodology was applied to 24 different corneas from 12 volunteer patients estimating the hyperelastic behavior of the corneal tissue specific for each eye of each patient [Lago et al., 2014b].
5.1 Cornea anatomy

The cornea is the most external part of the ocular globe and protects the eye from external interactions. It has a shape of a regular concave-convex lens and, with approximately 43 diopters, has the highest optical power of the eye although having a fixed focus. The diameter of the cornea is about 12 mm and its thickness is between 400 µm and 600 µm, being thinner in the center than in the periphery. The cornea is attached to the sclera in its periphery.

The human cornea is formed by five layers as it is shown in Figure 5.1. From the most exterior layer to the most interior layer, they are:

- Corneal epithelium: the only layer which is in contact with the air, protecting the rest of layers.

- Bowman’s Layer: this layer of about 14 µm is made by collagen fibers and protects the corneal stroma.

- Corneal Stroma: the main component of the cornea representing up to a 90% of it. It is made by transparent collagen fibers in different parallel layers. The orientation of the fibers is mostly in vertical and horizontal directions in the center and following the circumference in the border. This orientations confer the cornea an anisotropic behavior.

- Descemet’s Membrane: the base of the corneal endothelium is this acellular membrane of about 10 µm of thickness also made by collagen fibers.
Corneal Endothelium: the interior surface of the cornea is covered by this layer of about 5 µm of thickness. This layer is in charge of the impediment of external bodies entering the ocular globe and of the nutrition of the rest of the cornea, since it is not vascularized.

5.2 Biomechanical model of the cornea

The human cornea is considered to be an anisotropic, hyperelastic and incompressible tissue [Elsheikh et al., 2007]. Many different models have been presented in the literature so far [Kaliske, 2000; Dupps and Wilson, 2006; Lanchares et al., 2008; Nguyen et al., 2008; Pandolfi et al., 2009; Studer et al., 2010]. Even though each one has its own benefits, all of them rely on the estimation of the biomechanical parameters that define the model. Most of them have measured these parameters using ex-vivo human corneas from an eye bank [Wollensak et al., 2003; Elsheikh et al., 2007]. Others, however, have used the material properties of animal corneas also estimated ex-vivo [Ahearne et al., 2007; Boyce et al.,
The algorithm presented in this thesis is able to estimate \textit{in-vivo} the elastic constants of any biomechanical model proposed for the human cornea.

In this work, the human cornea was considered as a homogeneous tissue and a second order hyperelastic Ogden model was chosen since it provides enough complexity to prove the methodology without disregarding its realism. In addition, this model has been proved to be suitable to simulate the biomechanical behavior of soft tissues. In particular for the behavior of the liver [Martínez-Martínez et al., 2013b].

The energy potential function of the N-order Ogden model is defined in Eq. 5.1.

\[
W_O = \sum_{i=1}^{N} \frac{H_i}{\alpha_i} (\lambda_1^{\alpha_i} + \lambda_2^{\alpha_i} + \lambda_3^{\alpha_i} - 3) + \sum_{i=1}^{N} \frac{K_0}{2} (J - 1)^{2i}
\]  

(5.1)

where \( N \) stands for the order; \( \mu_i \) and \( \alpha_i \) stand for the elastic parameters; \( \lambda_1, \lambda_2 \) and \( \lambda_3 \) are the deviatoric stretches; \( K_0 \) is the Bulk modulus; and \( J \) is the determinant of the elastic deformation gradient.

The chosen order for the Ogden model was 2. This ensured enough complexity in the model without detriment of its realism. Note that the coefficient \( K_0 \) was fixed to 10^7 Pa thus assuming that the cornea is incompressible [Lanchares et al., 2008]. Therefore, the parameters to be estimated in the model for the cornea were the following: \( \langle \mu_1, \alpha_1, \mu_2, \alpha_2 \rangle \).
5.3 Estimation of the biomechanical properties

The methodology presented here relies on the simulation of the deformation of the cornea when applying an air jet for measuring the IOP. This process is known as non-contact tonometry. The Corvis® ST device presented in Section 2.3 was used in the ophthalmologic clinic Fisabio Oftalmología Médica to take images of the cornea during the air pressure loading, thus obtaining a sequence of images from the initial state, passing through the state of maximum deformation, and eventually ending in an undeformed state. The simulation of the cornea deformation was performed using the Finite Element Method (FEM), which has been proved to be suitable for large deformations [Glass et al., 2008; Lanchares et al., 2008]. Both segmentation and meshing of the cornea were performed using a MATLAB® script, which also controlled the subsequent iterative search algorithm.

A 2D finite element mesh was constructed from the initial 2D slice using 6-node triangles (Figure 5.2). The nodes of the mesh corresponding to the edge of the peripheral cornea were restricted in all directions representing the anchoring with the sclera, which is thought to be 5 times stiffer than the cornea. The air jet was applied at the apex of the cornea with an average force of 15 mmHg and an estimated diameter of 3 mm, according to the manufacturer’s indications.

Additionally, the state of maximum deformation of the cornea was taken from the high-speed video after the air jet application. The deformed cornea was segmented in order to compare the biomechanical simulation of its deformation with the real one.
Since the initial state of the cornea is actually subjected to the IOP and cannot be considered to be an undeformed state, the first step was to reproduce the deformed state due to the IOP by estimating the initial stresses to which the cornea is subjected. This process is independent of the tonometer used to measure the IOP. It is also independent of the deformation of the cornea caused by the air jet and it was performed before its simulation. After the deformed cornea was segmented, the initial stresses were extracted by the iterative algorithm within the parameter search. The application of the initial stresses on the biomechanical model resulted in the initial state of the cornea. Then, the air jet was applied at the center of the cornea with the corresponding force and a new FE simulation was performed. This was carried out for each set of parameters proposed by the search algorithm.
5.3. ESTIMATION OF THE BIOMECHANICAL PROPERTIES

Figure 5.3: The image of the cornea is segmented and meshed in both deformed and undeformed status. The IOP is applied to the undeformed model in order to obtain the initial stresses that are used to simulate the deformation due to the air jet. Finally, the simulated deformation is compared with the real deformation of the cornea, and the GSF value is retrieved.
5.4 Search algorithm

The search algorithm uses the parameter optimization methodology as described in Section 3.2. In this case, the fit function to optimize was the dissimilarity of the simulated deformed cornea and the real deformed cornea. The difference was calculated using the Geometric Similarity Function (GSF) which was described in Section 3.3, Eq. 3.31.

The methodology for estimating the parameters of the model has three steps: Initialization, Generation and Termination. Figure 5.3 shows the generation step for each candidate set of parameters.

1. **Initialization**: the algorithm generates an initial random population of elastic parameters $X_0$ within a given interval for each parameter. Additionally, the real deformed cornea is segmented.

2. **Generation**: successive populations $X_i$ are generated iteratively by means of the following steps:

   i. The initial stress is calculated for each individual set of parameters as follows:

      a. The IOP is applied to the internal surface of the cornea, considering its original state as a non-deformed state.

      b. The FEM simulates this loaded state with the Ogden model and the set of elastic constants estimated in each case by the search algorithm. This way, the stresses in the cornea are extracted.
c. The extracted stresses are applied to the cornea as initial stresses along with the IOP.

d. Steps a., b., and c. are iterated until the displacement of the cornea is negligible.

e. The final stresses are obtained and used as the initial stress state for further deformation.

ii. The air jet is applied to the model with the initial stress, and the FEM is solved using each individual set of parameters.

iii. The GSF between each simulated deformation of the cornea and the real deformation is evaluated in the current population.

iv. The best individual sets are selected and tagged as parents. Additionally, the best parents are selected as elite.

v. Children are generated both by combining parents (crossover) or by changing a parent randomly (mutation).

vi. A new population is generated by joining children and elite.

3. **Termination**: step 2 is iterated until a stop condition is triggered.

The stop condition can be from a maximum number of iterations, a sensitivity test between two iterations, or a timer. The parameters that achieve the best GSF value $\hat{X}$, which corresponds to the deformation that is the most similar to the real one, are designated as the estimated parameters of the biomechanical model.
As well as in the case of the breast, the genetic algorithm implemented in MATLAB® was used for the iterative search [Chipperfield and Fleming, 1995]. The search was parallelized in the cores of the computer to accelerate the process.

5.5 Results

First, a synthetic experiment was performed in order to prove the methodology. The same cornea was deformed with two target sets of elastic constants of the biomechanical model. The target sets were $X_1 : \langle \mu_1 = 11000, \alpha_1 = 30, \mu_2 = 35000, \alpha_2 = 80 \rangle$ and $X_2 : \langle \mu_1 = 36000, \alpha_1 = 50, \mu_2 = 32500, \alpha_2 = 88 \rangle$. Their selection was arbitrary within a previously estimated range. The selection of IOP and pachymetry was also arbitrary, with the values of these variables corresponding to an average value among the obtained data of all the patients. The search algorithm was launched in order to find these given sets of parameters. Table 5.1 shows the results for the synthetic experiment for the two corneas, including the target and estimated parameters, JC and MHD values and the mean relative error between them. The genetic algorithm stopped when the 5 last generations were not able to improve the fit function more than $10^{-6}$.

Afterward, 24 samples from 12 patients with healthy cornea between the ages of 25 and 40 years old were used to apply the methodology. These patients were volunteers who gave informed consent. The deformations of the corneas were registered by the Corvis® ST device, and the specific value of the IOP and the pachymetry were measured for each cornea. The size of the pixels
of the Corvis® ST images was 2 µm.

Regarding the configuration of the genetic algorithm, the population was established to 84 enable the pararellization among the 12 cores of the computer. The percentage of crossover generated children was set to 80% and set to 20% for mutation and the elite count was 2, which are the MATLAB® default values. The number of generations was 15 since this configuration has provided good results in previous works [Martínez-Martínez et al., 2013b]. In any case, these parameters can be changed in order to customize the algorithm configuration for each patient.

The biomechanical behavior of the 24 corneas were characterized, estimating the elastic constants of each one for the second-order Ogden model. Table 5.2 shows the estimated parameters for the left and right corneas for all of the patients as well as the JC and MHD values and the mean relative error committed.
Table 5.2: Estimated biomechanical constants for Left and Right eyes for each patient.

<table>
<thead>
<tr>
<th>Patient</th>
<th>IOP (mmHg)</th>
<th>Pachy. (µm)</th>
<th>$\mu_1$ (Pa)</th>
<th>$\alpha_1$</th>
<th>$\mu_2$ (Pa)</th>
<th>$\alpha_2$</th>
<th>JC</th>
<th>MHD (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>15</td>
<td>533</td>
<td>36.508</td>
<td>71.62</td>
<td>13.220</td>
<td>50.17</td>
<td>0.88</td>
<td>22.6</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>535</td>
<td>25.239</td>
<td>74.73</td>
<td>15.360</td>
<td>79.10</td>
<td>0.88</td>
<td>23.0</td>
</tr>
<tr>
<td>$P_2$</td>
<td>11.5</td>
<td>499</td>
<td>38.160</td>
<td>91.73</td>
<td>29.536</td>
<td>83.21</td>
<td>0.87</td>
<td>21.2</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>520</td>
<td>27.220</td>
<td>82.29</td>
<td>31.040</td>
<td>90.24</td>
<td>0.87</td>
<td>23.0</td>
</tr>
<tr>
<td>$P_3$</td>
<td>12.5</td>
<td>458</td>
<td>27.261</td>
<td>91.06</td>
<td>29.539</td>
<td>46.53</td>
<td>0.84</td>
<td>30.8</td>
</tr>
<tr>
<td></td>
<td>8.5</td>
<td>479</td>
<td>39.492</td>
<td>96.80</td>
<td>14.822</td>
<td>6.13</td>
<td>0.87</td>
<td>24.4</td>
</tr>
<tr>
<td>$P_4$</td>
<td>12.0</td>
<td>520</td>
<td>30.434</td>
<td>92.28</td>
<td>7327</td>
<td>32.74</td>
<td>0.88</td>
<td>25.0</td>
</tr>
<tr>
<td></td>
<td>11.5</td>
<td>524</td>
<td>29.588</td>
<td>86.80</td>
<td>31.693</td>
<td>4.37</td>
<td>0.89</td>
<td>19.8</td>
</tr>
<tr>
<td>$P_5$</td>
<td>11.5</td>
<td>580</td>
<td>38.885</td>
<td>77.89</td>
<td>29.141</td>
<td>60.15</td>
<td>0.83</td>
<td>31.4</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>601</td>
<td>22.120</td>
<td>98.86</td>
<td>13.096</td>
<td>91.94</td>
<td>0.82</td>
<td>32.2</td>
</tr>
<tr>
<td>$P_6$</td>
<td>11</td>
<td>567</td>
<td>24.495</td>
<td>33.37</td>
<td>19.519</td>
<td>80.66</td>
<td>0.88</td>
<td>21.6</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>568</td>
<td>22.546</td>
<td>74.73</td>
<td>16.950</td>
<td>80.65</td>
<td>0.87</td>
<td>23.0</td>
</tr>
<tr>
<td>$P_7$</td>
<td>10.5</td>
<td>527</td>
<td>10.978</td>
<td>31.38</td>
<td>33.946</td>
<td>79.82</td>
<td>0.88</td>
<td>21.0</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>540</td>
<td>22.921</td>
<td>68.02</td>
<td>20.739</td>
<td>70.84</td>
<td>0.88</td>
<td>21.0</td>
</tr>
<tr>
<td>$P_8$</td>
<td>13</td>
<td>595</td>
<td>39.721</td>
<td>60.32</td>
<td>14.361</td>
<td>69.21</td>
<td>0.90</td>
<td>19.8</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>588</td>
<td>27.156</td>
<td>18.03</td>
<td>38.305</td>
<td>80.82</td>
<td>0.89</td>
<td>20.6</td>
</tr>
<tr>
<td>$P_9$</td>
<td>13.5</td>
<td>606</td>
<td>17.503</td>
<td>91.11</td>
<td>32.674</td>
<td>53.86</td>
<td>0.89</td>
<td>21.4</td>
</tr>
<tr>
<td></td>
<td>12.5</td>
<td>613</td>
<td>23.161</td>
<td>91.77</td>
<td>37.311</td>
<td>78.22</td>
<td>0.89</td>
<td>21.0</td>
</tr>
<tr>
<td>$P_{10}$</td>
<td>14</td>
<td>584</td>
<td>26.511</td>
<td>84.26</td>
<td>23.502</td>
<td>37.52</td>
<td>0.90</td>
<td>20.6</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>596</td>
<td>51.19</td>
<td>97.99</td>
<td>34.767</td>
<td>56.81</td>
<td>0.89</td>
<td>19.8</td>
</tr>
<tr>
<td>$P_{11}$</td>
<td>8</td>
<td>513</td>
<td>84.58</td>
<td>98.14</td>
<td>27.897</td>
<td>91.71</td>
<td>0.80</td>
<td>41.0</td>
</tr>
<tr>
<td></td>
<td>8.5</td>
<td>522</td>
<td>30.704</td>
<td>98.98</td>
<td>15.862</td>
<td>43.92</td>
<td>0.79</td>
<td>43.2</td>
</tr>
<tr>
<td>$P_{12}$</td>
<td>12.5</td>
<td>558</td>
<td>12.330</td>
<td>79.19</td>
<td>21.224</td>
<td>83.78</td>
<td>0.83</td>
<td>35.8</td>
</tr>
<tr>
<td></td>
<td>14.5</td>
<td>555</td>
<td>38.327</td>
<td>11.27</td>
<td>32.852</td>
<td>76.47</td>
<td>0.88</td>
<td>24.4</td>
</tr>
</tbody>
</table>

Avg.  $\hat{X}$  26.034  75.11  22.962  63.70  0.87  25.4

Std.Dev.  9960  26.03  9531  25.01  0.03  6.8
Figure 5.4 shows, for a real experiment, the original segmented cornea, the simulated deformed cornea and their differences for one patient. The gray values identify the correspondence between the two segmentations while the black and white pixels represent the signed differences (positive or negative).

5.6 Discussion

The estimated parameters for the synthetic cases proved that the methodology allows to obtain a biomechanical model that is very similar to the target one. A mean relative error of less than 5% in the estimation of the $\mu$ parameters and an error of around 2.5% in the estimation of $\alpha$ parameters indicate a very small deviation from the target parameters. Even though GSF is very useful for performing the iterative search since it considers
both overlap and distance, it is hard to translate its values into a real meaning. Therefore, only JC and MHD values are used to interpret the results. JC showed a value of 0.99 (99% overlap), and MHD showed a maximum distance of less than 5 \( \mu m \), which indicates that the simulated deformation is virtually identical to the target deformation.

Moving on to the real corneas, the differences between pixels observed in Figure 5.4 show a thin line of non-matching pixels along the surface of the cornea (internal and external). Table 5.2 shows that this distribution of non-matching pixels led to JC values of 87% which means that the majority of the cornea tissue is overlapping. Additionally, having as many white pixels as black pixels indicates that the maladjustment is distributed all along the surface and in the same proportion. On the other hand, the MHD values showed that the distances between the simulated and real deformed cornea were, on average, close to 25 \( \mu m \) (5% of the average corneal thickness) which indicated the great resemblance of the two images. Therefore, the JC and MHD values allow knowing how good the adjustment has been, which gives an idea about the reliability of the estimated model for that specific patient.

The parameters of the Ogden model obtained between individual patients proved to be very different due to the high variability in composition and heterogeneity of the population. Average values of 26034 \( \pm \) 9960 Pa and 22962 \( \pm \) 9531 Pa for \( \mu_1 \) and \( \mu_2 \), respectively, and 75.11 \( \pm \) 26.03 and 63.70 \( \pm \) 25.01 for \( \alpha_1 \) and \( \alpha_2 \), respectively, are in consonance with previous studies that pointed out this variability [Elsheikh et al., 2007].
Even though an isotropic hyperelastic Ogden model was used to prove the algorithm, the methodology presented here can be used with any other biomechanical model chosen to represent the real behavior of the cornea, even adding more complexity like considering anisotropy or viscoelasticity. The only difference will be the number of parameters that the genetic algorithm has to handle and the consequent computation time necessary.

The Corvis® ST device used for the image acquisition proved to be suitable for this methodology even though more complex personalized devices could be used to characterize the anisotropy or viscoelasticity of the model. This is the only device currently on the market that can provide the information for the *in-vivo* characterization of the human cornea. If more information of the undeformed and deformed cornea (such as a 3D reconstruction or a different type of deformation) were available, this methodology could achieve much more accurate results.

The worst values of JC and MHD appeared in cases where the position of the air jet was not exactly aimed at the apex of the cornea, while, in the simulated model, it is always applied at it. Therefore, the image acquisition must be carefully performed in order to avoid inaccurate and unreliable results. Correcting these abnormalities can lead to greater values of JC (closer to those obtained in the synthetic experiments), which would guarantee a lower error in the parameter estimation.

This methodology was proved to be suitable in a simple 2D model of the cornea. Therefore, having a 3D geometry of the cornea would increase the accuracy of the estimated biomechan-
ical model and it would broaden the applications of having a biomechanical characterization of the corneal tissue. Moreover, with these simulated deformations, additional physiological properties of the cornea could also be inferred.

The elastic parameters of the average cornea may also be useful to construct a generic biomechanical model of the human cornea. Therefore, the average elastic parameters were also used to simulate the air jet and compared with the real deformation of each patient. The results of the simulation with the average cornea led to JC values of $0.536 \pm 0.256$ and average MHD values of $79.38 \pm 163.77 \mu m$ which indicates that the average cornea is not useful for every patient.

### 5.7 Conclusions

In this chapter, the methodology for the *in-vivo* estimation of the elastic constants was applied to model the human corneal tissue. Two experiments were carried out, a synthetic experiment with the aim to prove the performance and evaluate the accuracy of the methodology, and a second experiment with real corneas. The iterative search was able to characterize the biomechanical behavior of the cornea of each patient with a hyperelastic, second-order Ogden model. Twenty-four patient-specific biomechanical models were constructed which proved to be very similar to the real behavior of the patients’ corneas.

This methodology is easily applicable to any biomechanical model adding also anisotropy and viscoelasticity. Furthermore, being able to estimate the biomechanical behavior of the cornea
would also allow physiological and optical parameters like hysteresis or refractive power to be inferred, and would also allow the cornea response to be simulated during and after refractive surgical procedures. Additionally, a very interesting line of research would be to classify the cornea behavior taking into account different factors such as gender, age or, ocular diseases.
Chapter 6

Conclusions

This dissertation has presented a methodology for the in-vivo characterization of the biomechanical behavior of two different organs: the breast and the cornea. The methodology can be translated to construct a biomechanical model for the breast and for the cornea without the need of any invasive intervention, and within the clinical protocols.

The methodology considers the estimation of the elastic constants as a parameter optimization problem. A genetic heuristic was selected to drive the search algorithm due to its ability to find the minimum of a complex function that may present many local minima. The optimization was carried out using, as fit function, a volumetric similarity function, the GSF, which considers both overlap and distance between the real deformation of an organ and its simulation.
6.1 Summary of contributions

- **Selection of the best coefficients for volume comparison**: This experiment tested the behavior of several coefficients used traditionally for validation of segmentations in order to compare the similarity between two volumes. It was proved that the combination of Jaccard Coefficient and the Modified Hausdorff Distance allows the evaluation of the realism of a simulation of the deformation of an organ by its biomechanical model.

- **Mesh quality study**: This study proved the high importance of the quality of the mesh elements in order to get reliable simulations and avoid convergence problems. The use of a homogeneous mesh instead of an adaptive mesh is more suitable to simulate complex internal tissue distributions as can be found in the breast.

- **Biomechanical parameter estimation for the breast tissues**: In the case of the breast, the mammographic compression during an MRI biopsy is able to retrieve the 3D volume of the compressed breast. A biomechanical model simulating the same compression was used to create software phantoms trying to mimic the current procedure. The application of the parameter estimation to the breast phantoms achieved an accuracy of about 90%.

- **Biomechanical parameter estimation for the cornea**: Finally, the parameter estimation was also used to create a biomechanical model of the human cornea taking advantage
6.2 FUTURE WORK

of the tonometry. This technique is used to measure the IOP of the eye by applying an air jet to the cornea. The Corvis® ST device records the deformation over time of the cornea. These images were used to create a biomechanical model simulating the air jet. 24 corneas were characterized and a validation with synthetic experiments proved to obtain an accuracy of above 95%.

6.2 Future work

Since the methodology proposed in this thesis was tested, in the case of the breast, with software phantoms, the next step in this research will be to apply it to real patients. First, the breast will be segmented to separate the different internal tissues. The homogeneous meshing algorithm will be used to mesh the complex internal structures such as the glandular tissue thus improving the convergence of the simulation. The force applied by the MRI scanner can be obtained using a force sensor on the compression plates and the simulation of the compression can be performed as it was described for the phantoms. Finally, the iterative search will be able to estimate the elastic constants that define the biomechanical behavior of the breast tissues for each specific patient. This model could be used to locate tumors in different positions of the breasts such as the prone to supine deformation or for the registration between an X-ray mammogram and the MRI.

In the case of the cornea, after estimating the biomechanical behavior of the tissue, some pathologies can be detected since they modify the stiffness of the tissue. Using the 3D reconstruction of
the cornea that can be obtained from devices such as Pentacam together with the biomechanical model previously estimated for the patients the deformation resultant of the insertion of intracorneal rings for patients with keratoconus could be predicted. This way, the position, angle, and ring size will be optimized for each patient. Additionally, some physiological parameters such as the hysteresis or the corneal resistance factor can be estimated.

6.3 Final considerations

The characterization of the behavior of soft tissue is the core of its biomechanical simulation and the responsible of achieving realistic results. With the guarantee of estimating how an organ reacts to external interactions, surgeons can count on having virtual environments capable to simulate real interventions. This way, surgeons can prevent critical scenarios, train their skills, and plan future interventions, as well as use them for surgical guidance.

The development of a complete virtual body that considers all the possible interactions is still far in the future. However, the first steps in this direction are to provide a realistic behavior of the tissues present in the organs. Unfortunately, computational costs are still a big barrier since the time needed for solving the FEM is too high. Even though some meshfree methods are currently gaining popularity in numerical simulation they are still very time consuming [Liu, 2010].

The ultimate goal is the creation of a realistic simulation of the whole human body in real time, but this is something that, to date, is still only in our imagination.
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