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Abstract:  
In this paper, a new time synchronization algorithm for OFDM systems with repetitive preamble is 
proposed. This algorithm makes use of coarse and fine time estimation; the fine time estimation is 
performed using a cross-correlation similar to previous proposals in the literature, whereas the 
coarse time estimation is made using a new metric and an iterative search of the last sample of the 
repetitive preamble. A complete analysis of the new metric is included, as well as a wide 
performance comparison, for multipath channel and carrier frequency offset, with the main time 
synchronization algorithms found in the literature. Finally, the complexity of the VLSI 
implementation of this proposal is discussed.  
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1 Introduction 
Orthogonal Frequency Division Multiplexing (OFDM) is a multicarrier modulation technique 

that has been adopted in many digital communication standards. Each OFDM symbol is composed 
of N samples; these are generated performing an N-point inverse Fast Fourier transform (IFFT) on 
N complex data symbols. Before transmission, the OFDM symbol is cyclically extended (this 
extension is called cyclic prefix, CP). If the CP is at least as long as the maximum delay spread of 
the channel, the inter symbol interference (ISI) caused by time dispersive channels is avoided. 
OFDM systems are very sensitive to errors in time and frequency synchronization. Multipath 
wireless channels blur the boundary between consecutive OFDM symbols, so time 
synchronization consists in estimating where the fast Fourier transform (FFT) window must begin 
to cover only samples belonging to the same OFDM symbol so as to avoid ISI and inter-carrier 
interference. 

 
In this paper we present a new time synchronization algorithm for preamble-based OFDM 

systems whose preamble has a repetitive structure in the time domain; examples of this are the 
WLAN standard IEEE 802.11 a/g [1] [2], the WMAN standard IEEE 802.16-2004 [3], or the 
future standard for wireless access in vehicular environments IEEE 802.11p, which is under 
development as an amendment to the IEEE 802.11. For example, in Fig. 1 the structure of the 
IEEE 802.11 a/g preamble is shown: it consists of 10 identical short symbols (SS) of 16 samples. 
This repetitive part is usually completed with several OFDM symbols designed for channel 
estimation. 

 
A great number of methods for OFDM time synchronization have been proposed in the 

literature. Some of them exploit the periodic structure of the cyclic prefix in OFDM symbols such 
as [4]-[7]. They were originally designed for general OFDM systems and can be adapted to be 
used in preamble-based OFDM systems; nevertheless, a better performance can be obtained by 
using algorithms that take advantage of the known preamble structure. Other algorithms make use 
of repeated preambles [8]-[11] similar to the IEEE 802.11a/g preamble, so they can be easily 
adapted to this standard. Some methods employ training symbols specifically designed to improve 
the performance of the proposed algorithm, such as [12]-[15]; these solutions cannot be used in the 
synchronization of existing systems with a defined preamble. And finally, some time 
synchronization techniques have been specifically designed for the IEEE 802.11a/g standard, such 
as [16]-[23].  

 
Among the algorithms that make use of a preamble, two main techniques can be distinguished. 

The first technique is based on the Maximum-Likelihood principle and the preamble structure. For 
example, in [18] the Generalized Akaike Information Criterion (GAIC) is used to jointly estimate 
the channel and establish timing synchronization. Although the achieved performance is good, it 
has an extremely high complexity. To solve this problem, in [17] another ML algorithm was 
presented by Yik-Chung et al., which has similar performance but much lower complexity, due to 
the smaller observation length. This one was chosen for comparison with the algorithm proposed 
in this work. The second main technique for time synchronization consists in correlating the 
received signal with a delayed version of itself [8], [11], with the known transmitted preamble [9]; 
or a combination of both auto-correlation and cross-correlation [10], [16], [19], [22]. 

 
Among the algorithms that can be adapted to a standard preamble, Shi & Serpedin [11] achieves 

the best performance, so it was selected for comparison. It presents a robust frame and time 
synchronizer, which finds the peak of a certain correlation metric that is achieved by invoking 
maximum likelihood principles. It calculates several auto-correlations using only the repetitive 
short symbols of the preamble. Among the algorithms based on correlation specially designed for 
IEEE 802.11a/g, only the algorithms that perform both coarse and fine time estimation were 
analyzed. Manusani et al. [21] and Troya et al. [19] proposed an auto-correlation based on 
Schmidl & Cox [8] for coarse time estimation using the short symbols and another algorithm for 
fine time estimation using the symbols for channel estimation. Manusani et al. [21] performs a fine 
time estimation exploiting the conjugate property of the symbols for channel estimation, whereas 
Troya et al. [19] makes use of a simplified cross-correlation with the first 32 complex samples of 
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the symbols for channel estimation (carrier frequency offset (CFO)  is estimated and compensated 
before doing this cross-correlation). The algorithms proposed by Chang & Kelly [16], 
Zhou & Saito [22] and Kim & Park [23] calculate a cross-correlation between the received signal 
and the transmitted short symbols for fine time synchronization. For coarse time estimation [16] 
performs a maximum-likelihood auto-correlation, [22] an auto-correlation based on [8], and [23] 
uses the same cross-correlation for coarse and fine time estimation. For all these three algorithms, 
time synchronization only employs the short symbols of the preamble and finishes before the 
symbols for channel estimation (LS). 

 
The algorithm proposed in this paper also calculates a cross-correlation between the received 

signal and the transmitted short symbols for fine time synchronization such as Chang & Kelly 
[16], Zhou & Saito [22] and Kim & Park [23], but a new metric is proposed for coarse time 
estimation. As will be demonstrated later, the proposed algorithm achieves good performance for 
low signal to noise ratio (SNR) and has a low-cost VLSI implementation that would facilitate its 
integration in a multi-standard processor for OFDM communications [24]. 

 
This paper is organized as follows: Section 2 presents the system model used in the rest of the 

paper. Section 3 describes the proposed synchronization algorithm, whereas in Section 4, an 
analysis of the new time metric is given. Section 5 is devoted to the performance evaluation by 
means of simulations. Section 6 deals with the VLSI implementation. Finally, conclusions are 
given in Section 7.  

 

2 System Model 
The samples of an OFDM symbol generated by an IFFT in the transmitter are given by:  

∑
−

=

=
1

0

/21)(
N

k

Nknj
k eX

N
nx π ,   n = 1, 2, …, N – 1, (1) 

where N is the number of subcarriers, Xk represents the data symbol transmitted on the k-th 
subcarrier and x(n) are the OFDM symbol samples after the IFFT. As commented above, the 
transmitted symbol is periodically extended (cyclic prefix) appending, at the beginning, the last G 
samples of the symbol: [x(N – G), …, x(N – 1), x(0), … x(N – 1)]. At the receiver, the received 
signal from a multipath channel after being sampled can be represented as: 

)()()( /2 nwensnr Nnj += λπ , (2) 

where λ  is the carrier frequency offset (CFO) normalized to the subcarrier spacing 1 / (N Ts), 
w(n) represents the zero-mean complex additive white Gaussian noise (AWGN) and 

∑ =
−= hL

l
lnxlhns

0
)()()( , where h(l) is the impulse response of the multipath radio channel with 

Lh paths. 
 
Fig. 1 presents an example of repetitive preamble (this structure will also be used by the future 

standard IEEE 802.11p for wireless access in vehicular environments) designed for time 
synchronization and channel estimation. It consists of ten identical short symbols (SS) of 16 
samples and two identical long symbols (LS) of 64 samples preceded by a guard interval (GI) 
composed of 32 samples from last samples of the LS. The problem of time synchronization is to 
find a known sample as a reference. For example, once signal detection and automatic gain control 
(AGC) are completed at sample ni (see Fig. 1), time synchronization can begin: this must find the 
starting-point of GI (nGI); so, channel estimation can be correctly achieved using the long symbols 
and also a reference for the first OFDM symbol is obtained. 

3 Proposed Algorithm  
The purpose of the time synchronization algorithm is to find where the first sample of GI (nGI) 

is, using the repetitive preamble or short symbols. To accomplish this objective, the proposed 
algorithm is divided in two parts: fine and coarse time synchronization. The fine time estimation is 
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based on a cross-correlation, as some of the algorithms found in the literature [16], [22], [23]. On 
the other hand, the coarse time estimation is performed using a new metric. The proposed 
algorithm makes use of both coarse and fine time synchronization subsystems to search iteratively 
the first sample of GI. 

3.1 Fine Time Synchronization 
Fine time synchronization tries to find the transition between two short symbols (sample n0 in 

Fig. 1), once AGC and signal detection have been accomplished. This task is achieved using a 
cross-correlation between the received signal r(n), beginning at sample ni, and the repetitive 
segment of the preamble as a pilot data SS(k): 

( ) ( ) 












⋅++= ∑∑

=

−

=

∗

−≤≤

regN

m

L

kLn
kSSkLmnrn

0

21

0
100 maxarg . (3) 

In IEEE 802.11a/g the length of a SS is 16 samples, therefore, in this case parameter L would be 
set to 16. As a result of (3), a peak every L samples is obtained, whose position indicates the 
starting point of each SS. Taking the average of Nreg blocks reduces any shift of the peak position 
due to channel noise. Finally, the position of the first sample of GI is calculated as: 
nGI = L·Nreg + n0.  

A simplification was introduced in this algorithm to reduce its computational complexity: we 
quantized pilot samples from SS’s to values {-1, 1} for the real and the imaginary parts, except 
those that are originally zero, which were maintained, giving 

}1,1,1,,1,1,1,1,1,1,1,1,1,1,1,1{ jjjjjjjjjjjjjjjSS q ++−−−−−−+−+−−−+−+++−−−−=  
for the IEEE 802.11a/g preamble. This simplification avoided the use of multipliers and the cross-
correlation could be efficiently implemented as a wired complex filter, as described in Section 6. 

  

3.2 Coarse Time Synchronization 
The new metric for coarse time estimation is: 

( )∑ ∑
−

= =

⋅−+−+=
1

0

2

1

1)()(
L

k

M

m

mLknr
M

knrnP . (4) 

This metric makes use of the periodicity of the preamble to calculate the squared difference 
between the present SS and a mean of M previous SS’s. Therefore, in the ideal case with neither 
Gaussian noise nor carrier frequency offset, the metric )(nP  equals zero while samples from SS’s 
are processed and grows abruptly when the first term in (4) includes samples from GI. Fig. 2 
shows this behaviour for the IEEE 802.11a/g preamble with L = 16 and M = 4. Before setting a 
threshold to check if the abrupt change happens, it is necessary to normalize the new metric by the 

estimated local input signal power ( )∑
−

−=

+=
1

2)(
L

Lk

knxnR  to avoid fluctuations due to changes in 

the received signal strength: 

)(
)()(

nR
nPnQ = . (5) 

This metric is degraded in real scenarios where noise, multipath and carrier frequency offset are 
present. Section 4 deals with how these impairments affect the performance of the algorithm. 
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3.3 Iterative Search of nGI 
Once the OFDM signal has been detected, the synchronization algorithm begins (at sample ni) 

the next iterative procedure to find where the transition between the last SS and the GI occurs: 
1. Metric Q(n) is calculated from ni and during the length of the repetitive preamble (128 

samples for the IEEE 802.11a/g preamble) to include the abrupt change that occurs at 
nGI. 

2. A coarse estimation of the beginning of GI is obtained (called ncoarse in Fig. 1): 

[ ]






 >= ThrnQn

n
coarse )(argmin ,  (6) 

where Thr is a threshold. 
3. A counter q is set to 1. 
4. The received signal is cross-correlated to obtain n0 using (3) with quantified SSq and 

1−= qN reg . 

5. If coarsenLqn >⋅+0 , then ( ) LqnnGI ⋅−+= 10 ; if not, then 1+= qq   and go to step 4.  
Step 5) checks where the last correlation peak (n0+L, n0+2L, n0+3L,…) before ncoarse is, since this 

will be the first sample of GI (nGI). At each iteration, the number of terms (parameter Nreg) in the 
average made in (3) is incremented before n0 is re-calculated, so the estimation of n0 becomes more 
and more accurate. 

 

4 Analysis of the New Timing Metric 
As Fig. 2 shows, the proposed metric has low values during the periodic part of the preamble 

and suffers an abrupt change towards its maximum value when this part finishes. So, the selected 
threshold must be high enough to ensure that there are no false alarms (FA) when the periodic part 
of the preamble is being processed. On the other hand, when the repetitive section of the preamble 
has finished, the selected threshold must be low enough to minimize the number of detection 
failures (DF). Therefore, it is necessary to study the behaviour of the proposed metric Q(n) to set 
the threshold to be employed in (6).  

We are interested in the statistics of (5); as this is a ratio of two estimators, we can make use of 
the results in [25], where the mean and variance of a ratio of estimators are approximated by 
means of the first-order terms of a Taylor series expansion: 

{ } { }
{ })(

)()(
nRE
nPEnQE = , (7) 

{ } { } { }( ) { } { } { }
{ }( )2

2

)(
)(),(cov)(2)(var)()(var)(var

nRE
nRnPnQEnRnQEnPnQ −+

= . (8) 

The mean and variance must be calculated during the repetitive part of the preamble to 
determine the probability of false alarm, and during the beginning of the GI to determine the 
probability of detection failure. The following subsections are devoted to analyse the performance 
of the proposed metric and to discuss the selection of the threshold.  

4.1 Timing Metric during the Repetitive Part of the Preamble 
We make use of RSS and PSS to denote the value of the estimated power and the un-normalized 

metric, respectively, during the short symbols. As shown in Appendix A, both mean and variance 
are constant during the repetitive preamble and are given by:  

{ } 222 wSSSS LRE σε += , (9) 

{ } 42 24var wwSSSS LR σσε += , (10) 
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{ } 21
wSS M

MLPE σ+
= , (11) 

{ } 4
21var wSS M

MLP σ





 +

= , (12) 

{ } 4,cov wSSSS LRP σ= , (13) 

where 2
wσ  is the power of the additive white Gaussian noise present in the channel, L is the 

length of each short symbol, M is the number of SS’s used in (4), and SSε  is the measured energy 
of a L-length period from the received preamble. This energy is constant during the repetitive 
preamble since it is measured during 2L samples and the period is L samples length; therefore, we 
can also express the energy of a SS as 2

SSSS Lσε = , where 2
SSσ  is the power of the received 

preamble.  
 
If we define the signal to noise ratio as 22 / wSS σσρ = , then (7) and (8) become: 
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Fig. 3 shows how our theoretical approach fits the actual values of both estimators in AWGN 
channel for the IEEE 802.11a/g preamble with L = 16 and M = 4. It must be noted that these 
results are also valid for multipath channels because the periodicity of the preamble is maintained 
when it is convolved with the channel impulse response. 

 
As commented before, the threshold value must be chosen to avoid false alarms during the 

repetitive preamble. Given that the numerator of metric Q can be characterized as a central chi-
squared random variable of 2L degrees scaled by the signal power, we can follow a similar 
reasoning to [9] and [13], and approximate metric Q by a Gaussian random variable with mean 
(14) and variance (15). In this case, the false alarm probability is given by:  

( ) { }












 −
≈>

}var{22
1Pr

SS

SS
SS

Q
QEThr

erfcThrQ , (16) 

where erfc(x) is the complementary error function. As an example, at the bottom of Fig. 4 the 
continuous line with circles represents the mean of QSS for the IEEE 802.11a/g preamble at 
different values of SNR, the dashed line with circles also shows a standard deviation of 3.1 from 
the mean (this is equivalent to a probability of false alarm of 1×10–3).  

4.2 Timing Metric outside the Repetitive Part of the Preamble 
In this section we evaluate the behaviour of the metric (5) when the repetitive preamble has 

finished and the metric is calculated using samples from the beginning of the GI (QGI): it has an 
abrupt change as is shown in Fig. 2, which is searched using the iterative procedure presented in 
Section 3.3. As (6) looks for the first sample higher than the threshold, we can focus on what 
happens at the first peak of the metric since, if this peak is lower than the threshold, the 
synchronization algorithm would give a detection failure. We saw in Fig. 2 that the first peak is 
reached at the first sample of GI n = nGI; so, the behaviour of the metric in this point is analysed 
next. 

 
In the numerator of the metric, calculated in (4), the signal component does not cancel out 

anymore. Now we have ( ) MmLnrnrnu M

m SSGI )·()()(
1∑ =

−−= , as the samples inside the sum 
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come from the short symbols this gives: )()()( nrnrnu SSGI −= . The noise component has the same 

form as before: ( ) MmLnwnwnw
M

m∑ =
−−=

1
·()()(' . With these signals, in Appendix B it is 

shown that: 
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{ } 22 wGISSGI LRE σεε ++= , (19) 

{ } 42 2)(2var wwGISSGI LR σσεε ++= , (20) 

{ } ( )CLRP GIwwGIGI −+= εσσ 24 2,cov , (21) 

where RGI denotes the value of the estimated power and PGI denotes the un-normalized metric at 
sample nGI, CSSGIz 2−+= εεε , SSε  was defined previously, GIε  is the energy of the first L 

samples from the GI and { }∑ −

=
=

1

0
* )()(Re

L

k SSGI ksksC  comes from the cross terms between GI and 

SS. Again, Fig. 3 presents the comparison between the theoretical estimators and those obtained 
by simulation, which proves that our analytical approach is valid. 

 
With these results, the probability of detection failure ( )ThrQGI <Pr  can be approximated in a 

similar way to the probability of false alarm. However, in real scenarios, only an exact solution can 
be obtained for the AWGN channel, because the calculation of C needs the knowledge of the 
channel impulse response that is not available until time and frequency synchronization have 
finished. Fig. 4 shows the results obtained with our analytical approach: in solid line with squares 
the mean of the estimator at the first sample of the GI for the AWGN channel (a standard deviation 
of 3.1 from the mean is shown using the dashed line with squares, this is equivalent to a 
probability of detection failure of 1×10–3). This figure also shows the mean of the estimator for 
two multipath channels: BRAN channel models A and C [26]; these models are widely employed 
to measure the performance of WLAN systems in indoor scenarios. Channel model A represents a 
typical office environment with a root mean square (rms) delay spread of 50 ns, whereas channel 
model C represents an indoor open space environment with an rms delay spread of 150 ns. It can 
be seen in both cases that the mean of the estimator decreases due to a higher correlation between 
the received GI and SS caused by the multipath channel; this correlation increases with the rms 
delay spread of the channel. Therefore, for a given threshold the probability of detection failure 
estimated for AWGN channels is lower than the one obtained in a multipath channel. 

4.3 Threshold Selection 
The results obtained above can be employed to choose the threshold to be used in (6). If we set a 

threshold of 0.4 for SNR higher than 3 dB, we can see in Fig. 4 that this value is far enough from 
E{QSS} and E{QGI} to assure that both, the probability of false alarm and detection failure are 
lower than 1×10–3 for the AWGN channel. For multipath channels the probability of false alarm is 
maintained, whereas the probability of detection failure worsens, although it would be still close to 
1×10–3 since the chosen threshold is lower than the limit estimated for the AWGN channel. So, a 
threshold of 0.4 can be a practical solution to simplify the implementation of the synchronization 
algorithm. For a lower SNR, the threshold would be chosen in a compromise between the 
probability of false alarm and the probability of detection failure. For example, in Section 5, where 
the evaluation of this algorithm is presented, we employed the threshold that makes both 
probabilities of false alarm and detection failure equal. 
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4.4 Analysis of the Carrier Frequency Offset Effects 
In this section we evaluate how the presence of a residual CFO affects the time metric presented 

above. The signal model that includes the CFO was defined as )()()( /2 nwensnr Nnj += λπ . 

Looking at (9) and (19) we see that the mean of ( )∑
−

−=

+=
1

2)(
L

Lk

knxnR  depends on the energy of 

the preamble and on the noise. As the CFO only affects the signal term and 
22/222/2 )()()( nsensens NnjNnj == λπλπ , we can deduce that (9) and (19) are still valid when 

CFO is present. 
 
In Annex C it is shown how the CFO must be taken into account when the mean of (4) is 

evaluated. For the repetitive preamble the mean is given by: 

{ } 21),,( wSSSS M
MLMLPE σελγ +

+= , (22) 

where ),,( MLωγ  is the CFO factor :  
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and Nπλω 2= . If the CFO is 0 kHz then 0),,( =MLωγ and (22) equals (11). Now, the mean 
and the variance of the time metric are: 
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These results mean that the CFO causes a growth in the value of the time metric during the 
repetitive part of the preamble, and then the probability of false alarms also grows. Fig. 5 presents 
how the mean of time metric and its 3.1 standard deviation changes with a CFO equal to 0.1, 0.5 
and 0.8 of the subcarrier spacing (the highest value in IEEE 802.11a/g is a CFO of 0.73). 

 
On the other hand, when we evaluate the metric at the first sample of the guard interval the 

results given in Section 4.2 change due to the energy of the signal term that is given by (see 
Appendix C): 

CLMLM SSGIz ),,(2),,(2
ˆ ωκεωκεε −+= , (26) 

where 
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
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e
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M
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ω
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is another factor that takes into account the CFO. Then, the mean of (4) is: 

{ } 2
ˆ

1
wzGI M

MLPE σε 





 +

+= . (28) 

The next question is to evaluate the effect of these results on the threshold proposed in the 
previous section. As the performance of the time metric is degraded in the presence of high CFO, 
this must be estimated and compensated from the short symbols before applying this algorithm. In 
any OFDM system it is necessary to estimate the CFO and to compensate it before channel 
estimation and data detection. There are many solutions in the literature to perform this task; a 
well-known solution is the one proposed in [8] based on the autocorrelation of the preamble. We 
evaluated the performance of this method using the repetitive part of the IEEE 802.11a/g standard 
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preamble and we obtained a residual CFO lower than 30 kHz (with a subcarrier spacing of 
312.5 kHz the residual CFO is lower than 0.1 of the subcarrier spacing) when an average length of 
64 samples was employed. This residual CFO can be reduced if more samples are used in the 
average. When we introduce this residual CFO in (24) and (25) we observe that E{QSS} hardly 
changes and the threshold of 0.4 still gives a probability of false alarm lower than 1×10–3 for SNR 
higher than 3 dB. The probability of detection failure ( )ThrQGI <Pr  does not worsen with the 
presence of a CFO lower than 0.1 of the subcarrier spacing, since factor ),,( LMωκ  is nearly 1 at 
this CFO, as can be seen in Fig. 6. Therefore, we can consider that the threshold selection we gave 
in Section 4.3 is still valid.  

5 Simulation Results 
For performance comparison between our proposal and several synchronization algorithms, we 

employed the preamble and the physical layer parameters of the WLAN standard IEEE 802.11a/g. 
Next conditions were used: transmission of 104 test frames; BRAN multipath channel models A 
and C [26]; additive white Gaussian noise in a range of SNR values from 0 to 20 dB; and a CFO of 
0.73 of the subcarrier spacing. It was assumed that AGC and signal detection are completed during 
the third SS as in [16] (ni is randomly set following a uniform distribution in the range 32 to 47). 
Nevertheless, our simulations showed that the proposed algorithm only needs four SS’s to work 
correctly, that is, AGC and signal detection can last until the sixth SS. For all the algorithms used 
in the comparison, their thresholds were obtained by simulation: the threshold that gave the best 
performance for each SNR was employed in each case; whereas for our algorithm we employed 
the method described in Section 4.3. 

 
The effect of time synchronization errors on the performance was studied by using a physical 

layer simulator of the IEEE 802.11a/g standard. We performed several simulations which showed 
us that, when the estimated GIn  deviated between −4 and 0 samples from the ideal initial sample 
of the GI, the measured bit error rate of the OFDM receiver worked without performance loss 
using a constellation order of 64-QAM in channels with an rms delay spread up to 100 ns, or using 
a constellation order of 16-QAM in channels with an rms delay spread up to 150 ns. Therefore, in 
this paper a frame is considered to be correctly synchronized if the estimated initial sample falls 
inside this window of 5 samples. 

 
The algorithms selected for comparison were: Chang & Kelly [16], Zhou & Saito [22], 

Kim & Park [23], Manusani et al. [21], Yik-Chung et al. [17], Troya et al. [19] and 
Shi & Serpedin [11]. As has been said before, among these algorithms only Shi & Serpedin needs 
to be adapted to the IEEE 802.11a/g standard. Then, its timing metric Qn was obtained by 
calculating four auto-correlations with an average of 32 samples and different delays: 

∑
=

= 5

1

2
,

i
ni

n
n

FQ
R

,  (29) 

where ¡Error! Marcador no definido. nnnnn FFFFF ,4,3,2,1 +++= , 

n
H

nn
H

nn
H

nn
H

nnF ,5,4,4,3,3,2,2,1,1 RRRRRRRR +++= , n
H

nn
H

nn
H

nnF ,5,3,4,2,3,1,2 RRRRRR ++= , 

n
H

nn
H

nnF ,5,2,4,1,3 RRRR += , n
H

nnF ,5,1,4 RR=  and ( )[ ]Tininni xx 132321, ,..., −⋅+⋅−+=R  are sub-vectors of the 
received signal, with 5,...,1=i . 

 
Among the algorithms chosen for comparison, Zhou & Saito, Troya et al. and the proposed 

algorithms include CFO estimation and compensation in order to achieve time synchronization. 
On the other hand, CFO has no effect in the rest of the algorithms. Fig. 7 and Fig. 8 show correct 
time synchronization probability for channel A and C, respectively, and a CFO of 0.73 of the 
subcarrier spacing. For SNR lower than 6 dB the proposed algorithm clearly outperforms the rest 
of the algorithms for both channels A and C. For low SNR (from 0 to 4 dB) and channel A, Shi & 
Serpedin’s algorithm achieves quite good results: its success rate is only 4-5% below the proposed 
algorithm. Nevertheless, this algorithm does not work properly for channels with higher dispersion 
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such as channel C: its success rate is 10% below the proposed algorithm for SNR higher than 8dB. 
This is owing to the fact that Shi & Serpedin’s algorithm only makes use of auto-correlations, 
which are less precise than cross-correlations. Chang & Kelly’s algorithm achieves a correct time 
synchronization probability similar to the proposed algorithm, for SNR higher than 6dB and both 
channels A and C, but the results achieved for low SNR are really poor. This is due to the symbol 
synchronization stage. We observed that when the algorithm begins to work (instant ni) at samples 
in the middle of a SS, the results are close to the 100% of success rate (see [16]), but when it 
begins to work at samples near the transition between two consecutive SS’s a problem appears. In 
that case, the estimated GI starting point is often detected with an offset of ±16 samples, giving a 
synchronization failure as a result. This offset is due to the rounding to the lowest integer operation 
proposed in [16]. As commented above, for the evaluation of the algorithms ni was randomly set in 
the range 32-47 (the third SS); this is the reason why it gives a lower performance than the one 
claimed in [16], whose results correspond to an ni in the middle of a SS. The poor results given by 
Troya et al. algorithm for SNR higher than 8 dB (error probability higher than 4% at 8 dB SNR 
and channel A) are caused by the simplified cross-correlation based on XNOR 1-bit complex 
multipliers. The frame synchronization stage of the ML method (Yik-Chung et al. algorithm) does 
not give a good estimation of the channel order at low SNR. As this estimation is used by the 
symbol synchronization stage, the algorithm performance is penalized causing a high probability 
of detection error. 

To sum up, the proposed time synchronization algorithm, which combines coarse 
synchronization with iterative fine synchronization, has better performance than the state-of-the-art 
for low SNR and multipath channel. Next, the reason of this is explained: the algorithm proposed 
for fine time synchronization based on a cross-correlation gets a peak every 16 samples, whose 
position indicates the starting point of each SS. The number of peaks depends on when the AGC 
finishes. To set a threshold and detect the last peak is quite difficult, because the magnitude of the 
peaks strongly depends on the SNR and on the multipath channel. The proposed coarse time 
estimation algorithm helps to find the last peak of the cross-correlation. Additionally, the time 
estimation given by the fine time synchronization is more and more accurate thanks to the iterative 
process. In fact, our simulations showed that when the fine time synchronization is used alone (we 
applied a similar iterative procedure to find the last peak), the correct time synchronization 
probability is drastically reduced: from 99.1% to 35.1% for 5 dB SNR and channel A; and from 
99.9% to 74.8% for 15 dB SNR. In conclusion, the good performance of the proposed method is 
due to the combination of both fine and coarse time synchronization algorithms..  

 

6 VLSI Implementation  
In this section the hardware implementation of the proposed time synchronization algorithm is 

presented and compared to Shi & Serpedin’s algorithm implementation, whose performance 
approaches the proposed algorithm. Table I summarizes the hardware cost of both algorithm, 
including the number of real multipliers, real adders and delay lines. Next, we explain how these 
results are obtained. 

 
Fig. 9 shows the implementation of the fine time synchronization algorithm proposed in this 

paper. The cross-correlation in (3) is implemented as a wired complex filter: the figure shows the 
first five coefficients: 1+j, –1+j, –1–j, –j and –1–j; the signal input is bjanr +=)( , so the first 
multiplier is replaced by the addition )()( bajab ++−− , the second multiplier is replaced by 

)()( abjba −−+− , and so on. In this way no multipliers are required and hardware cost is 
drastically reduced. Only 32 real adders and 30 real delay lines are used, whereas the traditional 
implementation as a complex filter of 16 coefficients requires 16 complex multipliers (4 real 
multipliers and 2 real adders each one), 15 complex adders (2 real adders each one) and 15 
complex delay lines (2 real delay lines each one).  

 
Once cross-correlation is calculated, the squared modulus is obtained and then the average in (3) 

is done. Finally, a circuit for calculating the position of the cross-correlation maximum is presented: 
actual and previous averaged samples are compared. If actual sample is greater, it is saved in 
register D1. After 16 cycles, the maximum value can be read from register D1 and the time offset 
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estimation can be read from register D2. The rest of the algorithm also has low hardware cost: the 
squared modulus is calculated with 2 real multipliers and 1 real adder; the average only requires 1 
real adder and 16 real delay lines; and, finally, the maximum detection block is implemented with 
2 real delay lines, a comparison circuit (combinational logic) and a counter (4 registers and 
combinational logic). The total resources required by the proposed fine time algorithm are: 2 real 
multipliers, 34 real adders and 46 real delay lines. 

 
The implementation of the proposed coarse time synchronization algorithm can be seen in 

Fig. 10. On the one hand, the metric P(n) in (4) needs 4 complex additions, 128 complex delay 
lines, 1 squared modulus operation (2 real products and 1 real addition) and 1 real moving average 
with a cost of 2 real additions and 16 real delay lines. On the other hand, the computational cost of 
R(n) adds one squared modulus and one real moving average. The division in (5) is a costly 
operation [28] that can be avoided by multiplying )(nR  by the threshold with a cost of 1 real 
product. The hardware cost of this coarse time synchronization algorithm is: 5 real multipliers, 14 
real adders, 160 delay lines and a comparison circuit (combinational logic).  

 
To sum up, the complete time synchronization algorithm requires: 7 real multipliers, 48 real 

adders and 206 delay lines. It must be noted that although the new coarse time synchronization 
only works properly if the CFO has been removed from the repetitive preamble, in any OFDM 
system the CFO must be estimated for channel estimation and data demodulation, so the CFO 
estimation is not taken into account in the hardware cost of the time synchronization. 

 
According to [11], Shi & Serpedin algorithm needs 12 complex products and four modulus 

operation. Each modulus operation can be calculated with a COordinate Rotation DIgital 
Computer (CORDIC) in vectoring mode, which can be implemented with (Nbits + 2)·3 additions 
[29], where Nbits is the number of bit precision needed at the output of the CORDIC. We have 
checked that 10 bits precision at the CORDIC output is enough to maintain the floating point 
performance, so each CORDIC operation would need 36 additions (4·36 = 144 additions are 
required). Nevertheless, we propose an implementation (Fig. 11) with only 4 complex products 
and no modulus operations (they are replaced by squared modulus operations: 2 real products and 
1 real adder each one), these changes does not modify the performance of the algorithm. In this 
scheme there are 4 auto-correlations: the received signal is auto-correlated with an average of 32 
samples and delays of 32, 64, 96 and 128 samples to obtain nF ,1 , nF ,2 , nF ,3  and nF ,4 , respectively. 
The calculation of each auto-correlation needs a delay line of 32 complex samples, a complex 
conjugate operation, 1 complex multiplier and a moving average of length 32. The moving average 
can be implemented with a delay line of 32 complex samples, a delay line of 1 complex sample 
and 2 complex additions. Additionally, after the auto-correlation, 6 delay lines of 32 complex 
samples, 6 complex additions, 4 squared modulus operations (2 real products and 1 real adder each 
one) and 3 real additions are required to obtain nF . In short, the algorithm requires 27 real 
multipliers, 48 real adders and 1032 real delay lines. These requirements suppose 285.7 % more 
multipliers and 400.9% more delay lines than the VLSI implementation of the proposed algorithm. 

 
 

7 Conclusions  
In this work a new time estimation algorithm for OFDM preamble-based systems is proposed. It 

is based on a cross-correlation with the transmitted repetitive part of the preamble for fine time 
synchronization and a new metric for coarse time estimation. Both algorithms finish before the 
part of the preamble dedicated to channel estimation, so the complete algorithm presents a low 
latency. 

 
The new metric was analysed to evaluate its behaviour against noise, carrier frequency offset 

and multipath channels; these results were employed to set a criterion for choosing a threshold that 
guaranteed a low probability of error detection and of false alarm. The performance of the 
synchronization algorithm was evaluated for the IEEE 802.11a/g standard and compared to the 
performance of several algorithms found in the literature. Simulation results showed that, among 
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the studied algorithms, our proposal has the highest correct synchronization probability for low 
SNR and multipath channel. Finally, a low cost VLSI implementation of the proposed algorithm 
was presented: it only requires 7 real multipliers and 48 real adders. To summarize, the main 
advantages of the proposed algorithm are good performance for low SNR, low complexity, easy 
VLSI implementation and low latency. 
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Appendix A.   Statitical Properties of the Timing 
Metric at the Repetitive Part of the Preamble 

Each received sample is composed of an OFDM signal and a noise component 
)()()( nwnsnr SS += , where sSS(n) are samples of the received preamble during the repetitive part 

(short symbols) and w(n) are samples of complex additive white Gaussian noise with variance 2
wσ  

and zero mean. Using the common approach of calculating the mathematic expectation of )(nRSS , 
the input signal power has a mean: 

{ } ( ) ( ) 2
1

2
1

2 2)()( ws

L

Lk

L

Lk
SSSS LnknwEknsnRE σε +=









+++= ∑∑
−

−=

−

−=

,  

where )(nsε  is the estimated local energy of the received preamble. As the short symbols are 
periodic with L, we can write: SSs n εε 2)( = , where SSε  is the energy of a period of the received 
preamble. So, during the repetitive part of the preamble the mean of R is a constant due to the 
periodicity. 

Another method to obtain this result is to take into account that )(nr  is formed by noise 
(characterized as a complex Gaussian random variable) added to the received preamble samples (a 
deterministic signal). When the sum of the squared modulus of )(nr  is obtained, we get a non-

central chi-squared random variable represented by symbol 2
pχ , where p represents the degrees of 

freedom (number of real random Gaussian variables, in this case p = 2L). A central chi-squared 

random variable G obtained as ( )∑ =
=

p

i viVG
1

2σ , where Vi are real random Gaussian variables 

with variance 2
vσ  and zero mean, has a mean of 2

vpσ  and a variance of 42 vpσ  [27]. When the 
real Gaussian variables have mean iµ , a non-central chi-squared random variable is generated 

with mean 2)( vp σλ+  and variance 4)2(2 vp σλ+ , with ( )
2

1∑=
=

p

i vi σµλ . In our case, the real 

and imaginary components of the Gaussian noise have variance 22
wσ  and their mean is the value 

of the real or imaginary part of the received preamble: )(isRi =µ  or )(isIi =µ . Then, if we 
calculate parameter λ we obtain: 

2
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2
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2
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So, the mean of R(n) can be obtained as:  
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SS L

n
LpRE σε
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




+=+= .  

By this method the variance can be easily obtained as: 

{ } 42 24var wwSSSS LR σσε += .  

Next, we study the numerator when it is applied to samples from the short symbols, we call this 
)(nPSS . In this case, M must be chosen in such a way that assures that: 

)()2()()( LMnsLnsLnsns SSSSSS ⋅−==−=−=  , then the signal component inside the 
squared modulus cancels out and this leaves only noise terms: 

( ) MmLnwnwnw M

m∑ +

=
−−=

1

2
·()()(' , where )(' nw  is a white Gaussian random variable with 

variance MM ww
22

' )1( σσ += . Using the same reasoning as before, the numerator is the sum of a 
squared modulus of Gaussian random variables and the obtained signal is a central chi-squared 
random variable with mean and variance: 
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Finally, we need to calculate the covariance between PSS and RSS. The covariance is: 

{ } { } { } { }SSSSSSSSSSSS REPERPERP −=,cov .  

After some mathematical manipulations, the first term is given by: 

{ }
M

L
M

LLLLRPE ww
SSwwSSSSSS

4
2

2
422 2)2(

σσ
εσσε ++++= .  

Using the mean of R and P calculated previously we obtain: 

{ } 4,cov wSSSS LRP σ= .  
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Appendix B.   Statistical Properties of the Timing 
Metric after the Repetitive Part of the Preamble 

At the first sample of the GI the subtraction in (4) can be expressed as )()()( nrnrnu SSGI −= . 
We can decompose it in noise and a combination of samples from the preamble: 

)(')()( nwnznu += , where the noise is as in Appendix A: ( ) MmLnwnwnw
M

m∑ =
−−=

1
·()()(' ; 

and the other term is: )()()( nsnsnz SSGI −= , where )(nsSS  is the received repetitive preamble and 
)(nsGI  is the received guard interval. To obtain { }GIPE , that is, the mean of the numerator of the 

time metric at n = nGI, we can use the same reasoning as in appendix A, when we estimated 
{ }SSRE , since signal u(n) is composed of a sum of a deterministic signal plus a white Gaussian 

noise with variance ( )MMww 122
' += σσ . Therefore we obtain: 
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where zε  is: 
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And as the mean of R(n) includes part of SS and part of GI becomes: 

{ } 22 wGISSGI LRE σεε ++= , 

and the variance: 
{ } 42 2)(2var wwGISSGI LR σσεε ++= . 

The covariance between PGI and RGI can be obtained in a similar way to the one calculated in 
Appendix A giving: 

{ } ( )CLRP GIwwGIGI −+= εσσ 24 2,cov .  
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Appendix C.   Effect of the Carrier Frequency Offset 
in the Time Metric 

The signal model that includes the CFO was defined as: )()()( nwensnr nj += ω . As the CFO 
affects the signal term, during the repetitive part of the preamble the mean of (4) can be written as: 
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where the signal term does not cancel out as before. Now, the mean can be rewritten, due to the 
periodicity of sSS(n), as: 
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The sum of complex exponentials can be expressed as: 
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then, the signal term is given by: 

,),,(

)2/sin(
)2/sin(11)(

)2/sin(
)2/sin(11)(

2

2
12)(

1

0

2

1

0

2

2
1

)(

SS

MLj
knj

L

k
SS

L

k

MLj
knj

SS

LM

e
L
LM

M
ekns

e
L
LM

M
ekns

εωγ

ω
ω

ω
ω

ω
ω

ω
ω

=

=−+=

=












−+








 +−
+

−

=

−

=








 +−
+

∑

∑

 

 

where SSε  is the energy of a period from the received preamble and ),,( MLωγ  is a CFO factor 
that is given by  
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Finally, the mean of the estimator is: 

{ } 21),,( wSSSS M
MLMLPE σελγ +

+= .  

 
To evaluate the effect of the CFO on the mean of (4) at nGI, we must calculate how the CFO 

affects the signal term: 
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Again we consider that all the terms from the repetitive preamble )( kLnsSS −  are equal, then 
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where the sum of complex exponentials is: 
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If we calculate the energy of the signal term: 
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Then, the mean of (4) at nGI is: 
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Figure Captions 
 

 
Fig. 1  IEEE 802.11a/g  preamble  

 
Fig. 2 Magnitude of the coarse time metric Q(n) during the repetitive part of the preamble and at 
the beginning of the guard interval for the IEEE 802.11a/g preamble 
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Fig. 3 Mean and variance of the new timing metric inside SS and at first sample of GI for AWGN 
channel. Continuous line: theory, discontinuous line: simulation  

 
Fig. 4 Expected value of timing metric for the IEEE 802.11a/g preamble. Continuous lines: mean, 
dashed lines: 3.1 standard deviations from mean 
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Fig. 5 Mean of the time metric (solid lines) and its 3.1 standard deviation (dashed lines) for the 
repetitive part of the preamble when CFO is present 

 
Fig. 6 Magnitude of ),,( LMωκ  against the CFO normalized by the subcarrier spacing for the 
IEEE 802.11a/g standard 
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Fig. 7 Correct Time Synchronization Probability for all the evaluated schemes. Channel A. CFO 
232kHz  

 
Fig. 8 Correct Time Synchronization Probability for all the evaluated schemes. Channel C. CFO 
232kHz 
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Fig. 9 VLSI implementation for the proposed fine time synchronization algorithm 

 
Fig. 10 VLSI implementation for the proposed coarse time synchronization algorithm 

 
Fig. 11 VLSI implementation of Shi & Serpedin’s algorithm  
 

 

 
 
 
 
 
 
 
 

Table I. Hardware cost comparison  
 
 Real multipliers Real adders Delay lines 
Proposed algorithm 5 14 160 
Shi&Sepedin 27 48 1023 
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