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Comparative study of probability distribution distances to define a
metric for the stability of multi-source biomedical research data

Carlos SaeZz Montserrat Roblé's and Juan Miguel Garcia-Gonlez

Abstract— Research biobanks are often composed by data the first stage towards the development of a global stability
from multiple sources. In some cases, these different sulise metric for any arbitrary number of sources, where pairwise
of data may present dissimilarities among their probabilly  ppE gistances will serve as baseline measurements. We

density functions (PDF) due to spatial shifts. This, may lea .
to wrong hypothesis when treating the data as a whole. present the results of such comparative study as well as a

Also, the overall quality of the data is diminished. With the ~discussion aimed to the next research steps.
purpose of developing a generic and comparable metric to
assess the stability of multi-source datasets, we have siad the Il. BACKGROUND

applicability and behaviour of several PDF distances overffts In [18], several studies on biomedical DQ are reviewed
on different conditions (such as uni- and multivariate, diferent ! '

types of variable, and multi-modality) which may appear in Most focus on measuring DQ dimensions of a data repos-
real biomedical data. From the studied distances, we found itory as a whole, however, the concept of data source
information-theoretic based and Earth Mover's Distance tobe agreement is introduced aligned with the problem we are

the most practical distances for most conditions. We discss  focusing. Besides, dataset shifts have also been related to
the properties and usefulness of each distance according the DQ problems [6][15]. Dataset shifts are dissimilarities in
possible requirements of a general stability metric. . S . .
the underlying distributions of data which can be origidate
. INTRODUCTION through the course of time or across spatial factors. Our aim

Research biobanks are often composed by data from mis-to assign a distance to spatial dataset shifts amongadever
tiple sources: different hospitals, health services, jigss, SOurces of data, as a measurement of the overall data source
etc. A common research task consists in developing a hypol‘{"tgree”‘eﬁt o -
esis or model based in the whole set of multi-source data. MOSt studies aim to detect dataset shifts in data streams,
However, dissimilarities in the probability density fuipet ©-9- based on specific statistical tests [11] or distrimgio
(PDF) among the different subsets of data may complicafivergences [8]. Some of these approaches can be suited to
such research, lead to wrong hypothesis, or harm the furth@ptain dissimilarity measures among the PDF. of different
use of results on new data. In addition, detecting such@ta sources. Some works have also been published compar-
dissimilarities may be difficult due to the heterogeneoud PDF dissimilarity measures [12][4], although aimed to
conditions present in biomedical research data: (1) vesab Image retrieval. To the best of our knowledge, no similar
of different types (categorical, ordinal or not; and nuroaij COmparisons have been carried out to assess the stability
continuous or discrete), (2) data coming from uni-modal oRMong biomedical data distributions, envisaging the multi
multi-modal distributions, and (3) univariate or multige ~ SOurce, multivariate, multimodal and multi-type conditio
data. We classify the presence of such dissimilarities if$D @S Well as the adequateness to a global stability metric.
as a problem in the stability of multi-source data, categgati m
as a data quality (DQ) problem in [15].

Providing accurate information about the data stability® Simulation
may help data managers and researchers to take decisiong/e evaluated the distances on a set of simulations to cover:
during the definition and development of research studiegl) variable types, (2) multi-modality, and (3) dimensititya
as well as to feedback data providers about their acquisitiave focused on numerical and categorical data, the most
procedures. In addition, a generic metric comparable amoegmmon post-processed research data, which facilitate the
different studies, may provide a measurement of the degregtistical analysis. In each simulation, two random dsitas
of stability of multi-source biomedical data as a DQ metric(a) and (b), were defined following the same statistical

In this work, we have studied the applicability and bedistribution, where a null dissimilarity is expected. There
haviour of several pairwise PDF distances on a set of simulgequentially increased their dissimilarity until a preded
tions of data shifts based on the aforementioned biomediaglaximum state, where a maximum dissimilarity is expected.
data conditions. These pairwise distances provide stabiliDistances were measured at each dissimilarity level.
information between pairs of sources. Hence, this study is We started evaluating the effect of shifts in different
univariate variable types, covering (1) and (2). Simulatitl
Consisted in a NormaN(u,1) continuous variable (cont.v.)

. METHODS
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where dataset means® and u® separated each other distances are conceived for univarfarumerical data, we
—e.g. due to an acquisition device that becomes biasekept these tests for two reasons. First, we want to compare
U2: N(u,1) cont.v. where datasét becomes bi-modal as a their behaviour in univariate multi-modal data. And second
mixture of two Normal PDFs defined dsy._1,N(ul”,1), ~dimensionality reduction of multivariate datasets maydlea
which component meanpib) and Héb) symmetrically sep- to a univarigte sample maki_ng_ these methpds feasible._ Other
arate from the original —e.g. due to the appearance &dvantage is thatthese statistics can be directly assddiat

a new pathological pattern. U3: Chi-squargé(k) cont.v. p-values which perm!t S|gn|f|c_:ance tests- on the dn‘fgrences.
where degrees of freedoki? separated fronk@ — 0 — We als_o studied information-theoretic basgd d|§tances,
e.g. due to an increase in the occurrence of a biomarker, U4hich derive from Shanon's entropy theory [5], including th
Binomial B(1, p) ordinal categorical variable (cat.v.) whereJ&ffrey divergence and the square root of the Jensen-Shanno
p@ = p(® = 0.5 shifted to 0 and 1 respectively —e.g. duedlv_ergenc.e, both symmetrized versions of the Kullback-
to variation in gender percentages in a diagnostic group€ibler divergence, the second also smoothed. We also
US: Multinomial Mults(1, p) non-ordinal cat.v. which priors Studied the Hellinger distance, which can be defined as

shifted from an equal to a maximum difference state —e.§ metric version of the Bhattacharyya distance, commonly
due to a variation in the number of uses of treatments. used in Pattern Recognition. These distances belong to the

Ofrelmily of f-divergences[1][7], which measure the difference

the previous variables, completing then (1), (2), and (3): M between P_DFs. Thel m.aln.advantage of these metrics to the
forementioned statistics is that they apply to any type of

bivariateN(u, 1) cont.v. which means separated respectively..
vart (1, 1) V- Wi b peciv inned PDF. Jeffrey and Jensen-Shannon, nevertheless, can

M2: bivariateN(u1) cont.v. where datasétbecomes multi- o
modal as a mi)(<tur)e which component means symmetricalr)]/Ot be measured when any of the PDFs has 0-probability bins

separated from the original. M3: twB(1, p) cat.v. where —e.g. a categorical value not present in a source—, hence,
@ _ p@ _ b (b) , @ (a) in such cases an absolute discounting method was used to
pl = p2 = pl = p2 =05 Sh|fted to pl = p2 =

) (b) _ T smooth the estimated PDFs.

1,p;" =p; =0. M4 a combination of aN(u,1) cont.v. Finally, we studied the Earth Mover's Distance metric
with a B(1, p) cat.v. combining the shifts of Ul and U4.  (gpp, a.k.a. Mallows or Wasserstein distance) [14]. EMD
calculates the minimum cost required to transform one PDF
into the other, using a predefined cost matrix of the prob-
ability mass flow between the bins in the support (ground

To ensure the applicability to any non-parametric Contindistances). Originally conceived for image retrievgl,e_'ene_mt_ _
uous PDF, we estimated empirical PDF histograms of thigudies [2][9] EMD has been used to measure dissimilarities
compared datasets using a Kernel-density smoothing methfgmultidimensional distributions. EMD envisages intén-b
(or Parzen-window)[3], with Gaussian kernels and establis information, in contrast to information-theoretic distas
ing the optimum bandwith based in [16]. Additionally, toWhich make bin-by-bin comparisons, however, involves a
homogenize the support, we estimated the common PDHgher computational cost. Additionally, EMD relaxes pess
from both datasets, and then, its bin centers were used Ri§ losses of information caused by binning, and permits

reference to interpolate the PDF of the independent datase{€fining custom cost matrices. To adapt the multivariate
experiments to EMD algorithm, we embedded the two di-

mensions into one histogram using a normalized L1 ground
C. Studied distances distance matrix.

The multivariate simulations consisted in a combination

B. Estimation of probability densities

PDF distances measure how far two statistical distribstion IV. RESULTS

are in a metric space. A distance metric must be (I) non- Figure 1 shows the results of the experiments. Each
negative, (Il) zero only if the two compared distribution® & gistance was normalized between zero and one to facilitate
the same (identity of indiscernibles), (Ill) symmetric,dan the comparison. As expected, in all simulations the evatiiat
(IV) must satisfy the triangle inequality. Divergencesaals gjstances behave monotonically increasing. In additidin, a
provide a measure of dissimilarity, however, do notrequre gistances begin in 0, and we can observe that while most
be symmetric nor satisfy the triangle inequality. Dist@age  converge in continuous tests, these are approximatelgrine
then consistent with our purpose of a generic and comparalyle yiscrete.
stability metric. In experiment U1 non-parametric statistics behave simi-
One type of studied distances included the statistics olarly, converging around a distance between meanscof 4
tained in classical two-sample statistical hypothesits{és-  |nformation-theoretic distances behave similarly, exclgs-
cluding parametric: Studentisfrom t-test and Kolmogorov- frey divergence, which begins convex and converges when
Smirnov test statistic, and non-parametric: Kruskal-Wall the tails of the PDFs leave each other. Tthiest statistic
difference in mean ranks and the obtaingtstatistic from

the Kruskal-Wallis test. We discarded tly8 test statistic for ~_ “Bivariate Kolmogorov-Smirnov  test approaches [13] regufurther
udy since ind-dimensions imply 2 — 1 possible orderings. MANOVA

. . . . 1l
Cat_egpncal qata beca_ulse it does nqt accomp“Sh the 'genqsgsts entail a linear combination of the two or more normadistributed
of indiscernibles condition of a metric. Despite these tgpe dependent variables.
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in probability masses in these categorical experiments —
in contrast to when separating Normal PDFs— none of the
distances resulted convex. In addition, some captured this
linear density shift resulting in linear functions. Despihe
smoothing, we can observe in the Jeffrey distance series the
tendency to infinite with smoothed 0-probability elements i
the last iteration.

Results of multivariate experiments M1 and M2 are
equivalent to their univariate relative U1 and U2, with the
exception that statistic tests were not applicable. Thlis, a
distances converge, although EMD does later. Analogously,
the results in Binomial experiment M3 are equivalent to ¢hos
in U4. We can appreciate, however, slight differences in the
results of mixed variable types experiment M4: while Jensen
Shannon and Hellinger distances seem to average the results
of its independent continuous and categorical shifts, M®E
transformation cost seem to be slightly higher across the
central iterations due to the abrupt density flow through the
categorical dimension —we remember that EMD envisages
inter-bin information.

V. DISCUSSION

We come back to the studied conditions: (1) variable
types, (2) multi-modality, and (3) dimensionality. Bionieal
data can be considered heterogeneous and multi-modal by
nature. Even univariate data may be formed by different
‘natural’ components, such as a mixture of healthy and
different components of unhealthy parameters, or ‘aréfici
components, such as differences in the quality of data among
their generating sources. Thus, an effective distance brist
able to capture the dissimilarity in any of these conditions

Regarding to the evaluation of (1), only information-
theoretic and EMD are suited to any type of variable —
statistics are only to numerical. Additionally, EMD is the

‘+JF —#—JS —5—EMD ——— HL —%—KW-D KW-H ——T —>—KS
only distance which permits setting specific costs to the
Fig. 1. Results of univariate, (a), (b), () and (d), and ivaitate, (e), difference between categories in unordered categoridal da

Regarding to (2)t-test and Kruskal-Wallis had problems
detecting multi-modality (U2, M2), however, Kolmogorov-
Smirnov, information-theoretic and EMD were successful.
Thus, despite the advantage of information-theoretic and
EMD in (1) (and as we will see next, in (3)), Kolmogorov-
behaves linearly, since we are separating two Normal PDEanirnov might still be used for obtaining gvalue on the
with equal variance. The EMD resultant function also condifference in a continuous univariate variable resultaoirf
verges, but later. a possible dimensionality reduction on multi-type data. At
In U2, t-test and Kruskal-wallis statistics were not ablehis point, information-theoretic and EMD distances seem
to capture the bi-modal shifting —despite the dissimijarit the most practical for most situations. From these, we may
sample means were the same— resulting in zero. The resinsider the issue with null-probability elements of Jaffr
of distances behave equivalently to U1, capturing the bdivergence a reason for discarding it. We can also observe
modality. that Jensen-Shannon and Hellinger are within a small con-
In U3, distances behave similarly to U1, but as it can bstant each other [10]. Additionally, as we already mentibne
appreciated ini-test series, PDF means did not vary linearhEMD is able to capture inter-bin information, and it is
with the shift in degrees of freedom. possible to define any cost between them, what may be useful
Categorical simulations U4 and U5 resulted in equivalerih categorical data or when grouping PDF signatures [14].
results in information-theoretic and EMD distances. How- Finally, regarding to the evaluation of (3), we already
ever, statistics distances were not applicable to U5, sineeentioned that statistics distances were not suited toi-mult
non-ordinal categorical. Thus, we only show the results ofariate data. In contrast, information-theoretic distenand
U4, where the first are equivalent. Due to the linear shifEMD are theoretically suited to any number of dimensions.

(), (g) and (h) experiments. JF: Jeffrey, JS: Jensen-SimnBMD: Earth

Mover’s Distance, HL: Hellinger, KW-D: Kruskal-Wallis meaank differ-

ence, KW-H: Kruskal-Wallis statistic, Tt-test statistic, KS: Kolmogorov-
Smirnov statistic.



However, direct estimation of PDFs in high-dimensionaimixed types data. In general, all distances converge wreen th
biobanks may be impractical due both to computationgbint probability mass between the compared PDFs converges
requirements and sparsity in the probabilistic space. Elendo the minimum, however EMD does later, what may provide
dimensionality reduction methods may be applied to makmore versatility in bounded supports. Additionally, EMD
feasible low-dimensional distances. For instance, we ctcoupermits setting custom inter-bin costs. These resultbksia
reduce the dataset into a lower-dimensional statistical-mathe basis for further studies of a general stability metric.
ifold. Additionally, in massive-data environments, we wbu Additionally, in further work we will generalise this study
represent groups of similar cases based in PDF signaturestdareal biomedical data studying the effect of dimensidpali
facilitate the distance calculus. reduction methods on the PDF distances.

On the other hand, results show that, in general, most
distances have a convergence limit. They converge when

i ; ic[l] S. M. Ali and S. D. Silvey. A General Class of Coefficient§ o
the volume of the joint denSIty between the two PDFs is Divergence of One Distribution from Anothedournal of the Royal

minimized converging as well. However, EMD does later, _ Satistical Society. Series B (Methodological), 28(1):131-142, 1966.
what may suppose two advantages. First, it behaves approXg] D. Applegate, T. Dasu, S. Krishnan, and S. Urbanek. Uasup

matelv linear until the saturation level of those that cagee vi_sed clustering of multidimensional distributions us_iegrth mover
. y . . TR g distance. InProceedings of the 17th ACM SGKDD international
first. And second, it can still express dissimilarity farthe conference on Knowledge discovery and data mining, KDD '11, pages

from this level. Furthermore, a bounded PDF support, e.g. in  636-644, New York, NY, USA, 2011. ACM.

i ; ; ile [3] A. W. Bowman and A. Azzalini. Applied Smoothing Techniques for
categorlcal_ d‘?‘t?‘ or bounFjed continuous, ObVIOUSIy ena':_llls Data Analysis: The Kernel Approach with S-Plus Illustrations (Oxford
maximum limit in all the distances. Under these assumpfions  gatistical Science Series). Oxford University Press, USA, Nov. 1997.

we may choose between using the Jensen-Shannon, Helling@r M. Budka, B. Gabrys, and K. Musial. On accuracy of pdf dgence

or EMD, depending on the dissimilarity level at which we estimators and their applicability to representative dséanpling.
°P 9 y Entropy, 13(7):1229-1266, 2011.
need the dlstar}ce tO.CO_nverge- . [5] T. M. Cover and J. A. Thomas.Elements of Information Theory.
To be generic, pairwise measurements should provide a Wiley-Interscience, 99th edition, Aug. 1991. _
dissimilarity level comparable across different datasets [6] R. J. Cruz-Correia, P. Pereira Rodrigues, A. Freitas, Ja-

. . . . . . nario Almeida, R. Chen, and A. Costa-Pereira. Data quality a
even different domains —imagine we wish to provide a sta-  jntegration issues in electronic health recorttgormation Discovery

bility mark in a DQ consulting. Jensen-Shannon, Hellinger,  On Electronic Health Records, pages 55-96, 2010.

and Kolmogorov-Smirnov distances are bounded by definil?] |- Csiszar. Information-type measures of difference poobability
distributions and indirect observationsSudia Sci. Math. Hungar.,

tion between zero and one, what applies here (Kolmogorov- 2.299-318 1967.
Smirnov, however, did not achieve its maximum value in[8] T. Dasu, S. Krishnan, D. Lin, S. Venkatasubramanian, &ndYi.

; ; _ Change (detection) you can believe in: Finding distritnaioshifts
t.he bimodal experlme_nt (UZ)) Or_' the other hand, we no in data streams. IfProc. of the 8th Intl. Symp. on Intelligent Data
ticed that the normalization applied to the EMD ground  analysis: Advances in Intelligent Data Analysis VI, IDA 09, pages

distance matrix, where a maximum cost of 1 is given when  21-34, Berlin, Heidelberg, 2009. Springer-Verlag.

; ; ; ] T. Dasu and J. M. Loh. Statistical distortion: conseqe=nof data
moving denSIty between .eXtreme b|n§, make.s comparabl@ cleaning. Proc. VLDB Endow., 5(11):1674-1683, July 2012.
the resultant transformation cost. This solution, how;everlo] T. S. Jayram. Hellinger strikes back: A note on the mpétity infor-

requires predefining the possible support of all variabtes i mation complexity of and. Ifroc. of the 12th Intl. Workshop and 13th

i i i i _hi . ; Intl. Workshop on Approximation, Randomization, and Combinatorial
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to establishing the bounds of the probabilistic space. '09, pages 562-573, Berlin, Heidelberg, 2009. Springetade

We have not focused on other common types of biomedicgll] D. Kifer, S. Ben-David, and J. Gehrke. Detecting chargedata

; ; streams. InProc. of the 13th intl. conf. on Very large data bases -
data such as free text, signals or images. In some research Volume 30, VLDB ‘04, pages 180-191. VLDB Endowment, 2004,
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