Abstract—In this paper, novel visual servoing techniques based on Pulse Width Modulation (PWM) and Pulse Frequency Modulation (PFM) are presented. In order to apply previous pulse modulations, a fully decoupled position-based visual servoing approach (i.e. with block-diagonal interaction matrix) is considered, controlling independently translational and rotational camera motions. These techniques, working at high frequency, could be considered to address the sensor latency problem inherent in visual servoing systems. The expected appearance of ripple due to the concentration of the control action in pulses is quantified and analyzed under simulated scenario. This high frequency ripple does not affect the system performance since it is filtered by the manipulator dynamics. On the contrary it can be seen as a dither signal to minimize the impact of friction and overcome back-lashing.

Index Terms—Visual servoing, robot vision systems, robot manipulators, robot control.

I. INTRODUCTION

Visual servoing (VS) or visual servo control represents the use of feedback information extracted from a computer vision system to control the motion of a robot or any mechanical system [1]. The aim of the control scheme is to minimize the difference between the measure of a set of visual features and its desired values.

During the last three decades, many visual servoing schemes have been proposed in the literature, most of them differing in the selection of the visual features. However, all of them can be classified in two main categories, depending on the workspace in which the control is set: image-based or 2D visual servoing (IBVS) [2][3][4] and position-based or 3D visual servoing (PBVS) [5][6][26]. The velocity controller proposed in [2] relates the camera velocity with the visual features by means of the image Jacobean, namely interaction matrix.

Visual servo controllers have been typically designed to get an exponential decoupled decrease of the error under ideal conditions. Each component of the error vector has an individual convergence speed, and thus an individual convergence time, that is directly related to their respective initial errors. In the absence of constraints, the desired control strategy would be to even all the components out of the error vector to have the same convergence time, avoiding any part of the system to be overstretched. This can be accomplished introducing a diagonal weighting matrix for modifying error. Weighting matrices have been proposed in [7], [8] and [9] to combine classical PBVS and IBVS approaches, in 5D visual servoing [10] for balancing the PBVS and the IBVS schemes and in [11] to propose a robust control scheme.

Similarly to weighting matrices for modifying the error, gain matrices could be used to tune the gain associated to each of the camera velocities, but effects of motion coupling in the interaction matrix arise. That is, each factor in the weighting matrix is associated with one and only one error, but this uniqueness is lost with camera velocities if coupling in the interaction matrix exists, which makes the velocities evolution unpredictable.

Researchers in the field have proposed different visual servoing schemes trying to decouple the camera degrees of freedom (DOFs) by selecting adequate visual features. The goal is to find six features, such that each one is related only to one degree of freedom, forcing the interaction matrix to become diagonal. As stated in [12], the Grail would be to find out a diagonal interaction matrix whose elements are constant, that is as near as possible to the identity matrix, leading to a pure, direct and simple linear control problem. This goal is still pending, but steps have been done in the direction of partially decoupling camera DOFs: partitioned approach for IBVS to isolate motion related to the optic axis [13]; image moments for IBVS [14]; homography [15], [16] and epipolar geometry to decouple rotation from translation in IBVS [15]; hybrid approaches with block-triangular interaction matrix to decouple the rotational control loop from the translational one [17] or vice versa [18].

In this regard, it is noteworthy that all PBVS methods are at least partially decoupled, since the camera rotation is decoupled from camera translation, but furthermore one of the PBVS methods [19] is fully decoupled, allowing to control independently translational and rotational motions. In this case, weighting matrix and gain matrix are equivalent if they are designed as block-diagonal matrices: one block dedicated to the control of the translation motion and another one to the rotational motion.

The article proposes to transfer to the visual servoing domain the core of the well-known Pulse Width Modulation (PWM) and Pulse Frequency Modulation (PFM) techniques: obtaining an average value from signals at high frequency. PWM and PFM have been widely used for improving efficiency in power electronics device against noise in data transmission, and to obtain analog outputs from digital control devices. Underlying benefits can be somehow transferred to the visual servoing domain. Thus, this article is framed within the concepts of multi-rate sampling for
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visual servoing, along the line of what the authors did in [20].

This paper is organized as follows. Next section provides background on visual servoing schemes and, specifically, the existing proposals for decoupling DOFs. Section III presents the proposal of this work: one method for errors weighting and gains tuning to control independently the decoupled camera motions and its adaptation to what we coined PWM and PFM visual servoing. The proposed approach is simulated in Section IV to show its feasibility and effectiveness, while Section V discusses several practical issues. Finally, some conclusions are given.

II. PRELIMINARIES

A. Visual Servoing Schemes

Visual servoing schemes consist in defining a robot task by an error function to be minimized:

\[ e = s - s^* \]  

(1)

where \( s \) is a vector of visual features, and \( s^* \) their desired values, all of them expressed in meters.

In the case of a fixed goal pose and a motionless target, \( s^* \) is constant and changes in \( s \) depend only on camera motion. In particular, the time variation \( \dot{s} \) of the visual features can be expressed as:

\[ \dot{s} = L_s \tau \]  

(2)

where \( L_s \) is the interaction matrix related to \( s \) and \( \tau = (v, \omega) \) is the camera kinematic screw. One of the most common approaches is to ensure an exponential decoupled decrease of the visual features error to their desired value \( s^* \) (i.e. \( \dot{e} = -\lambda e \)). If a free-flying camera observing a static object is considered, the corresponding control law is:

\[ \tau = -\lambda L_s^* e = -\lambda L_s^*(s - s^*) \]  

(3)

where \( L_s^* \) is an approximation of the Moore-Penrose pseudo-inverse of \( L_s \), \( \lambda \) a positive scalar gain tuning the time to convergence, and \( \tau \) the camera velocities sent to the low-level robot controller.

Figure 1 shows coordinate frames and transformations involved in the visual servoing problem. The following notation is used: the leading superscript denotes the frame with respect to which a set of coordinates (subscript) is defined. For example, the coordinate vector \( \tau_c^* \) represents the translation coordinates of the origin of the desired camera frame expressed relative to the current camera frame.

B. Decoupling DOFs in Visual Servoing Approaches

Some different visual servoing schemes have been proposed in order to decouple DOFs, some of which are shortly described next. The problem is restricted to the classical positioning task of a free-flying camera with six DOFs with respect to a motionless target.

Approaches with block-triangular interaction matrix of the form \( L_s = \begin{pmatrix} L_{s1} & 0 \\ L_{s2} \\ 0 \end{pmatrix} \) or \( L_s = \begin{pmatrix} L_{s1} & L_{s3} \\ 0 & L_{s2} \end{pmatrix} \), allow a decoupled behavior of the translation or rotation camera motion respectively (partially decoupled approaches), while approaches with block-diagonal interaction matrix of the form \( L_s = \begin{pmatrix} L_{s1} & 0 \\ 0 & L_{s2} \end{pmatrix} \) induce completely decoupled translational and rotational motions (fully decoupled approaches).

1) Partitioned approach to IBVS control

This approach is proposed in [13] to overcome the problem of undesired camera trajectories in Cartesian space produced in IBVS. Visual features \( s \) are defined to isolate motion related to the optical axis.

\[ \dot{s} = L_s \tau = L_{XY} \tau_{XY} + L_Z \tau_Z = \dot{s}_{XY} + \dot{s}_Z \]  

(4)

\[ \dot{s}_Z = L_Z \tau_Z \] gives the component of \( \dot{s} \) due to the camera motion along and rotation about the optical axis, while \( \dot{s}_{XY} = L_{XY} \tau_{XY} \) gives the component of \( \dot{s} \) due to velocity along and rotation about the camera X and Y axes.

Control actions associated to the optical axis are defined as:

\[ \begin{align*}
    v_Z &= -\lambda v_Z \ln \left( \frac{e^*_{\sigma}}{\sigma} \right) \\
    \omega_Z &= -\lambda \omega_Z (\alpha^* - \alpha)
\end{align*} \]  

(5)

where \( \sigma \) and \( \alpha \) are two new image features defined to determine \( \tau_Z \).

For X and Y axes, the resulting control action can be seen as a common IBVS control action, but with a modified error to take into account the error induced by \( \tau_Z \).

\[ \tau_{XY} = -L_{XY}^* (\lambda e_{XY} + L_Z \tau_Z) \]  

(6)

where \( e_{XY} \) is the error vector associated to the common visual features in IBVS.
2) Image moments for partially decoupled IBVS

New visual features (image moments) are presented in [14] to decouple DOFs under IBVS. This approach leads to a block-triangular interaction matrix for all camera poses, such that the image plane is parallel to the object:

\[
L_x = \begin{pmatrix}
L_{x1} & L_{x2} \\
0 & L_{x2}
\end{pmatrix}
\]  
(7)

Then, a generalization based on a virtual camera rotation is proposed to extend the decoupling properties for any desired camera orientation with respect to the considered object.

3) Homography and epipolar geometry to decouple rotation from translation in IBVS

Homography is used in [16] for planar objects to decouple rotation from translation. The proposed control law results in the following block-triangular interaction matrix:

\[
\tau = -\lambda \begin{pmatrix}
d^* \cdot M_2^{-1} & -d^* \cdot M_2^{-1} \cdot M_0 \\
0 & I
\end{pmatrix} \begin{pmatrix}
s - s^* \\
r - r^*
\end{pmatrix}
\]  
(8)

with \( r = \frac{d}{d^*} \) being the ratio between the current distance \( d \) and desired distance \( d^* \) to the object and \( c^* \theta u_c \) the rotation matrix in angle-axis representation that gives the orientation of the current camera frame relative to the desired frame.

The same approach is used in [15], but with a different control action: they generate a straight optimal trajectory by constraining the translation direction using the homography matrix. They assign camera translation to take the shortest path to the goal and camera rotation to keep the object in the field of view, and control them separately. Another algorithm proposed in [15] applies for general 3D object and uses the epipolar condition held between the goal image and the current image to generate the optimal trajectory of the robot motion to reach the goal straightforwardly.

4) Hybrid visual servoing

In [17] the coordinates of the central point in the image plane and the logarithm of its depth in the camera frame are used as features related to camera translation \( s_t = (x, y, \log Z) \), \( s_t^* = (x', y', \log Z') \), \( e_t = (x-x', y-y', \log Z/Z') \). \( c^* \theta u_c \) is used as feature related to rotation.

The resulting interaction matrix is block-triangular, allowing the decoupling of rotational from translational camera motions:

\[
\hat{s} = \begin{pmatrix}
L_v \\
0
\end{pmatrix} \tau. 
\]  
(9)

A similar approach is presented in [18], but in this case to decouple translation from rotation. Visual features vector is defined with the translational vector of the desired camera frame with respect to the current camera frame \( \hat{t}_c \), the coordinates of the central point in the image plane \( (x, y) \), and the third component of the rotation matrix in axis-angle representation \( \theta u_c \). Thus, \( s = (\hat{t}_c, x, y, \theta u_c) \), \( s^* = (0, x', y', 0) \), and \( e = (c^* t_c, x-x', y-y', \theta u_c) \). The resulting interaction matrix is block-triangular:

\[
\hat{s} = \begin{pmatrix}
c^* R_c & 0 \\
L_v & L_{\theta u_c}
\end{pmatrix} \tau
\]  
(10)

with \( c^* R_c \) being the rotation matrix that gives the orientation of the current camera frame relative to the desired frame.

5) Position-based visual servoing

Camera rotational motion control is decoupled from the translational one by definition in all common implementations of position-based visual servoing. The resulting interaction matrix is either block-triangular or block-diagonal.

We focus here on the fully decoupled PBVS approach [19], in which current visual features are set as \( s = (c^* t_c, c^* \theta u_c) \), desired visual features as \( s^* = 0 \) and error as \( e = (c^* t_c, c^* \theta u_c) \). Thus, the relationship between the camera motion and the features is:

\[
\hat{s} = L_s \tau = \begin{pmatrix}
c^* R_c & 0 \\
0 & L_{\theta u_c}
\end{pmatrix} \tau
\]  
(11)

which leads to the following control action expression:

\[
\begin{cases}
\hat{v}_c = -\lambda v (c^* R_c)^T c^* t_c \\
\omega_c = -\lambda \omega c^* \theta u_c
\end{cases}
\]  
(12)

The expected behavior is described in [21]: In this case the corresponding desired feature is a null vector, and the interaction matrix is known to be block-diagonal, inducing decoupled translational and rotational motions. Moreover, each of the rotation DOFs could be controlled independently since they are directly related to one of the rotation camera motions. The corresponding camera trajectory is a straight 3D line. However, no control at all is done in the image and the visual features used for the pose estimation may be lost. This image boundary constraint is not considered in the present work.

III. PROPOSAL

In this section, a procedure to adjust the convergence time of all the components of the error vector in visual servoing schemes is presented. The goal of this approach is to avoid overstretching on any part of the visual servoing system during the control motion task and for that, a modification of the error vector by adding a weighting matrix in the control law is proposed. Afterwards, the same procedure is applied.
to tune the control gains in fully decoupled visual servoing approaches. The resulting gains can be seen as two different levels of a continuous signal, what led us to explore the possibility of applying signal modulation techniques. It turned finally on what we have coined PWM and PFM visual servoing, which allows controlling independently translational and rotational camera motions with signals at high frequency.

A. Errors weighting and Gain tuning

Visual servoing schemes use normally the same scalar gain $\lambda$ for all the components of the error vector $e$. In that case, each component has its own convergence speed and thus, its own settling time that differs from each other according to their respective initial errors.

If the error vector has dimension $m$, a diagonal weighting matrix $W$ with dimension $m \times m$ can be inserted in the control law in order to tune the convergence velocity of each component:

$$v = -\lambda \hat{L}^* e$$  \hspace{1cm} (13)

The goal is to achieve an equal settling time for all the components of the error vector, which determines the convergence time of the entire process.

Since the control is implemented in discrete domain, the $j$ component of the error vector at iteration $i$, $e_j^i$, is expressed as:

$$e_j^i = e_j^0 (1 - \lambda w_j T_s)^i$$  \hspace{1cm} (14)

where $e_j^0$ is the $j$ component of the initial error vector, $\lambda$ the control gain, $w_j$ the weight for the $j$ component and $T_s$ the sampling time.

The number of iterations needed for convergence $N$ is,

$$N = \frac{\log(e_j^N)}{\log(1 - \lambda w_j T_s)}$$  \hspace{1cm} (15)

where $e_j^N$ is the desired final error threshold.

The weight $w_j$ needed to have a given convergence time (i.e. a given number of iterations) is:

$$w_j = \frac{1 - (\frac{e_j^N}{e_j^0})^{\frac{1}{T_s}}}{\lambda T_s}$$  \hspace{1cm} (16)

Once the problem is stated, i.e. the coordinates of the initial and desired features are known, the weights $w_j$ for each component of the error vector $e_j$ are computed as follows: the weight for the highest initial error is set to a maximum fixed level, the number of iterations to convergence $N$ is calculated with equation (15), and then the remaining weights are computed with (16). Note that this is a generic procedure, valid independently of the dimension of the error vector.

Let us focus now on fully decoupled visual servoing approaches, such as the fully decoupled PBVS presented in section II.B.5. In this case translational and rotational camera motions can be controlled independently, and their respective convergence times can be adjusted with scalar coefficients, $w_v$ and $w_\omega$, of a translation-rotation weighting matrix $W$. Due to the fact that the interaction matrix is block-diagonal, the translation-rotation weighting matrix $W$ can also be expressed as a translation-rotation control gain matrix $K$, positioned on the left of the interaction matrix in the control expression, equation (17). The tuning of the scalar coefficients $k_v$ and $k_\omega$ is then equivalent to the errors weighting.

$$v = -\lambda \hat{L}^* e = -\lambda \hat{L}^* We$$  \hspace{1cm} (17)

$$K = \begin{pmatrix} k_v I_{3 \times 3} & 0_{3 \times 3} \\ 0_{3 \times 3} & k_\omega I_{3 \times 3} \end{pmatrix} \quad \text{and} \quad W = \begin{pmatrix} w_v I_{3 \times 3} & 0_{3 \times 3} \\ 0_{3 \times 3} & w_\omega I_{3 \times 3} \end{pmatrix}$$

with $k_v = w_v$ and $k_\omega = w_\omega$.

B. PWM and PFM Visual Servoing

Well-known PWM and PFM techniques can be also applied to the visual servoing control of many systems. In Figure 2 the parameters of a modulated signal are shown, being $A$ the pulse amplitude, $\tau_0$ the pulse width, and $\tau_c$ pulse period (or $f_c = 1/\tau_c$ pulse frequency). If the signal is supplied as input to a device or system, which has a response time much larger than $\tau_c$, it experiences the signal as an average value:

$$V_{av} = A \frac{\tau_0}{\tau_c}$$  \hspace{1cm} (18)

The ratio $d = \tau_0/\tau_c$ is called the duty cycle of the square wave pulses. The average value is controlled by adjusting the duty cycle. If amplitude $A$ and pulse period $\tau_c$ are constant, the average value can be modified with the pulse width $\tau_0$ (PWM). Otherwise, if amplitude $A$ and pulse width $\tau_0$ are constant, the average value can be modified with the pulse period $\tau_c$ or pulse frequency $f_c$ (PFM).

The existence of fully decoupled visual servoing approaches, with independent control of translational and rotational camera motions, allows us the possibility of using PWM and PFM signals for each of the independent motions. The same procedure used for errors weighting and gain tuning presented in section III.A can be applied to tune the
duty cycles. Equivalence between gains and PWM-PFM duty cycles is straightforward: \( k_i = d_i \). Figure 3 shows the equivalence between continuous levels of control gains and the modulated signals.

![Figure 3. Gain modulation in PWM and PFM visual servoing](image)

C. Advantages/disadvantages of the proposed approach

Traditional PWM and PFM benefits, which could apply to the visual servoing problem, are:

- **Discrete equivalent to analog controllers.** PWM and PFM duty cycles are adjusted to obtain an equivalent average continuous value.

- **Signal modulation in telecommunications.** PWM and PFM are forms of signal modulation: data values are encoded at one end and decoded at the other end of the transmission. In robotics, this concept can also be useful in rough industrial environments: transmitting a modulated signal instead of an analog value to avoid effects of noise.

- **Power efficiency.** PWM is used to control the amount of power delivered to a load in a more efficient way than with power delivery by resistive means. This concept of power efficiency can be transferred to the control of joint motors in robot arms. Power can be directly delivered to the power electronics stage without needing A/D conversion.

The presence of ripper in the signal due to the concentration of the control action in pulses is an expected drawback of this approach. This problem is widely analyzed and discussed in Section IV.

With the proposed control strategies, visual servoing problems are approached to the author field of knowledge, which is multi-rate control of sample-data systems [22], [23], [24].

IV. RESULTS

In this section the proposed approach is analyzed in a simulated scenario analyzed in order to show its feasibility and effectiveness. In this sense, a comparison of the performance of different visual servoing techniques is carried out in [25] based on quantitative metrics. However, these metrics are useful to compare different approaches, but what this work actually presents are different implementations of the same approach (PBVS), so no one of that metrics is considered. The approach in [25] also categorizes work conditions that visual servo systems often experience difficulty to handle. Given that, we focus on task 1 and task 4 from [25], as we are interested in having a task involving all the 6 degrees of a free camera. Task 1 proposes to modify the initial pose through rotations in the camera Z-axis \( (\varphi_2) \) between 30° and 210°. Task 4 defines axes \( (X_F, Y_F) \) lying in the feature points plane and perpendicular to the optical axis Z, and proposes initial poses resulting from rotations about \( X_F \) axis \( (\varphi_{X_F}) \) and \( Y_F \) axis \( (\varphi_{Y_F}) \) between 10° and 80°. Rotations about \( X_F \) axis imply camera translations in X and Z axes and camera rotation about Y axis, while rotations about \( Y_F \) axis imply camera translations in Y and Z axes and camera rotation about X axis.

A combination of the former two tasks is proposed: rotation of the features plane, about \( X_F \) and \( Y_F \) axes, together with a rotation around the camera optical axis Z, involving simultaneously the six DOFs of the camera. The task is evaluated under the fully decoupled PBVS approach described in section II.B.5). Euclidean norm of the initial translation and rotation errors is used to compute the desired gains and PWM-PFM duty cycles according to the procedure explained in section III.

$$\|e\|_2 = \left( \epsilon^r_{t_{Ex}} + \epsilon^r_{t_{Ey}} + \epsilon^r_{t_{Ez}} \right)^{1/2} \left( \epsilon^r_{u_{Ex}} + \epsilon^r_{u_{Ey}} + \epsilon^r_{u_{Ez}} \right)^{1/2}$$ (19)

To characterize the behavior of the proposed PWM and PFM implementations, in particular to quantify the expected appearance of ripple, new error indexes are needed. The ripple can be observed in these cases: 1) in the trajectory of the visual features in the normalized image plane (2D); 2) in the time variation of the errors (3D). However, for simplicity only the first case is considered to propose the following error indexes: 1) summation of Euclidean distances, measured in the normalized image plane, between the centers of the visual features in the different approaches with respect to the number of iterations and 2) maximum value among the Euclidean distances. That is:

$$\varepsilon = \frac{\sum_{t} \| p_{t} - p_{L,GAIN} \|_{2}}{N}$$ (20)

$$\Delta = \max_{i} \left\{ \| p_{i} - p_{L,GAIN} \|_{2} \right\}^{N}$$ (21)

being \( p_{t} \) the coordinates of the center of the visual features under PWM and PFM implementations, \( N \) the number of iterations, and \( p_{L,GAIN} \) the coordinates of the center of the visual features in the gain tuning case, namely the non-rippled continuous case.

The experimentation is carried out in simulation under a common visual servoing scenario: positioning task of a camera with six DOFs with respect to a motionless target,
object pose estimation updated with a period $T = 40$ ms and the sampling period $T_s = 2$ ms (fast enough to avoid discretization errors). The resolution of the duty cycles $(d_v, d_{ao})$, and hence the available $d_v/d_{ao}$ and $\lambda_v/\lambda_{ao}$ relations are determined by $T_s$:

- Under the PWM implementation, the gain pulse periods are equal to the frame period $\tau_{CV} = \tau_{Cao} = \bar{T} = 40$ ms and the gain pulse widths are $\tau_{0,v} = n_v T_s$ and $\tau_{0,ao} = n_{ao} T_s$, in the range between $T_s$ and $\bar{T}$, (with $n_v$ and $n_{ao}$ integers).

- Under the PFM implementation, the gain pulse width is equal to the sampling period $\tau_{0,v} = \tau_{0,ao} = T_s$ with gain pulse periods $\tau_{CV} = \bar{T}/n_v$ and $\tau_{Cao} = \bar{T}/n_{ao}$.

Rotations $\phi_{xp}$ and $\phi_{yp}$ are evaluated between $10^\circ$ and $60^\circ$ (a combination of rotations higher than $60^\circ$ in both axes leads the object to a pose non-visible from the camera) and rotation $\phi_z$ between $30^\circ$ and $180^\circ$ (rotations $\phi_z > 180^\circ$ are equivalent to rotations $\phi_z - 360^\circ$ and rotations $\phi_z = [-30, -180]^\circ$ have similar behaviors to $\phi_z = [30, 180]^\circ$).

Table 1 and Table 2 summarize the performances for representative cases: limits in the rotation ranges and an extra case for intermediate $Z$ axis rotation. The normalized image plane is considered infinite in order to overpass the image boundary constraint. Therefore, the effects derived from gain modulation and consequently control action modulation will be analyzed separately of other effects.

Figure 4 and Figure 5 show graphically the trajectory of the center of the visual features in the normalized image plane a), the time variation of its coordinates b), the camera translational velocities c), and the Euclidean distance of the center with respect to the gain tuning case d), in both PWM and PFM implementations, for one of the cases $(\phi_{xp}, \phi_{yp}, \phi_z) = (10, 60, 180)^\circ$.

By observing one of the visual servoing task $(\phi_{xp}, \phi_{yp}, \phi_z) = (10, 10, 30)^\circ$, the following conclusions arise:

- Error indices increase with the initial errors in both implementations, PWM and PFM, with the same $(\phi_{xp}, \phi_{yp})$ values:

$$
\varepsilon(\phi_{xp}, \phi_{yp}, 30) < \varepsilon(\phi_{xp}, \phi_{yp}, 100) < \varepsilon(\phi_{xp}, \phi_{yp}, 180)
$$

$$
\Delta(\phi_{xp}, \phi_{yp}, 30) < \Delta(\phi_{xp}, \phi_{yp}, 100) < \Delta(\phi_{xp}, \phi_{yp}, 180)
$$

and also with the same $\phi_z$ value:

$$
\varepsilon(10, 10, \phi_z) < \varepsilon(10, 60, \phi_z) < \varepsilon(60, 60, \phi_z)
$$

$$
\Delta(10, 10, \phi_z) < \Delta(10, 60, \phi_z) < \Delta(60, 60, \phi_z)
$$

- Error indices in PWM are greater than in the PFM implementation for the same $(\phi_{xp}, \phi_{yp}, \phi_z)$ case:

$$
\varepsilon_{PWM}(\phi_{xp}, \phi_{yp}, \phi_z) > \varepsilon_{PFM}(\phi_{xp}, \phi_{yp}, \phi_z)
$$

$$
\Delta_{PWM}(\phi_{xp}, \phi_{yp}, \phi_z) > \Delta_{PFM}(\phi_{xp}, \phi_{yp}, \phi_z)
$$

The comparison between $\Delta_{PWM}$ and $\Delta_{PFM}$ can also be done by observing the ripple of the trajectory in the normalized image plane (Figure 4.a and Figure 5.a) and the maximum of the Euclidean distances (Figure 4.d and Figure 5.d).

- The resulting ripper in the normalized image plane is not significant compared to the dimensions of the trajectory, as can be seen in Figure 6.
a) Trajectory of the center of the visual features in the normalized image plane (m)

b) Coordinates of the center of the visual features in the normalized image plane (m)

c) Camera translational velocities (m/s)

d) Euclidean distances - Coordinates of the center of the visual features in the normalized image plane (m)

Figure 4. Gain tuning vs. PWM implementation for \((\phi_{x_F}, \phi_{y_F}, \phi_{z_F}) = (10, 60, 180)^\circ\)

a) Trajectory of the center of the visual features in the normalized image plane (m)

b) Coordinates of the center of the visual features in the normalized image plane (m)

c) Camera translational velocities (m/s)

d) Euclidean distances - Coordinates of the center of the visual features in the normalized image plane (m)

Figure 5. Gain tuning vs. PFM implementation for \((\phi_{x_F}, \phi_{y_F}, \phi_{z_F}) = (10, 60, 180)^\circ\)
V. PRACTICAL ISSUES

In this section we discuss about the practical implementation and how the presence of a real robot manipulator affects the proposed method.

When a robot is taken into account, the control law is modified according to the following expression:

$$\dot{q} = -\lambda(L_e \, V_e \, J_e)^+ e$$  \hspace{1cm} (22)

where $\dot{q}$ is the robot joints velocity vector, $V_e$ is the twist transformation matrix between camera and end-effector and $J_e$ is the robot Jacobian. The presence of these two new matrices would introduce coupling between errors and robot joints if they are not block-diagonal.

The twist transformation matrix $V_e$ is a fixed matrix in the case of eye-in-hand systems and is defined as follows:

$$V_e = \begin{pmatrix} R_e & [t_e]_x & 0_{3x3} \\ 0_{3x3} & R_e \end{pmatrix}$$

Since $V_e$ depends on how the camera is mounted, it can be forced to be block-diagonal if $[t_e]_x \, R_e = 0$.

The robot Jacobian $J_e$ depends on the type of robot. Under robots with decoupled joints to end-effector transformation (such as Cartesian robots with wrist rotations), the Jacobian matrix is block-diagonal and the PWM-PFM implementation can also be applied to obtain the corresponding joint velocities $\dot{q}$. However, if any coupling in the Jacobian matrix exists, the desired camera velocity would be transformed to joints velocity by means of the robot Jacobian. Discontinuities would appear in the joints velocities, but they would be filtered by the system dynamics, resulting thus in an equivalent continuous signal.

Multirate visual servoing architectures would be ideal to deal with different rates resulting from the inclusion of a robot. Information regarding the robot (i.e., the robot Jacobian) could be updated with higher rate than the visual information. Moreover, a parameterized image processing could be performed if selective information is needed, e.g., when only the translation error is needed.

In short, the proposed approach could be directly applied under Cartesian robots with wrist rotations to obtain modulated joints velocities, and multirate techniques could be applied to address the sensor latency.

VI. CONCLUSION

Firstly, the proposal copes with the idea of having the same convergence time for all components of the error vector by inserting an error weighting matrix in the control law without overstretching any part of the visual servoing system.

The procedure was then transferred to fully-decoupled visual servoing approaches, i.e. those with block-diagonal interaction matrix. In particular, in the fully decoupled PBVS approach, the coefficients of the gain matrix were tuned to get the same convergence time for camera translation and rotation.

Next, novel PWM and PFM visual servoing techniques were presented, consisting in modulating, in pulse width (PWM) and pulse frequency (PFM) with high-frequency signals. This opens the possibility of transferring some of the advantage of PWM and PFM to the visual servoing problem.

The expected appearance of ripple due to the concentration of the control action in pulses was analyzed under a common visual servoing scenario: a positioning task of a 6-DOFs camera with respect to a motionless object. Three main conclusions were extracted: 1) the higher the initial errors are, the higher the ripple is in both implementations; 2) the appearance of ripple is more evident in the PWM implementation; 3) the order of magnitude of the ripple is low compared with the dimensions of the signals.

This high frequency ripple does not affect to the performance since it is filtered by the dynamics of the system. Moreover, the proposed control could be used to minimize the impact of friction since it can be seen as a dither signal, a high frequency component added to the control signal to keep the system at a non-zero velocity and avoiding stick-slip friction.

With the proposed control strategies, visual servoing problems are approached to the author field of knowledge, which is multi-rate control of sample-data systems. Therefore, well-known dual-rate techniques, such as high order holds (HOH) or Lifting, could be applied.

As further work we would like to deal with the image boundary constraint by controlling independently translational and rotational camera motions, as well as to analyze the effects of non-ideal conditions in terms of pose estimation and to test the method into a real robot arm, including robot dynamics and constraints.
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