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Abstract

Bernoulli HMMs (BHMMs) have been successfully applied to handwritten text recognition (HTR) tasks such as continuous and isolated handwritten words. BHMMs belong to the generative model family and, hence, are usually trained by (joint) maximum likelihood estimation (MLE) by means of the Baum-Welch algorithm. Despite the good properties of the MLE criterion, there are better training criteria such as maximum mutual information (MMI). The MMI is the most widespread criterion to train discriminative models such as log-linear (or maximum entropy) models. Inspired by a BHMM classifier, in this work, a log-linear HMM (LLHMM) for binary data is proposed. The proposed model is proved to be equivalent to the BHMM classifier, and, in this way, a discriminative training framework for BHMM classifiers is defined. The behavior of the proposed discriminative training framework is deeply studied in a well known task of isolated word recognition, the RIMES database.
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1. Introduction

In the past few years Bernoulli HMMs (BHMMs) have been proved to be competitive for handwritten text recognition (HTR). Specifically, competitive performance has been reported by BHMMs on handwritten English text (Giménez and Juan, 2009), and Arabic HTR (Giménez et al., 2010; Märgner and El Abed, 2010).

Handwritten word classifiers based on HMMs, and in particular in BHMMs, are generative models. Generative models are classifiers based on the optimal Bayes classifier (Duda and Hart, 1973) which classify choosing the class \( c^* \) that maximizes the posterior class probability for a given input \( x \) as follows

\[
c^*(x) = \arg \max_c p(c \mid x) = \arg \max_c p(c, x)
\]

where instead of directly approximating the posterior class probability \( p(c \mid x) \), the joint probability is modelled by a distribution \( p_\theta(c, x) \) parameterized with \( \theta \). Among many other advantages, the generative models have two outstanding properties. On the one hand, the parameters of the generative models are easily understandable for researchers. For instance, in the BHMMs all parameters can be interpreted as percentages, and in particular, the emission parameters that model the emission probabilities are easily interpreted as grey level images. On the other hand, generative models are mostly trained with maximum likelihood estimation (MLE) criterion for which there are well-known algorithms for training latent variable mod-

---

1the BHMM achieved the first place prize in the Arabic HTR competition organized during the ICFHR 2010 conference.
els (Dempster et al., 1977) in general, and HMMs in particular (Rabiner and Juang, 1993).

Despite the good properties of the MLE criterion, it acknowledges an important drawback in classification problems. The MLE is aimed at explaining the probability distribution that underlies in the training sample by maximizing the likelihood of the joint probability function $p_\theta(c, x)$. However, we are simply interested in classifying inputs, and there is no guarantee that the MLE parameters are the most suitable for classifying, even though they have been proved to be competitive.

An alternative to generative models are the discriminative models. Discriminative models and criteria are aimed at classifying the data without explaining the data distribution itself. These models are also based on the Bayes decision rule in (1) but instead of the joint probability, they directly approximate the posterior class probability by a model $p_\lambda(c | x)$ parameterized by $\lambda$. However, discriminative parameters are difficult to understand provided that they do not explain the input. Discriminative parameters are usually estimated by the maximum mutual information (MMI) criterion, which directly maximizes the likelihood of the posterior probability function $p_\lambda(c | x)$. In contrast to MLE, the parameters estimated with MMI maximize the most the differences between classes in order to better classify samples. Unfortunately, there is no closed form solution for the MMI criterion, and few unsatisfactory algorithms are available for finding the optimal parameters. This problem is specially remarkable for discriminative models with hidden variables as HMMs.

In Giménez et al. (2011) a MMI training scheme for Bernoulli mixture
classifiers was proposed and tested in a task of isolated handwritten digit recognition. The proposed approach was based on the idea of finding a similar discriminative classifier to the Bernoulli mixture classifier, and then prove the equivalence between both classifiers. The results analyzed in Giménez et al. (2011) report that discriminatively trained Bernoulli mixture classifier outperforms the generative Bernoulli mixture classifiers. In this paper the work in Giménez et al. (2011) is extended to more complex models, the BHMMs, which are assessed in a complex isolated word recognition task. Specifically, we compared both generative and discriminative approaches in the RIMES database (Grosicki et al., 2009) in which the discriminative models obtained very competitive results surpassing the performance obtained by generative classifiers.

More precisely, the contributions of this work are the following:

1. We propose a particular case of log-linear HMM (LLHMM) classifier, which can also be interpreted as a semi-Markov conditional Markov chain (semi-CRF), for binary data inspired by the BHMM classifier.

2. We prove the equivalence between BHMMs and the proposed discriminative model for binary data.

3. We provide a discriminative training scheme for BHMM classifiers by means of their equivalence with LLHMMs, and analyze several discriminative training criteria such as MMI.

4. We provide the capability to understand discriminative parameters from a generative point of view by means of their equivalence with BHMMs.

The remainder of the paper is organized as follows. A review of BHMMs
is given in Sec. 2. The proposed LLHMM or semi-CRF classifier for binary
data is described in Sec. 3. The Sec. 4 proves equivalence between both clas-
sifiers, and in Sec. 5 the parameter estimation for the LLHMM is analyzed.
The proposed training scheme is deeply analyzed on the RIMES database
in Sec. 6. We conclude the paper by summarizing and discussing the most
important results and future research directions.

2. Bernoulli HMM

Let $O = (o_1, \ldots, o_T)$ be a sequence of feature vectors. An HMM is a
probability (density) function of the form

$$ p_\theta(O) := \sum_q p_\theta(O, q) = \sum_q \prod_{t=0}^T a(q_t, q_{t+1}) \prod_{t=1}^T b_{q_t}(o_t), \quad (2) $$

where we have uncovered the latent variables $q = (q_0, q_1, \ldots, q_{T+1})$ which
represent all the possible state sequences (or paths), such that $q_1, \ldots, q_T \in
\{1, \ldots, M\}$ are the regular states chosen out of a total of $M$ states, and the
first ($q_0 = I$) and last ($q_{T+1} = F$) states are special, the so-called initial or
start state and the final or stop state, respectively. Furthermore, for any
regular states $i$ and $j$, $a(i, j)$ denotes the transition probability from $i$ to $j$,
while $b_j$ is the probability distribution for an observation at state $j$.

If we further assume that $O$ is a sequence of binary featured vectors, then
a Bernoulli (mixture) HMM (BHMM) is an HMM in which the probability of
observing $o_t$ at position $t$ and the state $j$ ($q_t = j$) follows a Bernoulli mixture
distribution

$$ b_j(o_t) := \sum_{k=1}^K \tau_j(k) \prod_{d=1}^D p_{jkd}^{o_{td}} (1 - p_{jkd})^{1-o_{td}}, \quad (3) $$
where $\tau_j(k)$ and $p_{jk}$ are, respectively, the prior and prototype of the $k$-th mixture component in state $j$. Fig. 1, depicts some prototypes for several states and components.

In isolated handwriting word recognition, BHMMs are used in Bayes’ classifiers to approximate the input probability of a binary image, which is represented by an observation sequence of binary feature vectors for a given transcription. More precisely, the most probable transcription $S^* \in W$ for a given observation sequence $O$ is obtained according to

$$S^* = \arg\max_S p(S, O) = \arg\max_S p(S) p(O | S),$$

(4)

where for each possible transcription $S$, the emission probability, $p(O | S)$, is approximated as a BHMM, and $p(S)$ is modelled regarding each probability as a parameter itself, $\pi_S$.

The number of possible transcriptions in handwriting recognition is typically large, and consequently, the resulting parameters for a BHMMs are very sparse. In order to amend sparseness problems, BHMMs at word level are built from shared, embedded BHMMs at character level. More precisely, let $C$ be the number of different characters (symbols) from which global BHMMs are built, we assume that each character $c$ is modeled with a different BHMM with parametric vector $\theta_c$, which is shared among words. Unfortunately, the input featured vectors are not aligned with individual characters, and the character boundaries are, therefore, unknown. For a given feature sequence $O = (o_1, \ldots, o_T)$ representing a sequence of symbols $S = (s_1, \ldots, s_L)$, with $L \leq T$; the latent segmentation $i = (i_1, i_2, \ldots, i_{L+1})$ defined as follows

$$1 = i_1 < \cdots < i_L < i_{L+1} = T + 1;$$

(5)
induces the segmentation of $O$ into $L$ segments which monotonically correspond to each symbol. Specifically, the feature segment corresponding to the $l$-th character, $s_l$, is denoted by $O(i_l, i_{l+1}) = o_{i_l}, \ldots, o_{i_{l+1}-1}$. Finally, the probability of $O$ is determined by

$$p_\theta(O | S) = \sum_i p_\theta(O, i | S) = \sum_i \prod_{l=1}^L p(O(i_l, i_{l+1}) | s_l),$$

where the sum is carried out over all possible segmentations of $O$ into $L$ segments, and $p(O(i_l, i_{l+1}) | s_l)$ is the probability of the $l$-th segment given by a BHMM in (2) with the parameters, $\theta_{s_l}$, associated to the character $s_l$. Note that $\theta$ comprises all the embedded character parameters, i.e. $\theta = \{\theta_1, \ldots, \theta_C\}$. These parameters are commonly estimated by MLE (Giménez et al., 2010).

Many of the parameters of the discussed model are constrained to sum 1, since they directly approximate probabilities. These parameters are the mixture coefficients, the state transitions and the word prior probabilities, which must verify

$$\sum_w \pi_w = 1, \quad \forall c,q : \sum_{q'} a_c(q, q') = 1, \quad \forall c,q : \sum_k \tau_{cq}(k) = 1.$$  

(7)

In Fig. 1, an embedded BHMM for the number 313 is shown. Note that the word model is the result of concatenating character models for the digit 3, blank space, digit 1, and the blank space and digit 3 again, in that order.

### 3. Log-linear HMM Classifier for Binary Data

In this section, we propose a discriminative classifier inspired by the BHMM classifier for isolated handwritten words (4). The discriminative
classifier proposed is based on a log-linear model, which is inferred from the parameters of a BHMM classifier. In what follows, we define the log-linear model and how a log-linear HMM (LLHMM) discriminative classifier can be built using it.

3.1. BHMM Inspired Log-linear Model

The BHMM classifier can be expressed by plugging (2), (3), and (6) as follows

$$p_{\theta}(O, S) = \sum_{i,q,k} p_{\theta}(O, S, i, q, k),$$

where by $i, q, k$ we denote the 3 latent variables of the model, namely: the segmentation, $i$, of $O$ into $L$ segments as defined in (5); the state sequence, $q = (q_0, q_1, \ldots, q_{T+1})$; and the emission component at each state, $k$. Accord-
ing to the given segmentation \( i \), the state sequence \( q \) must be valid, which implies that if \( t \) belongs to the \( l \)-th segment, then the state \( q_t \) must be a possible state of the character-level BHMM for the corresponding symbol \( s_l \). Similarly, \( k = (k_1, \ldots, k_T) \) must be a valid integer sequence where \( k_t \) denotes the selected mixture component for state \( q_t \), among all the components of the state.

The joint probability in the right-hand-side of previous equation, \( p_\theta(O, s, i, q, k) \), is decomposed left-to-right as follows

\[
p_\theta(O, s, i, q, k) = \pi_s p_\theta(O, i, q, k | S) = \pi_s p_\theta(i, q | S) p_\theta(O, k | i, q, S) \tag{9}
\]

where \( p_\theta(i, q | S) \) is the transition probability of the word-level BHMM and \( p_\theta(O, k | i, q, S) \) the emission probability. The transition probabilities are then decomposed into

\[
p_\theta(i, q | S) := \prod_{l=1}^{L} a_{sl}(I, q_{i_l}) \cdot a_{sl}(q_{i_l+1-1}, F) \prod_{t=i_l}^{i_{l+1}-2} a_{st}(q_t, q_{t+1}) \tag{10}
\]

where the first product accounts for the input, \( a_{sl}(I, q_{i_l}) \), and output, \( a_{sl}(q_{i_l+1-1}, F) \), transitions of the embedded model for the character \( s_l \); and where the second product are the inner transitions within the embedded character model. In the remaining of the paper, we will not differentiate between inner and outer transitions since this is a well-known characteristic of HMM, and by extension to our BHMM model. Furthermore, this significantly simplifies the notation. For instance, previous equation is expressed as

\[
p_\theta(i, q | S) := \prod_{l,t} a_{sl}(q_t q_{t+1}) \tag{11}
\]

where we have also omitted the boundaries of the products, which can always be traced back to (10).
Similarly, the emission probability is decomposed as follows

\[ p_\theta(O, k | i, q, S) := \prod_{l=1}^{L} \prod_{t=i_l}^{i_{l+1}-1} \tau_{s_l q_l}(k_t) \prod_{d=1}^{D} p_{s_l q_l k_d} o_d (1 - p_{s_l q_l k(d)}(1 - o_d)). \tag{12} \]

where again by dropping the product boundaries is simplified to

\[ p_\theta(O, k | i, q, S) := \prod_{l,t} \tau_{s_l q_l}(k_t) \prod_{d} p_{s_l q_l k_d} o_d (1 - p_{s_l q_l k(d)}(1 - o_d)). \tag{13} \]

with \( \tau_{s_l q_l}(k_t) \) and \( p_{s_l q_l k_d} \) being the prior and prototype of the \( k \)-th mixture component at state \( q_t \) of the character \( s_l \).

Consequently, the model in (9) can be expressed as follows

\[ p_\theta(O, S, i, q, k) = \exp \left( \log \pi_S + \log p_\theta(i, q | S) + \log p_\theta(O, k | i, q, S) \right) \tag{14} \]

where the logarithms of the probabilities are given by

\[ \log p_\theta(i, q | S) = \sum_{l,t} \log a_{s_l}(q_t, q_{t+1}) \] \tag{15} \]

and

\[ \log p_\theta(O, k | i, q, S) = \sum_{l,t} (\log \tau_{s_l q_l}(k_t) + \xi_{s_l q_l}(k_t)) + \sum_{l,t,d} o_d \log \frac{p_{s_l q_l k_d}}{(1 - p_{s_l q_l k_d})}, \tag{16} \]

with \( \xi_{cq}(k) \) defined as

\[ \xi_{cq}(k) = \sum_{d} \log (1 - p_{cq k d}). \tag{17} \]

Note that the term \( \xi_{cq}(k) \) is easily obtained when applying the logarithm to (13) by rearranging terms similarly to Giménez et al. (2011).
At this point, we reparameterize the probabilities in terms of the new parameters, $\lambda$, as follow

$$
\lambda_S = \log \pi_S ,
$$

$$
\lambda_{cq'} = \log a_c(q, q') ,
$$

$$
\lambda_{cqk} = \log \tau_{cq}(k) + \xi_{cq}(k) ,
$$

$$
\lambda_{cqkd} = \log \frac{p_{cqkd}}{1 - p_{cqkd}} ,
$$

for each character, $c$; states, $q$ and $q'$; mixture component, $k$; and input dimension, $d$.

Provided the previous parameterization, the original joint probability in (9) is alternatively expressed as follows

$$
p_\lambda(O, S, i, q, k) = \exp(\lambda_S + \sum_{l,t} \lambda_{s_lq_{l+1}} + \sum_{l,t} \lambda_{s_lq_k}k_t + \sum_{l,t,d} o_{td}\lambda_{s_lq_k}k_{td})
$$

In order to simplify notation, we adopt here the standard and powerful notation of log-linear models. We define an index $m$ that ranges through all the subindexes of the previous equation, i.e., $m$ ranges from $\{S\}$ over $\{c, q, q'\}$ and $\{c, q, k\}$ to $\{c, q, k, d\}$. We also introduce a function $g_m(O, S, i, q, k)$ that equals to the number of times the parameter $\lambda_m$ is used, except for the parameters $\{\lambda_{cqkd}\}$. In this case, the function $g_m(O, S, i, q, k)$ with $m = cqkd$, counts the number of times the $d$-th bit is set and has been generated with the $k$-th component in the state, $q$, of the character, $c$. The simplest case of the function is that of the prior parameters $\lambda_S$ for which $g_m = 1$ (with $m = S$).

The proposed notation simplifies (22) into

$$
p_\lambda(O, S, i, q, k) = \exp(\sum_{m \in M(O, S, i, q, k)} \lambda_m g_m(O, S, i, q, k))
$$
where by $\mathcal{M}(O,S,i,q,k)$ we denote the set of values through which the index $m$ ranges. It is important to notice that this set depends on all the variables, namely $O,S,i,q,k$; and changes with them. However, it is simpler to define $\mathcal{M}$ as the union of all the possible indexes that our parameters require and replace the functions $g_m$ by the so-called feature functions $f_m(O,S,i,q,k)$, which are equal to $g_m$ if $m$ is an index of a required parameter and 0 otherwise. For instance, consider again the word prior example with the new domain $\mathcal{M}$. In this case, the index $m$ can take the value of any word, $S'$ in the vocabulary; and then the feature function is defined as

$$f_{S'}(O,S,i,q,k) = \delta(S,S')$$

where $\delta(a,b)$ is the Kronecker delta function, which equals 1 if both elements are equal, and 0 otherwise. The feature functions for the remaining parameters are detailed in Sec. 3.3.

Finally, equation (22) is expressed as

$$p_{\lambda}(O,S,i,q,k) = \exp\left( \sum_{m \in \mathcal{M}} \lambda_m f_m(O,S,i,q,k) \right) = \exp(\lambda' f(O,S,i,q,k)),$$

(25)

where we can substitute the sum by its vectorial notation. The model in (25) when plugged into (8) is a log-linear model with binary inputs.

### 3.2. Discriminative Classifier

Log-linear models are commonly employed to approximate posterior probabilities. From (25), we can approximate the posterior class probability required by the optimal Bayes’ classifier in (1) as follows

$$p_{\lambda}(S \mid O) = \sum_{i,q,k} p_{\lambda}(S,i,q,k \mid O),$$

(26)
where $p_\lambda(S, i, q, k \mid O)$ is approximated by (25) and the Bayes’ theorem as
\[
p_\lambda(S, i, q, k \mid O) = \frac{p_\lambda(O, S, i, q, k)}{p_\lambda(O)} = \frac{\exp(\sum_{m \in M} \lambda_m f_m(O, S, i, q, k))}{p_\lambda(O)}.
\]

It is worth noting that the denominator is a probability because of the transformation that we have performed in equations (18)-(21). However, we wish to select any arbitrary parametric vector, $\lambda$, and in such a case, the denominator also becomes arbitrary, yielding the LLHMM model
\[
p_\lambda(S, i, q, k \mid O) = \frac{\exp(\sum_{m \in M} \lambda_m f_m(O, S, i, q, k))}{Z_\lambda(O)},
\]
where $Z_\lambda(O)$ is a normalization constant defined as
\[
Z_\lambda(O) = \sum_S \sum_{i, q, k} \exp(\lambda' f(O, S, i, q, k)),
\]
that for the specific parameters in equations (18)-(21) corresponds to the marginal probability $p_\lambda(O)$. The log-linear model in (28) is a log-linear model with hidden variables for the segmentation and for the states which have a first order dependence. This model is variation of a semi-Markov conditional random field.

The previous LLHMM is used in the optimal Bayes’ rule to obtain the LLHMM classifier
\[
S^* = \arg \max_S p_\lambda(S \mid O),
\]

### 3.3. Feature Functions

As discussed before, in order to use the standard notation in log-linear models, we need to define the feature functions for each kind of parameters.
For a given character $c$ out of $C$ different symbols, and for a given pair of state indexes $(q, q')$ of that character, we define the \textit{transition features} $f_{cq}(O, S, i, q, k) = f_{cq}(S, i, q)$ as follows

\[
f_{cq}(S, i, q) = \sum_{l=1}^{L} \delta(s_l, c) \begin{cases} \sum_{t=i_l}^{i_{l+1}-2} \delta(q_t, q)\delta(q_{t+1}, q') & 1 \leq q, q' \leq M_c \\ \delta(q_i, q') & q = I, 1 \leq q' \leq M_c \\ \delta(q_{i+1-1}, q) & 1 \leq q \leq M_c, q' = F \\ 0 & \text{otherwise} \end{cases}
\]

(31)

where $I$ and $F$ represent the \textit{initial} and \textit{final} states respectively. Intuitively, this feature counts the number of times the specific transition from $q$ to $q'$ of the character $c$, is used in the input $S, i, q$. Note that it can be 0, if, for instance, the character $c$ is not part of word $S$.

For the mixture components, we define the \textit{component features} for each character $c$, state $q$ and component $k$ as follows

\[
f_{cqk}(O, S, i, q, k) = f_{cqk}(S, i, q, k) = \sum_{l=1}^{L} \delta(s_l, c) \sum_{t=i_l}^{i_{l+1}-1} \delta(q_t, q)\delta(k_t, k).
\]

(32)

Intuitively, this feature counts the number of times an emission of $O$ is generated by the $k$-th component of the state $q$ of the character $c$.

The final set of features are the \textit{emission features}, which are given as follows for each character $c$, state $q$, component $k$ and dimension $d$

\[
f_{cqkd}(O, S, i, q, k) = \sum_{l=1}^{L} \delta(s_l, c) \sum_{t=i_l}^{i_{l+1}-1} \delta(q_t, q)\delta(k_t, k) o_{td}.
\]

(33)
4. Equivalence Between BHMMs and LLHMMs

In this section we prove that the BHMM classifier for isolated words is equivalent to the LLHMM proposed in Sec. 3. A generative classifier is said to be equivalent to a discriminative classifier if for a given set of generative parameters $\theta$, a set of discriminative parameters $\lambda$ can be found such that

$$\text{arg max}_{S \in W} p_\theta(O, S) = \text{arg max}_{S \in W} p_\lambda(S | O) ; \quad (34)$$

and vice-versa. Note that the previous equivalence holds even when any of both probabilities is scaled by a factor that does not depends on $S$, and consequently, the normalization constant of the LLHMM, $Z_\lambda(O)$, defined in (29), can be removed from the right-hand side (34) without changing the equivalence. The proof of the equation is done in two steps by proving two implications: left to right, and right to left.

4.1. From Generative to Discriminative Parameters

Unlike the converse direction, it is relatively simple to prove that given a BHMM classifier for isolated word recognition, it can be reparameterized into a LLHMM. Recall that by definition of the LLHMM, if we set the log-linear parameters, $\lambda$, using the generative parameters, $\theta$, as defined in (18)-(21), then we have that

$$p_\theta(O, S) = \sum_{i, q, k} \exp(\lambda f(O, S, i, q, k)) = Z_\lambda(O)p_\lambda(S | O) . \quad (35)$$

Therefore, these two models when inserted into their corresponding classifiers in (34) produce proportional scores and, hence, select the same word or class.
4.2. From Discriminative to Generative Parameters

In this subsection, we prove the converse statement: that given a LLHMM classifier for isolated word recognition as defined in Sec. 3, an equivalent BHMM classifier exists. We begin expressing the right-hand model in (34) as follows

\[ p_{\lambda}(S \mid O) = \sum_{i, q, k} \frac{h_{\lambda}(O, S, i, q, k)}{Z_{\lambda}(O)}, \]  

where \( h_{\lambda}(O, S, i, q, k) = \exp(\lambda' f(O, S, i, q, k)) \).

We start instantiating the feature \( h_{\lambda}(\cdot \cdot \cdot) \) in previous equations obtaining

\[ h_{\lambda}(O, S, i, q, k) = \exp(\lambda S) \cdot h_{\lambda}(i, q; S) \cdot h_{\lambda}(O, k; i, q, S) \]  

with

\[ h_{\lambda}(i, q; S) = \exp \left( \sum_{l,t} \lambda s_{lq,lq+1} \right), \]  

and

\[ h_{\lambda}(O, k; i, q, S) = \exp \left( \sum_{l,t} \lambda s_{lq,kl} + \sum_{l,t,d} o_{td} \lambda s_{lq,kl,d} \right). \]

If we compare (9) expanded accordingly to (11) and (12), with (37) expanded with (38); then it is observed that each of the 3 terms in the right-hand side in (37) must be transformed, independently, into the corresponding term in (9).

Firstly, we transform \( h_{\lambda}(O, k; i, q, S) \) into \( p_{\theta}(O, k \mid i, q, S) \). Therefore, we need to transform the part of the discriminative parameters \( \{\lambda_{cqk}\} \) and \( \{\lambda_{cqkd}\} \) into the generative parameters \( \{\tau; p\} \), where \( \tau \) is constrained as shown in (7). For doing that, (37) is multiplied and divided by \( \exp(\sum_{l,t} \zeta_{s_{lq,l}}) \),
and then, we rearrange the multiplication into (39) as follows

\[
\exp(\sum_{l,t} \zeta_{sq}) h_\lambda(O, k; i, q, S) = \exp \left( \sum_{l,t} (\lambda_{sq,k_t} + \zeta_{sq}) + \sum_{l,t,d} o_{td} \lambda_{sq,k_t} \right),
\]

(40)

whereas the division is moved into the second term in the right-hand side of (37), yielding

\[
\exp(-\sum_{l,t} \zeta_{sq}) h_\lambda(i, q; S) = \exp \left( \sum_{l,t} \lambda_{sq,q_{i+1}} \right),
\]

(41)

where \( \lambda_{sq'} = \lambda_{sq'} - \zeta_{sq} \) will be used afterwards. The unknown parameters \( \{\zeta_{sq}\} \) are introduced to force the generative parameters \( \{\tau_{cq}(k)\} \) to sum 1 in the transformation.

From (16) and (40), and taking into account the constraints in (7), the solution must fulfill the following 3 constraints

\[
\lambda_{cqkd} = \log \frac{p_{cqkd}}{1 - p_{cqkd}},
\]

(42)

\[
\lambda_{cqk} + \zeta_{cq} = \log \tau_{cq}(k) + \xi_{cq}(k),
\]

(43)

\[
\sum_{k=1}^{K_{cq}} \tau_{cq}(k) = 1.
\]

(44)

Then, from (42) we work out the value of \( p_{cqkd} \)

\[
p_{cqkd} = \frac{\exp(\lambda_{cqkd})}{1 + \exp(\lambda_{cqkd})},
\]

(45)

and from (43) the value of \( \tau_{cq}(k) \) is expressed as

\[
\tau_{cq}(k) = \exp(\lambda_{cqk} - \xi_{cq}(k)) \exp(\zeta_{cq}),
\]

(46)

where \( \xi_{cq}(k) \) is defined as in (17) using the values of \( \{p_{cqkd}\} \) defined in (45).

Although \( \exp(\zeta_{cq}) \) is still unknown, recall that it was introduced to tackle
the normalization constraint in (44), and then its value is worked out by replacing (46) in (44)

$$\exp(\zeta_{cq}) = \frac{1}{\sum_{k’=1}^{K_{cq}} \exp(\lambda_{cqk’} - \xi_{cq}(k’))}. \quad (47)$$

Finally, the exact value of $\tau_{cq}(k)$ is obtained by plugging (47) into (46)

$$\tau_{cq}(k) = \frac{\exp(\lambda_{cqk} - \xi_{cq}(k))}{\sum_{k’=1}^{K_{cq}} \exp(\lambda_{cqk’} - \xi_{cq}(k’))}. \quad (48)$$

Now we focus on transforming $\exp(- \sum_{l,t} \zeta_{stlt}) h_{\lambda}(i, q; S)$ from (41) into $p_\theta(i, q | S)$ as defined in (11). This part of the proof is similar in conception to the proof given in Heigold et al. (2008b). Firstly we define a global transition matrix $Q$ as follows

$$Q_{ij} = \begin{cases} 
\exp(\bar{\lambda}_{cq}) & i = f(c, q) \text{ and } j = f(c, q') \\
1 & i = f(c, F) \\
0 & \text{otherwise}
\end{cases}, \quad (49)$$

where $f : \mathbb{N}^2 \mapsto \mathbb{N}$ is an injective function that maps each pair composed by a character and state, into a global index or state

$$f(c, q) = \begin{cases} 
B_c & q = I \\
B_c + q & 1 \leq q \leq M_c \\
B_c + M_c + 1 & q = F
\end{cases}, \quad (50)$$

with $M_c$ being the number of states for the symbol $c$, and $B_c = 1 + \sum_{n=1}^{c-1} (2 + M_n)$ being the number of preceding states to the first state of symbol $c$ plus 1.
Since all the values of $Q$ are not negative, accordingly to Perron-Frobenius theorem (Rao and Rao, 1998, p.473), the largest eigenvalue of $Q$, $\psi$, is positive and unique. Furthermore, the eigenvector associated to the largest eigenvalue, $\mathbf{v}$, has only positive coefficients, and obviously because of the eigenvector definition, $\mathbf{v}$ satisfies

$$\sum_j Q_{ij} v_j = \psi v_i, \quad \forall i = 1, \ldots$$  \hspace{1cm} (51)

Now, the transition generative parameters are defined as

$$a_c(q, q') = \frac{Q f(c, q) f(c, q') v_f(c, q')}{v_f(c, q)} = \frac{\exp(\bar{\lambda}_{cq'}) v_f(c, q')}{v_f(c, q)},$$  \hspace{1cm} (52)

where $a_c(q, q')$ verifies the normalization constraint (7) because of (51). These parameters yield a probability proportional to that of (41) when used in (11) as the generative parameters of $p_\theta(i, q | S)$ (see Appendix A),

$$p_\theta(i, q | S) = \frac{1}{\psi^T} \left[ \prod_l \frac{v_f(s_l, F)}{v_f(s_l, I)} \right] \cdot \frac{h_\lambda(i, q; S)}{\exp(\sum_{l,t} \zeta_{s_l q_t})},$$  \hspace{1cm} (53)

which is the equivalence we need but for the term $\frac{1}{\psi^T} \prod_l \frac{v_f(s_l, F)}{v_f(s_l, I)}$.

We can introduce this constant factor by multiplying and dividing (37) by it. The division is used in this part whereas the multiplication is added to the first term as follows

$$h_\lambda(O, S, i, q, k) =$$

$$\psi^T \cdot \exp(\bar{\lambda}_S) \cdot \frac{h_\lambda(i, q; S)}{\psi^T + L} \cdot \left[ \prod_l \frac{v_f(s_l, F)}{v_f(s_l, I)} \right] \cdot \exp(\sum_{l,t} \zeta_{s_l q_t}) h_\lambda(O, k; i, q, S)$$

\hspace{1cm} (54)

with $\bar{\lambda}_S = \lambda_S + L \log \psi + \sum_{l=1}^L \log \frac{v_f(s_l, F)}{v_f(s_l, I)}$.  
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Finally, the last part of the proof consists in the transformation of $\exp(\bar{\lambda}_S)$ into the word prior probabilities $\pi_S$. Similarly to the case of mixture coefficients, we multiply and divide the numerator of (37) by an unknown constant, $\exp(\zeta)$. Since the constant $\exp(\zeta)$ is independent of the word $S$, it can be introduced into the right-hand side of (34). This constant is grouped together with $\exp(\bar{\lambda})$ as follows:

$$\exp(\bar{\lambda}_S + \zeta)$$ (55)

Thus, taking into account (55) and the constraints (7), we have that following equalities must hold:

$$\bar{\lambda}_S + \zeta = \log \pi_S$$ (56)

$$\sum_{S \in W} \pi_S = 1$$ (57)

and the solution is found by following a similar procedure to that of the mixture coefficients

$$\pi_S = \frac{\exp(\bar{\lambda}_S)}{\sum_{S' \in W} \exp(\lambda_{S'})}.$$ (58)

In summary, we have proven that for a given set of discriminative parameters $\lambda$, a set of generative parameters can be defined, $\theta$, by (45), (48), (52),
and (58); such that

$$\arg \max_S p_\lambda(S \mid O) = \arg \max_S \frac{Z_\lambda(O)}{\exp(\zeta)} \exp(\zeta) p_\lambda(S \mid O)$$

$$= \arg \max_S \exp(\zeta) Z_\lambda(O) p_\lambda(S \mid O)$$

$$= \arg \max_S \sum_{q,i,k} \exp(\zeta) h_\lambda(O, S, i, q, k)$$

$$= \arg \max_S \sum_{q,i,k} \psi^T \exp(\lambda_S + \zeta) \cdot \frac{h_\lambda(i, q; S)}{\psi^T \sum_{l,t} \zeta_{sqt}} \left[ \prod_{l=1}^L \frac{v_{f(s_qr)}}{v_{f(s_ql)}} \right]$$

$$\cdot \exp(\sum_{l,t} \zeta_{sqt}) h_\lambda(O, k; i, q, S)$$

$$\Rightarrow \arg \max_S \sum_{q,i,k} \psi^T \pi_S \cdot p_\theta(i, q \mid S) \cdot p_\theta(O, k \mid i, q, S)$$

$$= \arg \max_S \psi^T \sum_{q,i,k} p_\theta(O, S, i, q, k) = \arg \max_S p_\theta(O, S).$$

(59)

where by $\Rightarrow$ we highlight the step of the proof that is not symmetric.

5. LLHMM Parameter Estimation

In contrast to generative models as BHMMs, in which parameter estimation is usually carried out using the MLE criterion, there is not a unique widespread criterion to find the optimal parameters for a class posterior discriminative model such as the LLHMM proposed in this paper. Perhaps, the most well-known criteria for discriminative parameter estimation is the maximum mutual information (MMI). Given a collection of samples \{(O_1, S_1), \ldots, (O_N, S_N)\}, the MMI criterion is defined as follows

$$F_{\text{MMI}}(\lambda) = \sum_{n=1}^N \log (p_\lambda(S_n \mid O_n)).$$

(60)
The optimal discriminative parameters, $\lambda^*$, are those that maximize $F_{\text{MMI}}$.

There are several algorithms for obtaining the parameters that maximize (60) (Heigold et al., 2008a), but commonly the Resilient back-propagation (RPROP) algorithm (Riedmiller and Braun, 1993) is used (Giménez et al., 2011). The RPROP requires the computation of the gradient sign, for each parameter $\lambda_m$. The gradient of $F_{\text{MMI}}$ is given by

$$\frac{\partial F_{\text{MMI}}(\lambda)}{\partial \lambda_m} = N_m(\lambda) - Q_m(\lambda)$$

(61)

where $N_m(\lambda)$ and $Q_m(\lambda)$ are expected counts defined as follows

$$N_m(\lambda) = \sum_{n=1}^{N} N_{nm}(\lambda), \quad Q_m(\lambda) = \sum_{n=1}^{N} Q_{nm}(\lambda),$$

(62)

with $N_{nm}(\lambda)$ and $Q_{nm}(\lambda)$ being the expected latent and class counts respectively. These counts are defined as follows

$$N_{nm}(\lambda) = \sum_{i,q,k} p_\lambda(i,q,k | O_n,S_n) f_m(O_n,S_n,i,q,k),$$

(63)

and

$$Q_{nm}(\lambda) = \sum_{i,q,k} \sum_{S} p_\lambda(S,i,q,k | O_n) f_m(O_n,S,i,q,k).$$

(64)

The probabilities $p_\lambda(i,q,k | O,S)$ and $p_\lambda(S,i,q,k | O)$ are computed as follows

$$p_\lambda(i,q,k | O,S) = \frac{\exp(\lambda f(O,S,i,q,k))}{Z_\lambda(O,S)},$$

(65)

and

$$p_\lambda(S,i,q,k | O) = p_\lambda(S | O) p_\lambda(i,q,k | O,S) = \frac{\exp(\lambda f(O,S,i,q,k))}{Z_\lambda(O)}.$$
Finally, \( Z_\lambda(O) \) is the normalization constant for the model defined in (29) whereas \( Z_\lambda(O, S) \) is a joint normalization constant for the output and the word, which is likewise defined as follows

\[
Z_\lambda(O, S) = \sum_{i,q,k} \exp(\lambda' f(O, S, i, q, k)).
\]  

(67)

The RPROP algorithm computes the sign of the gradient with the aid of these expected counts, and then, modifies the current parameters \( \lambda^{(k)} \) accordingly, so that a new estimate of the parameters is obtained, \( \lambda^{(k+1)} \). The algorithm starts with a rough estimate of the parameters, \( \lambda^{(0)} \), and it ends when either a maximum number of iterations have been reached, or the value of the objective function surpass a given threshold.

5.1. \( \gamma \)-MMI Criterion

A modification of the MMI criterion (60), the so-called \( \gamma \)-MMI criterion, leads to better performance (Schluter and Macherey, 1998; Povey, 2003). The \( \gamma \)-MMI is defined by introducing a scaling factor \( \gamma \) into the MMI criterion as follows

\[
F_{\gamma,\text{MMI}}(\lambda) = \frac{1}{\gamma} \sum_{n=1}^{N} \log(p_{\lambda,\gamma}(S_n \mid O_n)),
\]  

(68)

with \( p_{\lambda,\gamma}(S \mid O) \) defined as follows

\[
p_{\lambda,\gamma}(S \mid O) = \frac{[Z_\lambda(O, S)]^\gamma}{\sum_{R} [Z_\lambda(O, R)]^{\gamma}}.
\]  

(69)

The basic idea is to scale the likelihoods for each word in order to make the best words to compete one against the others even if the differences in probability are large. However, the reason why this idea outperforms the standard MMI is unclear. A possible hypothesis that we support is that it addresses some numerical problems related to the machine precision.
The gradient for the $\gamma$-MMI criterion in (68) is analogous to (61) but instead of using $Q_{nm}(\lambda)$, we now use $Q^\gamma_{nm}(\lambda)$ which is defined as follows

$$Q^\gamma_{nm}(\lambda) = \sum_{i,q,k} \sum_S p_{\lambda,\gamma}(S,i,q,k \mid O_n) f_m(O_n,S,i,q,k),$$

(70)

with the probability $p_{\lambda,\gamma}(S,i,q,k \mid O)$ defined as

$$p_{\lambda,\gamma}(S,i,q,k \mid O) = p_{\lambda,\gamma}(S,O) p_{\lambda}(i,q,k \mid S,O),$$

(71)

where the probabilities $p_{\lambda,\gamma}(S,O)$ and $p_{\lambda}(i,q,k \mid S,O)$ are defined in (69) and (65), respectively.

Fig. 2 summarizes the main idea behind the $\gamma$-MMI training criterion. It depicts the differences between the most probable word and the second most probable competitor for a LLHMM model (more details in Sec. 6). It is observed that these differences are of 44 points (in logarithmic scale) at the beginning, which corresponds to MLE. Additionally, the training sample is incorrectly classified at the first training iterations. Although, after 50 iterations all the $\gamma$ values correctly classify the sample; smaller values of $\gamma$ induce larger difference between the correct class and its competitors.

5.2. Regularization

A common undesired property of all the proposed discriminative criteria is that they easily overfit the parameters. Even criteria specially designed to avoid outliers such as the power criterion suffer from overfitting. Since there is no clear way to smooth discriminatively trained models. A typical patch is to add a regularization term to the criterion itself

$$F_{C*}(\lambda) = F_{*}(\lambda) - \frac{C}{2} \sum_m (\lambda_m^{(0)} - \lambda_m)^2,$$

(72)
Figure 2: Differences (in logarithmic scale) between the most probable and the second most probable word for a given training sample (cette). Several values of the $\gamma$-MMI criterion are plotted. The most probable word changes at iteration 50 becoming the correct word.
with $F_\ast(\lambda)$ denoting the original criterion, namely $F_{MMI}$ or $F_\gamma$; and $\lambda^{(0)}$ being either a reliable estimation of the parameters or simply 0.

The inclusion of the regularization term, only modifies the gradient in the following form

$$\frac{\partial F_{C\ast}(\lambda)}{\partial \lambda_m} = \frac{\partial F_\ast(\lambda)}{\partial \lambda_m} + C(\lambda_m^{(0)} - \lambda_m) = N_m(\lambda) - Q_m(\lambda) + C(\lambda_m^{(0)} - \lambda_m), \quad (73)$$

where the expected counts, $N_m$ and $Q_m$, are calculated as in the original criterion.

6. Experiments

In this section, we perform several experiments on the RIMES database of handwritten French letters (Grosicki et al., 2009), so that the performance of several discriminative training criteria for BHMM is assessed with respect to the generative training. Furthermore, we visually inspect several discriminative parameters by transforming them into their generative counterpart.

6.1. The RIMES Database

All the experiments were carried out on the protocol WR2 used in the handwritten word recognition competition of the ICDAR 2009. This protocol comprises 51 738 and 7 464 samples for training and testing, respectively. The lexicon used during the recognition comprises the words that occur in the test (1 612 words) and an alphabet of 81 characters. A three step preprocess was applied to all input images (Pastori Gadea, 2007): gray level normalization, deslanting, and vertical size normalization.

Preprocessed images were first scaled in height to 30 pixels maintaining the aspect ratio, and then binarized with the Otsu’s method. A sliding
window of width 9 was applied centered on each column in order to extract a sequence of 270-dimensional binary feature vectors. More precisely, for each column the sliding window was horizontally centered, and then vertically repositioned so that the center of the window is aligned with mass center of the window before repositioning. Once realigned, the 9 binary vectors of the window were concatenated in order to compose a binary feature vector of dimension 270 which is fed into the BHMM or LLHMM as input.

6.2. Experimental Setup

In order to properly initialize the MMI training scheme the LLHMM was initialized with a BHMM classifier trained with the EM (Baum-Welch) algorithm (Rabiner and Juang, 1993), using the training scheme described in Giménez et al. (2010). The best generative BHMM, which is composed by \( Q = 8 \) states per character and \( K = 64 \) mixture components per state, obtains an error of 21.2%.

Regarding to the discriminative training, the RPROP algorithm was used for optimizing the criteria. The initial discriminative parameters were obtained transforming the generative parameters of a BHMMs with \( Q = 8 \) states per character and \( K = 26 \) mixture components per state. Despite the best generative results is obtained with \( K = 64 \) mixture components per state, some works reported (Giménez et al., 2011) that the best classifier obtained using MMI training has half (0.4 ratio) the number of mixture component per state than its generative counterpart. Consequently, in preliminary experiments we checked that the results obtained using the conventional MMI criterion with \( K = 26 \) are similar or better to those obtained increasing the value of \( K \).
Finally, the proposed discriminative training criteria require to compute sums over all the words for calculating several values such as $Z_\lambda(O)$ in (66). Consequently discriminative training algorithms become unfeasible in a straight implementation. For this reason we have approximated the sums over all the words by a beam pruning strategy together with a histogram pruning up to 100 best hypothesis accordingly to $p(S \mid O)$.

6.3. Experiments

Firstly, we wanted to assess the repercussions of the regularization term in the conventional MMI criterion. For doing so, we scanned several values of the regularization parameter $C = \{0, 0.1, 1, 10, 100\}$ as introduced in (72), where $C = 0$ stands for not using the regularization at all. In Fig. 3, the classification error rate (CER) as a function of the number of RPROP iterations is plotted for different regularization values. In all cases, even with standard MMI, the CER decreases in a similar way, until iteration 60, where the best result is obtained. At this point, the behavior diverges depending on the precise value of $C$. If no regularization is applied ($C = 0$) the error becomes unstable and increases (overfits) as the training iterates. However, the larger the regularization parameter is, the less overtrained the model becomes, until that for $C = 10$ the error becomes stable while providing similar performance to that at iteration 60. Note that if the regularization parameter is further increased, an slight drop in performance is observed. As expected, the regularization term reduces the overfitting problem.

Fig. 3 also shows that the regularized MMI criterion obtains a CER around 19.5% using only $K = 26$ components per state. If we compare it with the best generative result, which is 21.2% and is obtained using $K = 64,
we observe not only an improvement of 1.7 absolute points but also a reduction on the number of parameters of 0.4, i.e. less than half the parameters are needed for such improvement.

Figure 3: Classification error (in %) as a function of RPROP iterations for the regularized MMI criterion with several values of the regularization parameter $C$. Note that $C = 0$ stands for the non-regularized MMI.

For a deeper understanding of the MMI criterion, in Fig. 4 we depict the top 5 most probable words as a function of the training iterations (0, 50, 55, 60, 100) and the $\gamma$ value of the $\gamma$-MMI criterion ($1$-MMI=MMI). We selected a common example in which the MLE misclassifies the sample and the MMI learns how to discriminate it among the other competitors. More precisely, for several training iterations the 5 most probable transcriptions are shown. In
addition, for each transcription the difference (in logarithmic scale) between its score and the best score at that iteration is also shown. As expected, the correct transcription (*cette*) gains relevance with the iterations, that is, the training algorithm is modifying the model parameters in order to better classify the sample. In particular, at the beginning there is a separation of 44 points between *cette* and the best transcription (*celle*). However, at some point near to iteration 50 this situation is reverted, and from this point on the score difference keeps increasing (see Fig. 2). A total of 60.3% of the training samples that are misclassified by the MLE, are correctly classified at the end of the last MMI iteration. In contrast, only 1.3% of the correctly classified samples by the MLE are misclassified at the end of the training process.

In Fig. 6, we explored several values of $\gamma$, ranging from standard MMI ($\gamma = 2$) to $10^{-4}$, using the best regularization term obtained in the previous experiment $C = 10$. In the previous experiment the 100-best words were recalculated every 10 iterations, however, with the $\gamma$-MMI we observed a severe overfitting. Consequently, we repeated the experiments recalculating the best words every iteration. It is observed in Fig. 6 that the modified $\gamma$-MMI obtains a very competitive performance in terms of CER (15%) if applied properly. If we compare the best result in Fig. 6 with the best generative result, the former obtains an improvement boost of more than 6 absolute points with respect to the latter. In Fig. 4 the behavior of the $\gamma$-MMI can be checked for a training sample. As we can see, the use of small values of $\gamma$ leads to an increase of the separation between classes, which is consistent with the idea that the $\gamma$ is increasing the competition between classes during
Figure 4: $\gamma$-MMI behavior on a training sample for several values of $\gamma$. The figures stand for the difference (in logarithmic scale) between each $n$-best word and the best transcription at each iteration. Bold words highlight the position of the correct word *cette*.
the training process. For example, at iteration 100 the separation between the two best hypothesis using $\gamma = 1$ is 100 points, while using $\gamma = 10^{-3}$ the separation increases up to 260 points.

Fig. 5 depicts a similar experimentation to that of Fig. 3 but for several test samples. The first sample (vous) is a sample that is misclassified by the MLE model and it is correctly classified using $\gamma$-MMI criterion. The remaining two samples are correctly classified by the MLE criterion. However, the first one is finally misclassified by the discriminative model, while the second one remains correctly classified. It is worth noting, that these three cases represent the 10.2%, 2.2% and 74.7% of the test set, respectively.

As discussed before, all experiments were carried out using $K = 26$ components per state. In order to better compare the performance of the MLE and $\gamma$-MMI criteria we carried out a final experiment, in which both criteria are tested using several components per state $K \in \{1, 4, 16, 64\}$. For the $\gamma$-MMI criteria the best parameters from previous experiments were used ($\gamma = 10^{-3}$ and $C = 10$). Results are shown in Fig. 7.

From the results reported in Fig. 7 it is clear that $\gamma$-MMI outperforms MLE in all cases. The improvement of the MMI decreases as the number of components increases. For example, the improvement using $K = 1$ is about 20 points while using $K = 64$ is about 5 points. It is worth noting, that the best result in this figure is 15.2% which is achieved using $K = 16$ components and it is very similar to the best result obtained with $K = 26$, which we chose for all the previous experimentation.

Finally, a visual inspection of some Bernoulli prototypes for several training criteria is given in Fig. 8. The Bernoulli prototypes for letters e and s are
Figure 5: $\gamma$-MMI behavior on three selected test samples. The figures stand for the difference (in logarithmic scale) between each $n$-best word and the best transcription at each iteration. Bold words highlight the position of the correct word *cette*.
Figure 6: Classification error (in %) as a function of RPROP iterations for the modified $\gamma$-MMI criterion with regularization $C = 10$ and several values of $\gamma$. Note that $\gamma = 1$ corresponds to the standard MMI criterion.
Figure 7: MLE and $\gamma$-MMI ($\gamma = 10^{-3} C = 10$) criteria comparison using several components per state.
shown, where the columns represent states, and rows represent mixture components. Provided that the number of mixture components in each state is large ($K = 26$) we have selected the 4 components with the highest mixture coefficients when trained using the MLE criterion. Prototypes are plotted for 3 different training criteria (from left to right): MLE training; the $\gamma$-MMI with $\gamma = 10^{-3}$ and regularization $C = 10$; and the conventional MMI training without regularization. It is worth noting that the MLE prototypes are the initial prototypes for both represented discriminative training criteria.

It is observed that the prototypes without regularization are apparently a noise version of the MLE prototypes, however we know that they have a better performance when classifying. A further observation reveals that discriminative training is focused on modifying those pixels that discriminate the most while keeping the remaining pixels unmodified. These unmodified pixels are those that keep the same state (0 or 1) for many words. When no regularization is employed, a pixel that discriminates a single training sample can be set to 1, however, those spurious pixels are eliminated by adding the regularization term.

7. Concluding Remarks and Future Work

In this work, we presented a log-linear HMM (LLHMM) to recognize isolated handwritten words that directly deals with binarized images without the need of a sophisticated feature extraction process. This model has been proved to be equivalent to Bernoulli HMMs (BHMMs), and in this way, we have provided a framework for discriminatively training BHMMs. Furthermore, this allows us to visually inspect and understand discriminative
Figure 8: Bernoulli prototypes of letters e and s using three different training criteria (from left to right): MLE, γ-MMI with regularization and MMI without regularization.
parameters by transforming them into generative ones.

Two discriminative training criteria have also been analyzed for the LLHMM model: conventional MMI and $\gamma$-MMI. We tried all of them discussing problems (over-fitting, computational cost) and some typical approximation to those problems (regularization term, pruning techniques). All these methods have been tested over the well-known RIMES database of handwritten French words. Furthermore, in all cases discriminative training clearly outperformed the conventional MLE training. In particular, very competitive results were obtained using the $\gamma$-MMI training scheme which obtained nearly 15% of CER, or in other words an improvement of more than 6% of absolute points with respect to the generative counterpart. However, there are many more discriminative training criteria such as margin-based or minimum phoneme error. As future work we plan to implement and adapt these discriminative criteria to the proposed model.

The best result obtained in this work on the considered task of the RIMES database is 15%, which to our knowledge is the best result reported using HMMs and without system combination. If we compare our system with the results of the ICDAR 2009 (Grosicki and El Abed, 2009), our system would be positioned in the third position and very close to the second system (13.9%), which is in fact a combination of hybrid HMM/MLP systems, and far from the first system (6.8), which is a system based on a hierarchy of multidimensional recurrent neural networks, and has shown to be extremely competitive in this task. Moreover, if we compare our result with the results reported on the same task in Bianne-Bernard et al. (2011), it is observed that our system outperforms the results of the three systems presented on that
paper: a dynamic context-independent system based on HMMs (24.5%), a
dynamic context-dependent system based on HMMs (19.6%), and a hybrid
HMM/neural network system (20.5%). However, when the three systems are
combined an error of 10.9% is obtained. Consequently, as future work we
plan to combine the proposed discriminative BHMMs system, with the con-
tventional generative BHMMs system and other state of the art systems, as
for instance those based on recurrent neural networks (Graves and Schmid-
huber), in order to measure the impact of discriminative BHMMs when com-
bined with other systems.

Finally, we intend to extend all the work developed in this paper to con-
tinuous HTR, that is, a discriminative BHMM in which the words are re-
placed by word sequences, and hence, the prior probabilities are replaced by
a language model.
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Appendix A. Discriminative to generative transition probabilities

In this appendix, we prove that the parameters in (52) yield a probability
proportional to that of (41) when used in (11) as the generative parameters
of \( p_\theta(q, i | S) \). In order to clarify this, we plug the parameters as computed in (52) into (11) yielding

\[
\prod_{l=1}^{L} \left[ \frac{\exp(\tilde{\lambda}_{s_lq_i})v_{f(s_l, q_i)}}{\psi v_{f(s_l, i)}} \right] \prod_{t=i_l}^{i_{l+1}-2} \frac{\exp(\tilde{\lambda}_{s_lq_{t+1}})v_{f(s_l, q_{t+1})}}{\psi v_{f(s_l, q_t)}},
\]

(A.1)

where by grouping elements we get

\[
\frac{1}{\psi^{T+L} \exp(\sum_{l,t} \zeta_{s_lq_t})} \prod_{l=1}^{L} \frac{v_{f(s_l, F)}}{v_{f(s_l, I)}} \frac{v_{f(s_l, q_{i_l})}}{v_{f(s_l, q_{t})}} \prod_{t=i_l}^{i_{l+1}-2} \frac{v_{f(s_l, q_{t+1})}}{v_{f(s_l, q_t)}}.
\]

(A.2)

Note that, in each segment \( l \) the telescope product over \( \frac{v_{f(s_l, F)}}{v_{f(s_l, I)}} \) is equal to \( \frac{v_{f(s_l, F)}}{v_{f(s_l, I)}} \cdot 1 \), and then equation (A.2) is reduced to

\[
p_\theta(i, q | S) = \frac{1}{\psi^{T+L} \prod_{l=1}^{L} v_{f(s_l, F)}} \frac{h_\lambda(i, q; S)}{\exp(\sum_{l,t} \zeta_{s_lq_t})}.
\]

(A.3)
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