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Abstract

Research on Arabic Handwritten Text Recognition (HTR) anabdc-English Machine Trans-
lation (MT) has been usually approached as two independeasaf study. However, the
idea of creating one system that combines both areas tagetheder to generate English
translation out of images containing Arabic text, is st¥lexy challenging task. This process
can be interpreted as the translation of Arabic images.idrtiiesis, we propose a system that
recognizes Arabic handwritten text images, and transthesecognized text into English.
This system is built from the combination of an HTR system and/T system.

Regarding the HTR system, our work focuses on the udgeofioulli Hidden Markov
Models (BHMMs) BHMMs had proven to work very well with Latin script. Indeezmpiri-
cal results based on it were reported on well-known corpsureh) as IAM and RIMES. In this
thesis, these results are extended to Arabic script, incodat, to the well-known IfN/ENIT
and NIST OpenHaRT databases for Arabic handwritten text.

The need for transcribing Arabic text is not only limited tandwritten text, but also
to printed text. Arabic printed text might be considered asnaple form of handwritten
text version. Thus, for this kind of text, we also proposeri®edli HMMs. In addition, we
propose to compare BHMMs with state-of-the-art technologsed on neural networks.

A key idea that has proven to be very effective in this apfitieaof Bernoulli HMMs is
the use of a sliding window of adequate width for featureamtton. This idea has allowed us
to obtain very competitive results in the recognition ofthérabic handwriting and printed
text. Indeed, a system based on it ranked first at the ICDAR 20&bic recognition compe-
tition on the Arabic Printed Text Image (APTI) database. &uer, this idea has been refined
by usingrepositioningtechniques for extracted windows, leading to further immproents in
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Arabic text recognition.

In the case of handwritten text, this refinement improvedsystem which ranked first
at thelCFHR 2010 Arabic handwriting recognition competition IfN/ENIT. In the case of
printed text, this refinement led to an improved system whastked second at th€DAR
2013 Competition on Multi-font and Multi-size Digitally presented Arabic Texdin APTI.
Furthermore, this refinement was used with neural netwbdsed technology, which led to
state-of-the-art results.

For machine translation, the system was based on the cotitriédthree state-of-the-art
statistical models: the standard phrase-based modelbjatachical phrase-based models,
and the N-gram phrase-based models. This combination was dsing theRecognizer
Output Voting Error Reduction (ROVER)ethod. Finally, we propose three methods of
combining HTR and MT to develop an Arabic image translatipsiem. The system was
evaluated on the NIST OpenHaRT database, where compe#sudts were obtained.
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Resumen

El reconocimiento de texto manuscrito (HTR) en arabe y kdutcaion automatica (MT) del
arabe al inglés se han tratado habitualmente como dos aezstudlio independientes. De
hecho, la idea de crear un sistema que combine las dos aueadirgctamente genere texto
en inglés a partir de imagenes que contienen texto en argioe, siendo una tarea dificil.
Este proceso se puede interpretar como la traduccion deemeagle texto en arabe. En esta
tesis, se propone un sistema que reconoce las imagenesaentxuscrito en arabe, y que
traduce el texto reconocido al inglés. Este sistema eststreiao a partir de la combinacion
de un sistema HTR y un sistema MT.

En cuanto al sistema HTR, nuestro trabajo se enfoca en elaigms8ernoulli Hidden
Markov Models(BHMMs). Los modelos BHMMs ya han sido probados anteriorra&m
tareas con alfabeto latino obteniendo buenos resultadeshebho, existen resultados em-
piricos publicados usando corpus conocidos, tales comodAMES. En esta tesis, estos
resultados se han extendido al texto manuscrito en aralpgréoular, a las bases de datos
IfN/ENIT y NIST OpenHaRT.

En aplicaciones reales, la transcripcién del texto en anabee limita Gnicamente al
texto manuscrito, sino también al texto impreso. El textpreso se puede interpretar como
una forma simplificada de texto manuscrito. Por lo tantoaeete tipo de texto, también
proponemos el uso de modelos BHMMs. Ademas, estos modelbarseomparado con
tecnologia del estado del arte basada en redes neuronales.

Unaidea clave que ha demostrado ser muy eficaz en la aplicdeimodelos BHMMs es
el uso de una ventana deslizargkding window de anchura adecuada durante la extraccion
de caracteristicas. Esta idea ha permitido obtener ressltaauy competitivos tanto en el
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reconocimiento de texto manuscrito en arabe como en el de impreso. De hecho, un
sistema basado en este tipo de extraccion de caractesigtiesld en la primera posicién
en el concurs¢CDAR 2011 Arabic recognition competitiarsando la base de datAsabic
Printed Text Image (APTIAdemas, esta idea se ha perfeccionado mediante el usaniteaiec
de reposicionamiento aplicadas a las ventanas extraigiadpdugar a nuevas mejoras en el
reconocimiento de texto arabe.

En el caso de texto manuscrito, este refinamiento ha cortkegwejorar el sistema que
ocupo el primer lugar en el concurk@FHR 2010 Arabic handwriting recognition competi-
tion usando IfN/ENIT. En el caso del texto impreso, este refinatnieondujo a un sistema
mejor que ocupd el segundo lugar en el concu@&DAR 2013 Competition on Multi-font
and Multi-size Digitally Represented Arabic Text el que se usaba APTI. Por otro lado, esta
técnica se ha evaluado también en tecnologia basada emmdesales, lo que ha llevado a
resultados del estado del arte.

Respecto a la traduccién automatica, el sistema se ha basddaombinacién de tres
tipos de modelos estadisticos del estado del arte: los wmsigindard phrase-basedbs
modeloshierarchical phrase-baseg los modeloN-gram phrase-basedEsta combinacién
se hizo utilizando el métod®ecognizer Output Voting Error Reduction (ROVBR)r ultimo,
se han propuesto tres métodos para combinar los sistemayg MTRon el fin de desarrollar
un sistema de traduccion de imagenes de texto arabe a iEfjgstema se ha evaluado sobre
la base de datos NIST OpenHaRT, donde se han obtenido desuttampetitivos.



Resum

El reconeixement de text manuscrit (HTR) en arab i la trauenectomatica (MT) de I'arab a
I'anglés s’han tractat habitualment com dues arees d’estdépendents. De fet, la idea de
crear un sistema que combine les dues arees, que directgemate text en anglés a partir
d’'imatges que contenen text en arab, continua sent una difécia Aquest procés es pot
interpretar com la traduccio d’'imatges de text en arab. Erestq tesi, es proposa un sistema
gue reconeix les imatges de text manuscrit en arab, i quednadl text reconegut a I'anglés.
Aquest sistema esta construit a partir de la combinaciéslstama HTR i d’'un sistema MT.

Pel que fa al sistema HTR, el nostre treball s’enfoca en KlsBernoulli Hidden Markov
Models (BHMMs) Els models BHMMSs ja han estat provats anteriorment en &sgmb al-
fabet llati obtenint bons resultats. De fet, existeixenltats empirics publicats emprant
corpus coneguts, tals com IAM o RIMES. En aquesta tesi, dsjuesultats s’han estés a la
escriptura manuscrita en arab, en particular, a les basdadis IfN/ENIT i NIST Open-
HaRT.

En aplicacions reals, la transcripcio de text en arab noréliinicament al text manuscrit,
sind també al text imprés. El text imprés es pot interpretan ana forma simplificada de
text manuscrit. Per tant, per a aquest tipus de text, tand@opem I'is de models BHMMs.
A més a més, aquests models s’han comparat amb tecnologiesti te I'art basada en
xarxes neuronals.

Una idea clau que ha demostrat ser molt eficac en I'aplicazibadels BHMMs és I'Us
d’una finestra lliscantyliding windowy d’amplaria adequada durant I'extraccié de caracteris-
tiques. Aquesta idea ha permes obtenir resultats molt ctitmpeant en el reconeixement
de text arab manuscrit com en el de text impres. De fet, uarsstbasat en aquest tipus
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d’extraccio de caracteristiques va quedar en primeraigaaicel concurédCDAR 2011 Ara-
bic recognition competitioemprant la base de dadésabic Printed Text Image (APTI)

A més a més, aquesta idea s’ha perfeccionat mitjancanté éahiques de reposiciona-
ment aplicades a les finestres extretes, donant lloc a nollesa® en el reconeixement de
text en arab. En el cas de text manuscrit, aquest refinameidmseguit millorar el sistema
gue va ocupar el primer lloc en el concl@-HR 2010 Arabic handwriting recognition com-
petitionusant IfN/ENIT. En el cas del text impres, aquest refinamamonduir a un sistema
millor que va ocupar el segon lloc en el concl€HAR 2013 Competition on Multi-font and
Multi-size Digitally Represented Arabic Texh el qual s'usava APTI. D’altra banda, aque-
sta técnica s’ha avaluat també en tecnologia basada ersxagxeonals, el que ha portat a
resultats de I'estat de I'art.

Respecte a la traduccié automatica, el sistema s’ha basatcembinacio de tres tipus
de models estadistics de I'estat de I'art: els mod@sdard phrase-baseéls modelsi-
erarchical phrase-basetels modelsN-gram phrase-basedAquesta combinacio es va fer
utilitzant el metoddRrecognizer Output Voting Errada Reduction (ROVHER)alment, s’han
proposat tres metodes per combinar els sistemes HTR i MT affitallitat de desenvolupar
un sistema de traducci6 d’'imatges de text arab a anglésstEhsa s’ha avaluat sobre la base
de dades NIST OpenHaRT, on s’han obtingut resultats cotiyseti
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Chapter 1. Introduction




Arabic is spoken by more than 234 million people and impdritathe cultures of many
more. Itis one of the six United Nations official languagesefdhe past years, the interestin
Arabic text recognition and translation has grown. Indeedny researches had focused on
Arabic Handwritten Text Recognition (HTR) and Machine Tsktion (MT) as two separate
areas of study. However, few work has discussed the ideav@i@@ng an Arabic image
translation system. That is, a system that combines HTR ahdiéids together to produce
English translations from images containing Arabic text.

In our daily life many applications can be mentioned thablae Arabic image transla-
tion systems. For example: the translation of text writtenstreet posters, on walls or on
papers. This can be of great help to tourists who wish to conicate with Arabic speakers.
Another example could be the transcription and translatf@canned documents. This could
be adapted for researchers or businesspeople searchimjdionation originally written in
Arabic.

One of the most recent published systems was described iat [tHe OpenHaRT'13
evaluation [2]. In this system, text recognition was basetidMs and BLSTMSs recurrent
networks, while the machine translation system was basedases toolkit [3]. Another
system was described in [4]. It translates Arabic text ims@ards into English text by using
the camera of mobile phones. For character recognitionatitleors suggestedemplate
matching algorithnto find the similarity between the region of interest and thmlate
of a specific letter. For machine translation system, astlused a simple algorithm that
searches each word of a sentence in a given dictionary arehedpphe results to the output
string. Also, another system that automatically transl#eabic text embedded in images
into English was described in [5]. For Text recognition tiwhars used a commercial OCR
software,Sakhr Automatic Reader version 8.0 (Platinum Editiodfdr machine translation,
authors used a phrase-based statistical MT system caid PanDoRA

In this thesis, we propose an Arabic image translation sy$tased on the combination
of HTR and MT models. In the case of handwriting recognitiérAcabic text, our work
will focus on the generative and discriminative WindowedrReilli Hidden Markov models
(Windowed BHMMSs). These models have been successfully widhandwritten text in
many languages [6, 7]. In the case of Arabic text translatonm work will focus on the
combination of three different state-of-the-art phraasedul translation models: the standard
(log-linear) phrase-based models using the Moses [3] tipdhie hierarchical phrase-based
models using the Jane [8] toolkit, and the N-gram phrasedoamelels using the Ncode [9]
toolkit. The combination of these models will be performathg the ROVER [10] tool.



Chapter 1. Introduction

1.1 Scientific Goals

The goals of this thesis are pointed out next:

e Develop an Arabic handwriting recognition system:Text recognition is the first step
of any image translation system. Indeed, it is a main compbfoe developing such
system.

The basic idea is to focus on developing an HTR system bas@drmowed Bernoulli
Hidden Markov models (Windowed BHMMSs). These models havent®iccessfully
used with handwritten text in many languages [6].

e Develop a Printed Arabic recognition system:If we look back to the examples men-
tioned in the introduction, most of them are based on priAtedbic text. For an Arabic
image translation task, Arabic printed text recognitionassidered an important task
to be solved towered a robust image translation system.

Unlike Latin script, Arabic script has a more complicatedisture since many charac-
ters might overlap. This makes that the conventional OCRniggies for Latin script
limited in dealing with Arabic script. The goal here is to d®p an Arabic printed
system based on the state-of-the-art technology devefopé@dabic HTR.

e Develop an Arabic machine translation systemThe idea here is to develop an Ara-
bic machine translation system using state-of-the-artinadranslation models.

e Propose an Arabic image translation systemThe goal here is to combine the models
previously mentioned toward a robust Arabic image traimiagystem.

e Evaluate these systems on well-known HTR and MT corporaAs usual, in order
to test the performance of any work, it must be evaluated drkmewn corpora, and
indeed, compared with other results following the sameuatain criteria. For this
purpose, we plan to evaluate our work in both fields (text ged@mn and machine
translation) as two separate systems and also in conjunatcone system. These
systems are planned to be evaluated on well-known corpafaasi IfN/ENIT, NIST
OpenHaRT, and APTI.

1.2 Document Structure

To facilitate the reading experience of this thesis, a priglaries chapter (Chapter 2) was
designed to introduce the basic concepts, which are natttyireonnected to this work.

In chapter 3, our Arabic handwriting recognition systemnigdduced. It is based on
Bernoulli Hidden Markov Models (BHMMSs). A description ofdtdatabases used to evaluate

4



1.2. Document Structure

this system is given, which is followed by a discussion alibatexperiments. Finally, our
participation in ICFHR 2010 and OpenHaRT 2010 competitisrdiscussed.

In chapter 4, we extend the experiments followed in Arabiedveritten text to Arabic
printed text. In this chapter we study the effect of our tadbgy based on BHMMs on this
kind of text. A complete series of experiments is carriedaufirabic printed text database.
Then, a new technology based on neural networks is intratiaod tested. Finally, our
participation in ICDAR 2011 and 2013 competitions is disemds

In chapter 5, the image translation system is introduceds $ystem is based on the
Arabic handwriting recognition system (Chapter 3), anddbmbination of three of state-
of-the-art machine translation systems. Experimentsamiec out on the NIST OpenHaRT
2013 database.
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2.1. Image Translation System

This chapter was designed to outline the general idea of tnk presented in this thesis.
Also, it will address some important concepts which are hethain focus of this thesis.

2.1 Image Translation System

The idea of an image translation system is to take an imagmiciamg some text as an input,
and to produce the translation of that text into anotherdaigg as an output. To discuss this
system, we need its mathematical formulation based on piiities. It can be written in
the form ofp(y | f). In other words, the system should decide in favor of a tediusi y*
satisfying,

y* = argmax p(y|f) (2.1)
yey

In practice, giving that Eq. (2.1) is very costly to be congajtit is usually approximated
as follows:

T argmax [p(y| max{p(z|f)})], (2.2)

where the probability(x|f) is usually approximated by a recognition system, while the
probability p(y|z) is usually approximated by a statistical machine transtasystem. Be-
ing x a candidate recognized source (Arabic) text gralcandidate translated sentence (in
English) corresponding to the input image

From here, we can take each posterior probability alone ahe $t. The first part of
Eq. (2.2) (the transcription system) is the system that mepa the probability of a sentence
2 giving an imagef. It can be expressed using Bayes rule as follows:

p(x | f) = p(x)p(flx), (2.3)

wherep(z) is the language model af, and thep(f|z) is the transcription model, which is
usually modeled by Hidden Markov Models. The second partapf(E.2) (the translation

system) is based on the noisy channel model. The Bayes rukeiagain to calculate the
translation probability for translating a sentencito sentence as follows:

p(y | =) = p(y)p(zly), (2.4)

with p(y) being the language model gf andp(x|y) being the translation model.

To clearly illustrate the image translation system inahgdboth parts, let's take a look at
Figure 2.1. Given a text image of an unknown word, the trapson modelp(f|z) com-
putes the maximum probability of the given image with itsresponding word. To compute
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Chapter 2. Preliminaries

these probabilities, text images are first preprocessedhamdtransformed into a sequence
of feature vectors. This is also happened with the help of eabik Language model(x)

to ensure all output sequence of words or characters betoadthown range of vocabulary
(lexicon).

The output of the first system, the textis then passed to the second system to be trans-
lated. This text is passed through a processing step to teawoise, which is in some sense
transformed into a specific format that the translation rhadéunderstand (tokenization a
decoding steps). The idea is to find the maximum probabifityamslating the text. This
can be done using various models such as a phrased-basel] emost@dering model, or a
language model. The final step is to return the translated,tex

2.2 Text Recognition

A text recognition system including typewritten and hanitten text is the task of transcrib-
ing images containing text. In other words, it is the proesss recognizing characters or
words given a lexicon or a dictionary [1, 2]. In the past, fesearch work was carried out on
handwritten text recognition due to poor performance agtdy the available recognition
systems back in that time [3]. Despite that isolated Optitairacter Recognition (OCR) task
for some scripts can be considered solved [4], the word m&tiog task including handwrit-
ten or typewritten text is still a challenging task to resbars. Nowadays, text recognition
is considered one of the most important tasks. Indeed, édsiving more attention that ever
before.

Some of the current recognition systems handle the wholegrétion process in two
steps: A pre-processing step where lines and words arectedrfrom a document, and a
recognition step where the extracted text is transcribée.pre-processing step is introduced
in Section 2.2.1.

We might think of a recognition step as the task to automiiifiteansform an image
f containing text, which is transformed into a sequence offfidenension feature vectors
f = f1,...,fy, into its corresponding text = xy,...,xy. The idea is to find the most
probable transcriptiom giving an observed feature vectfr In other words, the recognizer
should decide in favor of a transcription (wotel) satisfying,

x* = argmax p(z | f) (2.5)
The well-known Bayes is used to rewrite the right side of theadion as follows:
@* = argmax p(z) p(f | ), (2.6)

wherep(z) is the probability that the word was written, which it is usually approximated
by alanguage mode{Section 2.4), ang(f | z) is the probability of emitting the feature

12
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Image
~
Preprocessing/ Transcription system
feature extraction
. ] e(fla) -
Hypothesis Search: Transcription Mode
maximize
p(x).p(f | ) p() Arabic
overs Language Model
J
Transcription
{x1,...oxr}
~
Text Translation system
processing
. ] ply) .
Hypothesis Search: Translation Model
maximize
py)-plz | y) p(y) English
overy Language Model
J
Translation
Yi,--,¥J

Figure 2.1: Basic scheme for an Arabic image translatiotesyswhich is shown as a con-
catenation of two systems: a transcription system (top)eatndnslation system (bottom)
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vector f when observing the text. In is called thetext image modelThe language model
is usually modeled using n-grams approach in continuouséewognition, while in isolated
word recognition it is modeled using a table of prior proli&ibs, one for each word (class),
as in traditional statistical classifiers.

As mentioned previously, the OCR task for some scripts cazobsidered solved, how-
ever more complex tasks such as the handwriting recogrtéisiis still challenging. This
might be due to the huge amount of variations in handwritéath. t To model the writing
variations, Hidden Markov Models (HMMs) are used. They hlagen established as a de-
facto standard for speech recognition systems [5], howéesrare widely used for off-line
handwriting recognition in many languages [6—11]. Othedsis are also used such as those
based on artificial neural networks or dynamic time wrappiraj.

In this thesis, we will focus on using HMMs to model the proitigb p(f|x). A wide-
spread criteria used in automatic parameter estimation &given training set is the Maxi-
mum Likely-hood Estimation (MLE). The use of this maximipatcriteria involves that all
observations’ are modeled as complete data. However, since this is notates the Ex-
pectation Maximization (EM) algorithm (Section 2.2.4) ised in order to apply the MLE
criteria on HMMs and the mixture models. More details aboatigling thep( f|z) using the
HMMs will be discussed during this thesis.

2.2.1 Pre-processing and Feature Extraction

Pre-processing involves applying some layout analysigsaocessing techniques on the im-
age. The idea of processing is to normalize the input imageder to facilitate the recog-
nition. There is no standards concerning the functionsisfgtep, but some techniques are
commonly being applied such as: thresholding and backgrmemoval, noise removal, skew
correction, block or field extraction, or brightness andcaolormalization. These techniques
are usually performed before the lines and words extragtioness.

Once the lines and words are extracted, extracted images@ecessed again using dif-
ferent techniques such as slant correction, size norntializaor binarization to ensure they
are ready to be transcribed. For more details about thebpitpes please refer to [13, 14].

The final stage in this step is the feature extraction processhis step, text line im-
ages are transformed into a sequence of fixed-dimensionréeaéctors to be fed into the
transcription model.

2.2.2 Otsu’s Method

The Otsu’s method [15] is a binarization technique whiclohgk to the family of global
thresholding binarization techniques. It is a simple ,juénd robust method for reasonable
clean images. The way this method works is by calculatingestiold value in a gray-scale
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2.2. Text Recognition

image, which is then used to separate white pixels from bfaxéls. The threshold value
is calculated by maximizing inter-class and minimizinganatlass variances of gray values.
That is, for a threshold’, gray scale values are splitin two classes: gray valuesegrésani’
and gray values smaller thdh Then, the mean and probabilities for each class are cadclila

as follows:
T L—1
plzzhg, P2 = Z hg=1—p1, (2.7)
9=0 g=T+1
1 T 1 L—-1
pr==—> ghg, pa=— > ghy, (2.8)
P g9=0 P2 g=T+1

wherelL is the greatest gray level value ahds the normalized histogram of the given input
image. Finally, the thresholding value is selected as fidlo

T = arg;nax p1p2 (1 — ug)Q (2.9)

2.2.3 Center of Mass

The center of mass in two-dimensional region is a term reéeto the central point of a 2D
object in a 2D matrix. In the case of binary or gray images aimimg text, it is the central
point of that text. The center of mé&s., y..) is calculated as follows:

D S0 o () 210

o — Zyy(ZTZf(ar,y))’ (2.11)

where f(x,y) is the value of(x,y) in the matrix, andn is mass of the image, which is
basically the sum of all values in thatimage. It is calcudas follows:

m=> > f(xy) (2.12)

2.2.4 EM Algorithm

Given a training sex?’, a common criteria used in automatic parameter estimasidhe
Maximum Likelihood Estimation (MLE), which tries to maxig@ the log-likelihood® of
the training set, that is:

o= argmaleogp(xn | ©) (2.13)
e n
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This equation can be solved in most cases by performing stelrivative, due to the fact
that MLE is considered a simple convex optimization problein examples on that is the
use of MLE in Gaussian distributions, Bernoulli distritarts or multinomial distributions.
However, when the training sex{’) is modeled as incomplete data, solving Eq. (2.13) is
much more complicated. An example on that is the use of hiddarkov models or the
mixtures of probabilistic models, which are commonly usedriost pattern recognitions
fields.

The EM algorithm was proposed in [16] in order to apply the MirEerion on this kind
of models. In EM algorithm, incomplete data is representetidden variables denoted as
z{. Thus, the probabilistic distribution can be redefined dsvs:

p(x|®) = /p(x,z | ©®)dz, (2.14)

so the MLE estimation function in Eq. (2.13) can be rewritisn
© = argmax »_log / p(Xn, Zn | ©)dzy (2.15)
© n

Equation (2.15) is solved using the EM algorithm followingptiterative steps approach:
The first step is called thexpectation (Eptep, since the expected value of the log-likelihood
is calculated given a previous estimation of the parametetdsthe known data. The second
step is called thMaximization (M)step, where the parameters that maximize the equation
of E step are calculated. The EM algorithm is proved to mazéntine log-likelihood in each
iteration [17]. A schematic description of the EM algoritisrshown below:

Initialization: setk = 0 and choose initia® ()
Loop:

1. E step: for all ®, compute

Q (@ | @W) -3 E (1ogp(xn,zn 1 ©) | xn, @W) (2.16)

2. M step: compute
O+ — argmax Q (@ | @<k>) (2.17)
[C]

Until: L (@%*+1;xN) — L (@H%);x]) < ¢

16



2.3. Machine Translation

2.3 Machine Translation

In this section we review the state-of-art applications apdroaches that we used to carry
out our experiments in the field &ftatistical Machine Translation (SMTyVe might think of

a SMT as a task to automatically translate a source senteimte a target sentenge The
system is to select the sentence with the higher probahititgng all possiblg.

r=r1...75,2; €X, j=1,...,J (2.18)
Y=y1...Y%, €Y, t=1..1 (2.19)

wherez; andy; denote source and target words; &@ndY , the source and target vocab-
ularies respectively.

The state-of-art SMT follow the so called noisy-channelrapph (regarding the trans-
lation process as a channel which distorts the target semtend outputs the source sen-
tence) [18-20], where the optimal target sentepesearched according to

y* = argmax p(y | ) (2.20)
y

= argmax p(y) p(z | y) (2.21)

The so-called search problem is to compute a target sengeiocevhich this probability
is maximum. Applying Bayes’ theorem we can re-write (eq {2)&s shown above, where
p(y | x) is thetranslation modelandp(y) is thelanguage model The language model
describes the correctness of the target language sentdricie elps to avoid syntactically
incorrect sentences. The translation model is usually meosed intdexicon modeknd
alignment model

Nevertheless, most of the current statistical MT systemasgut an alternative modeling
of the translation process different from that presentdehjn(2.21). The posterior probability
is modeled as a log-linear combination of feature functi@is 22] under the framework of
maximum entropy [23]

M
y* = argmax Z Ambm (2, y), (2.22)

Y m=1

where),, is the log-linear interpolation weight, M is the number oétigres (models), and
hm(x,y) is a feature function that assigns a score to the sentencépa).
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2.3.1 Pre- and Post-processing

In a machine translation system preprocessing is the pgafesodifying the raw input data
in a way that will increase the efficiency and accuracy of adiaion system. It's well
known that the preprocessing carried on a parallel corpssahlaig impact on translation
quality. Usually Latin-based scripts require a similargsoeessing techniques since they all
share common characters. However, other scripts like Arabquire different preprocessing
techniques. Indeed a preprocessing techniques used orstfayl example will definitely
not work on Arabic.

For many years, the key features that preprocessing pofesassproving a translation
system include, but are not limited to lower-casing, setgeshortening, tokenization, sen-
tence splitting, morphological analysis, and part of sheagging. One of the leading toolkit
that perform preprocessing very well is the Freeling tddR#]. This toolkit is an open-
source multilingual language processing library that mes a wide range of analyzers for
several languages, such as English, Spanish, Frencha@gaaid Italian. On the other hand,
Arabic script can preprocessed using MADA+TOKAN toolkit [25] for example. This
toolkit performs some preprocessing techniques on Arabictext such as part-of-speech
tagging, diacritization, tokenization, and more.

As the inputtextis encoded (preprocessed), the outputhewdtcoded back to a readable
text. This process is called post-processing, becausejiied after the translation process
is taken place. For that, some processing techniques, titharthe the ones applied for
preprocessing, are applied to reverse the effect of the@eepsing techniques once the text
is translated. Some of these techniques include detokeniaad upper-casing.

2.3.2 Word Alignment

The alignment model is one of the main components of a traoslenodel. We might think
of an alignment model as a table containing the probabilitmapping a source word to a
target word. For many year§IlZA++ toolkit [26] was used to establish word alignments.
It is an implementation of severtBM Models[27] where,IBM Model 1uses only lexical
translation probabilitiesBM Model 2adds an absolute alignment modBIM Model 3adds a
fertility model,IBM Model 4replaces the absolute alignment model with a relative adigmt
model, andBM Model 5fixes a problem with deficiency in the model. In addition to &M
models GIZA++ also implements Hidden Markov Models (HMMSs).

Training word alignment models on large data, using a si@BA++ process, is a very
time-consuming processes. This process can be accelénateshning it in parallel using
a multi-processor system with multi-threading technolagyby using computer clusters.
MGIZA++ [28] was implemented for this specific purpose. It splits ward alignment
model calculation into various small processes to be ruramalel. Finally it accumulate
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2.3. Machine Translation

them back to generate on big model.

The word alignment process is somehow limited in which thgnahent of one target
word is only allowed with each source word. To overcome timgtation, a heuristic pro-
posed in [29] is followed. The parallel corpus is aligneditgdtionally: source to target and
target to source. This generates two word alignments thag ttabe integrated. By apply-
ing intersection between the two alignments, a high-pi@cialignment of high-confidence
alignment points is obtained. By applying the union betwtwm, a high-recall alignment
with additional alignment points is obtained. As an examiglieus take a look at th&rabic-
Englishalignment integration example in Figure 2.3.2. Please tiwethe Arabic text is
encoded using thelADA+TOKANTtoolkit explain in Section 2.3.1.

+h +h
brkAt brkAt
W+ w+
Allh Allh
rHmp rHmp
W+ w+
+km +km
Ely Ely
AlslAm . AlslAm
2 g3 EEeg P grpzceg
= > o S 5 > = > o S G =
(5] [
o £ ] ) 1S 4
5) ] 5) 35
+h
brkAt
w+
Allh
rHmp
w+
+km
Ely
AlslAm
wn
> T
2 8 vg e 2e3
-g =2} o © % >
o E 4
)] o

Figure 2.2: Arabic-English and English-Arabic word aligemb merging by taking intersec-
tion (black) and union (gray)
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2.3.3 Phrase-based Models

Unlike Word-based statistical models [27], phrase-bas#isical machine translation mod-
els are based on the translation of phrases instead of werdmic units. A phrase can
be defined as a continuous multiword sequence. Phrases apechane-to-one based on
a phrase translation table, and may be reordered. A Phia@sdation table can be learned
based on a word alignment by finding consistent pairs of gstalslany methods were pre-
sented for learning phrase translation such as: The plased joint probability model that
simultaneously generates both the source and target sestena parallel corpus [30]. The
scoring methods take consistency with the word alignmerical translation probabilities,
phrase length, etc. [31]. The phrase alignments based antdreection of the two GIZA++
alignments and points of the union for their expansion [3ijally, the standard phrase-
based models which was introduced by P. Koehn et al [29]. titiath to these standard
models, below we describe two other important models:

Standard Phrase-based Models

Standard Phrase-based models are simple and powerfuideelsifor machine translation.
The use of phrases, which can be any sub-string, allow thegelsito learn local reordering,
translation of short idioms, or insertions and deletiora Hre sensitive to local context [22,
33] Reordering for these models is handled by either a sirdjg&ance-based reordering
model or a lexicalized reordering model.

The heuristic estimation of the standard phrase-basedIsizdgrounded on the Viterbi
alignments computed as a byproduct of word-based alignmedels. The Viterbi alignment
is defined as the most probable alignment given the sourctaaget sentences and an esti-
mation of the model parameters. A good example of these mégldieMosestoolkit [34].
Moses is a complete out-of-the-box translation system ¢dadamic research. It consists of
all the components needed to pre-process the data, andheianguage and translation
models. It also contains tools for tuning these models usimgmum error rate training and
evaluating the resulting translations using the BLEU scdfi@ses uses GIZA++ for word
alignments and SRILM for language modeling which are stedhdaternal tools.

Hierarchical Phrase-based Models

Hierarchical phrase-based models are one of the currentigirtg approaches to machine
translation. They take into account a weighted synchrooontext-free grammar is induced
from parallel text. In addition to contiguous lexical pheashierarchical phrases with usually
up to two gaps are extracted. Hierarchical decoding is @@mut with a search procedure
which is based on CYK+ parsing [35]. A good example on thesdetzisJanetoolkit [36].
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Jane is an open source translation toolkit which has beesialeyd at RWTH Aachen Uni-
versity and is freely available for non-commercial use.eJarovides efficient C++ imple-
mentations for hierarchical phrase extraction, optiniadf log-linear feature weights, and
parsing-based search algorithms. A modular design andResktension mechanisms allow
for easy integration of novel features and translation aagines.

n-gram Phrase-based Models

The goal ofn-gram Phrase-based Models is to define a general inferent@dif®r obtain-
ing a finite-state transducer from a corpus of parallel tEke aim is to produce a transducer
that is able to generalize the training data and can find theciotranslation of new input
sentences that have not been seen during the training griggs A good example on these
models is theNcodetoolkit [38]. Ncode is an open source statistical machiaagtation de-
coder and its companion tools. Ncode implements the bithgtgram approach to machine
translation as described in [39, 40]. Ncode main featurelside the use of multiple n-gram
language models estimated over bilingual units, sourcelsvand/or target words or any fac-
tor decomposition, lexicalized reordering, several tplegram) models, etc.. As for nearly
all current statistical approaches to machine translatfmse models are embedded in a lin-
ear model combination. Ncode splits the reordering and diaggroblems of SMT in two
separate modules, aiming at better tackling each of thelgmeh However, hard reordering
decisions are avoided by means of using permutation lattice

2.4 Language Modeling:n-gram Models

Language models (LMs) are used to model text propertiesiikéax and semantic indepen-
dently from the morphological models [41]. They have mangli@ptions in speech recogni-
tion, machine translation and text recognition. The airrheke models, is to ensure that the
output text is correct and falls within a range of a specifimdm of vocabulary, and also to
predict the next word in a word sequence.

If we take a look at Eq. (2.3), we need to compute the a priabability p(x) for every

wordz. That is:
T

p(@) =pla1) - [ p (@ [217") (2.23)

t=2

wherep(z; | xtl‘l) is the probability of the word:; when we have already seen the sequence
of wordsz; ...z;_1. The sequence of words prioritgis called history. The recognizer must
estimate the value of the probabilityz; | 21~1). In fact estimating this value is difficult and
costly since sentences can be very long. For this reasoa thedels are often approximated
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using smoothed n-gram models, which obtains surprisingdgperformance [41], although
they only capture short term dependencies.

Then-gram models are nowadays the most wide-spread models aiskshfuage mod-
eling. It is used practically in all human language techgase [42]. In n-gram models, the

probabilityp(z1, ..., zr) of observing the sentenas, . . ., zr is approximated as:
T
p@) = plan) - TTp (w122 ) (2.24)
t=2

where the probability of observing th&" word x; in the context history of the preceding
t — 1 words can be approximated by the probability of observirig ihe shortened context
history of the preceding — 1 words (! order Markov property).

The parameter estimation can be easily carried out fromimiricaset using the maxi-
mum likelihood estimation, since no hidden variables atpiired inn-gram models. The
conditional probability can be calculated from n-gram frency counts as:

i1 COUNEWy—(ry—1Y, - - - Wi—1, W)
plwe |w, =, 1)) = (2.25)
( t | t—( 1)) Coun(wt—(n—l),...,wt,l)
To make it simpler, let the history;_(, 1)
given a historyh is calculated as follows:

w,_, Deh, the probability of a worde

__counth, w)

where countw, ) and counth) are the concurrences in the training setwofw andh re-
spectively.

As you might know, the n-gram probabilities are not derivadatly from the frequency
counts, this estimation gives a zero probability for allegrs events. This problem is solved
by smoothing the model. That is, modifying the original pablity distribution in order to
obtain similar distribution but without zero probabiliie Various methods are used, from
simple “add-one” smoothing (assign a count of 1 to unseeramg) to more sophisticated
models, such as Good-Turing discounting, interpolatiomack-off models. In the interpo-
lation method, probabilities are smoothed as follows:

p(x | h) = Xenp(x | h) + Brp(z | h), (2.27)

wherep(z | h) denotes the smoothed probability, ;, is a factor used to discount mass
probability from the original distribution3;, is the total amount of discounted probability
given historyh, that is:

By=1-=> Xenplx|h), (2.28)
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and finally 3(z | h) is a more simpler smoothed language model, which is usugiy -
gram model [43].

In the back-off method, discounted probability distritlliterer non seen events unlike in
the interpolation method where it is distributed over ab g, that is:

BuB(z|h) N(z,h)=0"

wheref(z | h) is the distribution3(z | k) normalized over all unseen events, where,

i Balh)
ﬁ( |h) Em:N(m,h):Oﬁ($|h)

Regardless of the method used to smoothrHgeam models, in all cases, the parameters
Az, are needed. There are several techniques in order to daldhiem, which are usu-
ally called discounting techniques. The most success@lirigues are those based on the
Good-Turingdiscounting [44, 45], such as ttkneser-Neydiscounting [46]. An example of
applying those discounting techniques, the equation ofahed-Turingdiscounting can be
written as follows:

(2.30)

Ao = M7 (2.31)

’ N,

wherecount(z, h) = r andn,. are the number of events that have been appeatiates in
the training set. For more information about the discouchitéques, please refer to [20].

2.5 Evaluation Metrics

In this section, the most used evaluation metrics in clasgitin, recognition, and translation
tasks.

2.5.1 Classification Error

Classification erroF is a metric used in pattern recognition in classificatiok$a$t depends
on the number of samples incorrectly classified and is caledlby the formula:

=1L 100, (2.32)

n

wheref is the number of samples incorrectly classified, anglthe total number of samples.
This metric is usually used in the isolated word recognitask, in which each transcribed
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word is treated as a class, and is classified as true or falis.netric is also used in some
continuous text recognition tasks, in which a sequence ofisiis transcribed. However, it
is somewhat a strict metric, since one erroneous word witiensequence implies that the
sequence is considered completely wrong.

2.5.2 Word and Character Error Rate

Word Error Rate (WER) is a common metric that is used to meathe performance of a
text recognition or speech recognition system. It meadhe=srror in a recognized word se-
guence compared to a reference word sequence. The way ttris werks is by calculating
the minimum number of insertions, deletions, and subgtitgtneeded to align the recog-
nized word sequence with the reference word sequence. Jhitei WER is calculated as
follows:
I+D+S
~ .

wherel is the number of insertiond) is the number of deletions is the number of sub-
stitutions, andV is the total number of words in the referenck. D and S can be easily
obtained computing thieevenshtein distandeetween the reference sentence and the recog-
nized sentence.

In some systems, Word accuracy term is used instead of WERhwghbasically used to
measure the accuracy of a recognized word sequence (oppb8*ER). It can be calculated
as follows:

WER = 100, (2.33)

N-I-D-S
N

In some sense, classification error is considered a patiocaise of WER in the case
of having only one word in a the recognized word sequence wisialigned to one word
in the reference word sequence. On the other hand, Chaiacter Rate (CER) is also a
common metric, which is very similar to WER with only one difénce. CER is performed
on a character sequence instead of a word sequence.

It is worth noting that WER can be greater thEi0% and thus, the word accuracy can
be smaller than%. This might happen if the number of recognized word sequangeater
than the reference word sequence, and when the algorithmpletaty fails to align them with
each other. This case is also applied on CER.

Waccuracy =1-WER= 100 (234)

2.5.3 Translation Error Rate

Translation Error Rate (TER) is an error metric for machiaaslation systems that measures
the number of edits (insertions, deletions, and subgiits)i required to change a machine

24



2.5. Evaluation Metrics

translation system output into the reference. In another vés similar to WER in the way
of functionality and it is calculated as follows:

I+D+ S
N
wherel is the number of insertiond) is the number of deletions, is the number of substi-

tutions, andV is the total number of words in the reference. For more detpikase review
Section 2.5.2.

TER= 100, (2.35)

2.5.4 Bilingual Evaluation Understudy

The Bilingual Evaluation Understudy (BLEU) [47] is one oétfirst used metrics in machine
translation to measure the correspondence between a re&cbiriput and that of a human.
Scores are calculated for individual translated sentehgesomparing them with a set of
good quality reference translations. Those scores areaberaged over the whole corpus
to reach an estimate of the translation’s overall qualitiiug; it performs badly if used to
evaluate the quality of individual sentences. That is, g@ngetric mean of the modified pre-
cision for different order of n-gramg,,, (usually from unigram up to 4-grams) is calculated
between the target sentence and the reference translatiich is multiplied by an expo-
nential brevity penalty3 P factor that penalizes those translations that are shdvéer the
reference translation. The modified precision scpjejs calculated for each n-gram length
by summing over the matches for every hypothesis sent§iiicéhe complete corpus' as:

ZSEC Zn—grames COUNfnatched N-gram
p =
" ZSGC Zn-grameS Coun(n'gram)

Eachp,, is combined and can be weighted by specifying a weighf48]. On the other
hand,B P is computed as follows:

sz{l if c>r (2.37)

(2.36)

e1=r/c) ifce<r,

wherec is the length of the corpus of hypothesis translations,raisahe effective reference
corpus length. Then, the BLEU score is calculated as follows

N
BLEU = BP- exp <Z wy, logpn> (2.38)

n=1

The BLEU ranges from).0 (worst case) tol.0 (best case), however, it is a common
practice referred as a percentage ranging fdgmvorst score) td 00 (best score) [20].

25






Bibliography

Bibliography

(1]

(2]

(3]

[4]

[10]

(11]

Richard buse Zhi Qiang Liu, Jinhai Cailandwrit-
ing recognition: soft computing and probabilistic
approaches Springer, 2003.

L.M. Lorigo and V. Govindaraju. Offline Ara- [12]
bic Handwriting Recognition: A SurveyPAMI,
28(5):712-724, May 2006.

Seong-Whan Lee. Advances in Handwriting
Recognition World Scientific Publishing Co. Pte. [13]
Ltd., 1999.

Dan Claudiu Ciresan, Ueli Meier, Luca Maria
Gambardella, and Jurgen Schmidhuber. Deep Big
Simple Neural Nets Excel on Handwritten Digit[14]
Recognition.CoRR abs/1003.0358, 2010.

Lawrence Rabiner and Biing-Hwang Juarfgun-
damentals of speech recognitionPrentice-Hall,
1993. [15]
Réjean Plamondon and Sargur N. Srihari. On-
Line and Off-Line Handwriting Recognition: A
Comprehensive Survey.lEEE Trans. on PAMI
22(1):63-84, 2000.

[16]

A. H. Toselli, A. Juan, D. Keysers, J. Gonzélez,

I. Salvador, H. Ney, E. Vidal, and F. Casacuberta.
Integrated Handwriting Recognition and Interpre-
tation using Finite-State Models.International [17]
Journal of Pattern Recognition and Artificial Intel-
ligence 18(4):519-539, 2004.

Simon Ginter and Horst Bunke. HMM-based18]
handwritten word recognition: on the optimiza-
tion of the number of states, training iterations
and Gaussian component$attern Recognition
37:2069-2079, 2004.

Hanhong Xue and Venu Govindaraju. Hidder{19]
Markov Models Combining Discrete Symbols and
Continuous Attributes in Handwriting Recogni-
tion. IEEE Trans. on PAMI28:458-462, 2006.

V. Méargner and H. E. Abed. ICDAR 2007 -[20]
Arabic Handwriting Recognition Competition. In
Proc. of the 9th Int. Conf. on Document Analysis
and Recognition (ICDAR 2007yolume 2, pages
1274-1278, Curitiba (Brazil), sep 2007.

27

V. Mérgner and H. E. Abed. ICDAR 2009 Ara-
bic Handwriting Recognition Competition. In
Proc. of the 10th Int. Conf. on Document Analysis
and Recognition (ICDAR 2009)ages 1383-1387,
Barcelona (Spain), 7 2009.

Frederick Jelinek. Statistical methods for speech
recognition Cambridge, MA: The MIT Press
(Language, speech, and communication series),
1997.

M. Pastor. Aportaciones al reconocimiento au-
tomatico de texto manuscritoPhD thesis, Dep.
de Sistemes Informatics i Computacid, Valéncia,
Spain, Oct 2007.

Adria Giménez PastoBernoulli HMMs for Hand-
written Text Recognitian PhD thesis, Universitat
Politecnica de Valcéncia, Valencia, (Spain), May
2014.

Nobuyuki Otsu. A Threshold Selection Method
from Gray-Level HistogramdEEE Trans. on Sys-
tems, Man and Cybernetic8:62-66, 1979.

A. P. Dempster, N. M. Laird, and D. B. Rubin.
Maximum Likelihood from Incomplete Data via
the EM Algorithm. Journal of the Royal Statis-
tical Society. Series B (MethodologicaB9(1):1-
38, 1977.

C. F. Jeff Wu. On the convergence properties of the
em algorithm. The Annals of Statisticg1(1):95—
103, 1983.

P. F. Brown, J. Cocke, S. A. D. Pietra, V. J. D.
Pietra, F. Jelinek, J. D. Lafferty, R. L. Mercer, and
P. S. Roossin. A statistical approach to machine
translation. Computational linguistics16(2):79—
85, 1990.

Josep M. Crego Clementérchitecture and Mod-
eling for N-gram-based Statistical Machine Trans-
lation. PhD thesis, Universitat Politécnica de
Catalunya, 2008.

Jesus Andrés-Ferrer.Statistical approaches for
natural language modelling and monotone statis-
tical machine translation PhD thesis, Universi-
tat Politecnica de Valencia, Valencia (Spain), Feb
2010. Advisors: A. Juan and F. Casacuberta.



Bibliography

[21]

[22]

(23]

[24]

[25]

[26]

[27]

(28]

[29]

Franz Josef Och and Hermann Ney. Discriminative
training and maximum entropy models for statisti-
cal machine translation. Mhe 40th Annual Meet-
ing of the Association for Computational Linguis-

tics (ACL) pages 295-302, Philadelphia, 7 2002. [30]

F. J. Och and H. Ney. The alignment template ap-
proach to statistical machine translatioBompu-
tational Linguistics 30(4):417—-449, 2004.

A. L. Berger, V. J. D. Pietra, and S. A. D. Pietra.
A maximum entropy approach to natural language
processing. Computational linguistics22(1):39—
71, 1996.

Lluis Padré and Evgeny Stanilovsky. Freeling 3.0:
Towards wider multilinguality. InProc. of the
Language Resources and Evaluation Conference
(LREC 2012)Istanbul, Turkey, May 2012. ELRA.

Owen Rambow Nizar Habash and Ryan RotH32]

Mada+tokan: A toolkit for arabic tokenization,
diacritization, morphological disambiguation, pos
tagging, stemming and lemmatization. In Khalid
Choukri and Bente Maegaard, editoi8roc. of
the 2nd Int. Conf. on Arabic Language Resources
and Tools Cairo, Egypt, April 2009. The MEDAR
Consortium.

Franz Josef Och and Hermann Ney. A system-

atic comparison of various statistical alignmenE34]

models. Computational Linguistics29(1):19-51,
2003.

Peter F. Brown, Vincent J. Della Pietra, Stephen
A. Della Pietra, and Robert L. Mercer. The math-
ematics of statistical machine translation: Parame-

ter estimation.Comput. Linguist.19(2):263-311, [35]

61993.

Qin Gao and Stephan Vogel. Parallel implementa-

tions of word alignment tool. Iin Proc. of the ACL [36]

2008 Software Engineering, Testing, and Quality
Assurance Worksheg008.

Philipp Koehn, Franz Josef Och, and Daniel
Marcu. Statistical phrase-based translation. In

Proceedings of the 2003 Conference of the Nortf37]

American Chapter of the Association for Computa-
tional Linguistics on Human Language Technology

28

(31]

(33]

- Volume 1 NAACL '03, pages 48-54, Strouds-
burg, PA, USA, 2003. Association for Computa-
tional Linguistics.

Daniel Marcu and William Wong. A phrase-
based, joint probability model for statistical ma-
chine translation. IrProceedings of the ACL-02
Conference on Empirical Methods in Natural Lan-
guage Processing - Volume IBMNLP '02, pages
133-139, Stroudsburg, PA, USA, 2002. Associa-
tion for Computational Linguistics.

Ashish Venugopal, Stephan Vogel, and Alex
Waibel. Effective phrase translation extraction
from alignment models. IProceedings of the
41st Annual Meeting on Association for Computa-
tional Linguistics - Volume,JACL '03, pages 319—
326, Stroudsburg, PA, USA, 2003. Association for
Computational Linguistics.

Christoph Tillmann. A projection extension al-
gorithm for statistical machine translation. In
Michael Collins and Mark Steedman, editoPsp-
ceedings of the 2003 Conference on Empirical
Methods in Natural Language Processingages
1-8, 2003.

Richard Zens, Franz Josef Och, and Hermann Ney.
Phrase-based statistical machine translation. pages
18-32. Springer Verlag, 2002.

P. Koehn, H. Hoang, A. Birch, C. Callison-Burch,
M. Federico, N. Bertoldi, B. Cowan, W. Shen,
C. Moran, and R. Zens. Moses: Open source
toolkit for statistical machine translation. #n-
nual meeting-association for computational lin-
guistics volume 45, page 2, 2007.

J.-C. Chappelier, M. Rajman, and Ch-Lausanne.
A generalized cyk algorithm for parsing stochas-
tic cfg. 1998.

D. Vilar, D. Stein, M. Huck, and H. Ney. Jane:
Open source hierarchical translation, extended
with reordering and lexicon models. Rroc. of the
Joint 5th Workshop on Statistical Machine Trans-
lation and MetricsMATRpages 262—-270, 2010.

Jorge Gonzélez and Francisco Casacuberta. Great:
A finite-state machine translation toolkit imple-
menting a grammatical inference approach for



Bibliography

(38]

[39]

[40]

[41]

[42]

[43]

[44]

[45]

[46]

[47]

transducer inference (giati). Froc. of the EACL
2009 Workshop on Computational Linguistic As-
pects of Grammatical Inferenc€LAGI '09, pages

24-32, Stroudsburg, PA, USA, 2009. Association
for Computational Linguistics.

Josep M. Crego, Frangois Yvon, and José B. Mar-
ifilo. Ncode: an open source bilingual n-gram SMT
toolkit. The Prague Bulletin of Mathematical Lin-
guistics 96(-1):49-58, 10 2011.

J. B. Marino, R. E. Banchs, J. M. Crego, A. de Gis-
pert, P. Lambert, J. A. R. Fonollosa, and M. R.

Costa-jussa. N-gram-based machine translation.

Computational Linguistics32(4):527-549, 2006.

Josep Maria Crego and José B. Marifio. Improving
statistical MT by coupling reordering and decod-
ing. Machine Translation20(3):199-215, 7 2007.

Veronica Romero Gémez. Multimodal Interac-
tive Transcription of Handwritten Text Images, jun
2010.

Joshua T. Goodman. A bit of progress in language
modeling. Technical report, 2001.

Stanley F. Chen and Joshua Goodman. An em-
pirical study of smoothing techniques for language
modeling. InProceedings of the 34th annual meet-
ing on Association for Computational Linguistics
pages 310-318, Morristown, NJ, USA, 1996. As-
sociation for Computational Linguistics.

I. J. Good. The population frequencies of
species and the estimation of population parame-
ters. Biometrika 40(3-4):237-264, 1953.

A. Nadas. On Turing’'s formula for word prob-
abilities. Acoustics, Speech and Signal Process-
ing, IEEE Transactions qr83(6):1414-1416, dec.
1985.

R. Kneser and H. Ney. Improved backing-off for
M-gram language modeling. volume 1, pages 181—
184, may. 1995.

Kishore Papineni, Salim Roukos, Todd Ward, and
Wei-Jing Zhu. Bleu: A method for automatic eval-
uation of machine translation. Froc. of the 40th
Annual Meeting on Association for Computational

29

(48]

Linguistics ACL '02, pages 311-318, Strouds-
burg, PA, USA, 2002. Association for Computa-
tional Linguistics.

Chris Callison-Burch, Miles Osborne, and Philipp
Koehn. Re-evaluating the role of bleu in machine
translation research. Iim EACL, pages 249-256,
2006.



Bibliography

30



CHAPTER

Arabic Handwriting Text Recognition

Contents
3.1 Introduction . . . .. ... 33
3.2 BernoulliMixture . . ... ... ... 34
3.3 BernouliHMM . . . . . ... 36
3.4 BHMM-based Handwriting Recognition . . . . .. .. ... ... .. 38
3.4.1 Theforward algorithm . . . . . ... ... ... ... ... 38
3.4.2 The backward algorithm . . . . .. ... ... ... ...... 40
3.4.3 TheViterbialgorithm . . . . . .. ... ... ... ... .... 42
3.5 Maximum likelihood parameter estimation. . . . . . ... .. .. .. 43
3.6 WindowedBHMMs . . . . ... ... ... ... .. ... 44
3.7 Repositioningapproach . . . . . .. ... o oL 45
3.8 Experimentson IfN/ENITdatabase . . . . .. ... ... ....... 45
3.8.1 IfN/ENITdatabase . ... ... .. .. ... ... ....... 45
3.8.2 Preliminary Experiments . . . . .. ... ... ... ... 47

31



Chapter 3. Arabic Handwriting Text Recognition

3.8.3 Effectofthe windowwidth . . . .. ... ... ......... 51
3.8.4 Effectof the numberofstates . . . ... ... .......... 52
3.8.5 Effect of repositioning and final results . . . . . . .. 54
3.8.6 ICFHR 2010 - Arabic Handwriting Recognition Compeht .. 56

3.9 Experimentson OpenHaRT database . . . . . ... .. ... ..... 75
3.9.1 OpenHaRT 2010 database . . . . . .. .. ... .. ....... 58
3.9.2 NIST OpenHaRT 2010 Evaluation . . . ... ... ....... 58

3.10 Concludingremarks . . . . . . .. ... 61

Bibliography . . . . . . . .. 63

32



3.1. Introduction

3.1 Introduction

Hidden Markov Models (HMMs) are widely used in off-line hamitten recognition [1—
5]. Given a text (line or word) image, it is firstly transforchento a sequence of fixed-
dimension feature vectors, and then fed into an HMM-baseddier to find its most probable
transcription.

In principle, each word can be modeled by its own HMM, with @ogmeters in common
with the HMMs associated with other classes. However, thjg@ach becomes impracti-
cal for large vocabularies due to lack of training data fdraguent words, which results
in poorly estimated HMM parameters and degraded classiégfopnance. Following the
conventional approach in speech recognition [6], from \whbe HMM methodology was
imported, HMMs at global (line or word) level are built frorhared,embeddedMMs at
character (subword) level. In this way, each training texdge contributes to the estimation
of its constituent character HMMs, all character HMMs at@bdy estimated, and infrequent
words are better modeled.

HMMs at character level are usually simple in terms of nundfestates and topology;
e.g.,6 states and a linear topology in which each state can onlydmheal from its preceding
state or itself (loop). On the other hand, state-conditigmabability (density) functions
depend on the type of output that has to be emitted. In the aomease of real-valued
feature vectors, Gaussian mixtures are generally prefeinee, as with finite mixture models
in general, their complexity can be adjusted to the avadlatalining data by simply varying
the number of mixture components. Another good reason for tfse is the availability of
reliable software from the speech recognition community [7

After decades of research in speech recognition, the usertdic real-valued speech
features and embedded Gaussian mixture HMMs is a de-faantdatd [6]. However, in the
case of handwritten word recognition, there is no such alstahand, indeed, very different
sets of features are in use today. In [8], columns of raw, rfgimaage pixels are directly
fed into embedded Bernoulli mixture HMM#at is, embedded HMMs in which the emis-
sion probabilities are modeled with Bernoulli mixtures.eTbasic idea is to ensure that no
discriminative information is filtered out during featusdmction, which in some sense is in-
tegrated into the recognition model. Empirical resultsen@otained for Latin script with the
well-known IAM database [9] and, despite being much sim@ernoulli mixtures achieved
error rates similar to those of Gaussian mixtures.

Although embedded Bernoulli mixture HMMs provide good festor Latin script, it is
unclear whether these good results also apply to very difescripts such as Arabic. In this
chapter, we extend the empirical results reported in [8] tabfc handwriting. In addition,
this basic approach is improved by using a sliding windowd&fquate width to better capture
image context at each horizontal position of the text imaffeis improvement, is referred
to aswindowed BHMMs However, the windowed approach, might be limited in deglin
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with vertical image distortions. In order to circumventsttimitation, we have considered
new, adaptive window sampling techniques, as opposed todieentional, direct strategy
in which the sampling window center is applied at a constaglt of the text image and
moved horizontally one pixel at a time. More precisely, thaslaptive techniques can be
seen as an application of the direct strategy followed bgpmsitioningstep by which the
sampling window is repositioned to align its center to thateeof gravity of the sampled
image. This repositioning step can be done horizontallyticadly or in both directions.
Although vertical repositioning is expected to have morluence on recognition results
than horizontal repositioning, we have studied both seéprand in conjunction, so as to
confirm this expectation.

These techniques described above are introduced and iexlgriested on two databases
for Arabic handwritten text. More precisely, they are tdsba the very popular IfN/ENIT
database of Arabic handwritten Tunisian town names [10], the NIST OpenHaRT 2010
databases [11]. Our results are compared with state-edthesults on Arabic handwriting
recognition, also obtained from the IfN/ENIT and NIST OpeT'10 databases during
many international competitions [3, 4, 11-13].

In what follows, we describe Bernoulli mixtures (Sectio2)3 Bernoulli HMMs (Sec-
tion 3.3), BHMM-based handwriting recognition (Sectiod)3 maximum likelihood param-
eter estimation (Section 3.5), windowed BHMMs (Section) 3aéd finally the repositioning
approach (Section 3.7). Results are reported in Secti@werigl 3.9 for ITN/ENIT and Open-
HaRT'10 respectively. Concluding remarks are given in Bec3.10.

3.2 Bernoulli Mixture

Let o be aD-dimensional feature vector. A finite mixture is a probapi{density) function
of the form:

K
P(o|®)=) mP(o]|k,®), (3.1)
k=1

where K is the number of mixture components, is the k' component coefficient, and
P(o | k,©’) is thek'® component-conditional probability (density) functionnémixture
is controlled by a parameter vect® comprising the mixture coefficients and a parameter
vector for the component®’. It can be seen as a generative model that first selectslthe
component with probabilityr;, and then generatesin accordance wittP(o | k£, ®').

A Bernoulli mixture model is a particular case of (3.1) [14]which each compone#t
has aD-dimensional Bernoulli probability function governed Iy own vector of parameters
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33 %

Figure 3.1: Three binary images, (b andc) are shown as being generated from a Bernoulli
prototype depicted as a gray image (blatkwhite=0, gray=0.5).

or prototypepx = (pi. . ., prp)’ € [0,1]7,

D

P(o|k,®) =[] pw (1 —pra) >, (3.2)
d=1

wherepyq is the probability for bitd to bel. Note that this equation is just the product of
independent, unidimensional Bernoulli probability fupas. Therefore, for a fixed, it can
not capture any kind of dependencies or correlations betivetvidual bits.

Consider the example given in Figure 3.1. Three binary imdggeb andc) are shown
as being generated from a Bernoulli prototype depicted asyaigiage (black, white=0,
gray=0.5). The prototype has been obtained by averaging imagewic, and it is the best
approximate solution to assign a high, equal probabilitthiese images. However, as indi-
vidual pixel probabilities are not conditioned to othergdixalues, there ar2® = 64 different
binary images (including, b andc) into which the whole probability mass is uniformly dis-
tributed. It is then not possible, using a single Bernoutlitptype, to assign a probability of
0.5 to a andc, and null probability to any other image suchtasNevertheless, this limita-
tion can be easily overcome by using a Bernoulli mixture diahéng a different prototype
to each different image shape. That is, in our example, acmwoponent mixture of equal
coefficients, and prototypesandb, does the job.
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3.3 Bernoulli HMM

LetO = (o4,...,07) be a sequence of feature vectors. An HMM is a probability $dgh
function of the form:

T T
P(O | 6) = Z Haqtqt+1 Hbqt (Ot)v (33)

qo,---,qT+1 t=0 t=1
where the sum is over all possibpaths (state sequencesy, ..., gry1, such thatgy =
I (specialinitial or start state),qr+1 = F (specialfinal or stop state), andy,...,qr €

{1,..., M}, beingM the number of regular (non-special) states of the HMM. Onotiher
hand, for any regular statésandj, a;; denotes théransition probability from: to j, while
b; is theobservatiorprobability (density) function a.

A Bernoulli (mixture) HMM (BHMM) is an HMM in which the probaibity of observing
o;, wheng; = j, is given by a Bernoulli mixture probability function fordtstatej [15]:

K D
bi(or) = Y mun [ [ w5ty (1= pywa)' =, (3.4)
k=1 d=1

wherer;;, andp;, are, respectively, the prior and prototype of e mixture componentin
statej.

Consider the upper part of Figure 3.2, where a BHMM exampiettie numbers is
shown, together with a binary image generated from it. Ittisrae-state model with single
prototypes attached to state@and2, and a two-component mixture assigned to sgatén
contrast to the example in Figure 3.1, prototypes do notwatctor the whole digit real-
izations, but only for single columns. This column-by-coluemission of feature vectors
attempts to better model horizontal distortions at chardetel and, indeed, it is the usual
approach in both speech and handwriting recognition whemiraaous-density (Gaussian
mixture) HMMs are used. The reader can check that, by diyggliGation of Eq. (3.3) and
taking into account the existence of two different statauseges, the probability of generat-
ing the binary image generated from this BHMM example.3.

As discussed in the introduction, BHMMs at global (line orrdjplevel are built from
shared, embedded BHMMs at character level. More precigtlg;, be the number of differ-
ent characters (symbols) from which global BHMMs are baifii assume that each character
¢ is modeled with a different BHMM of parameter vect®r. Let® = {©4,...,0¢}, and
letO = (o1, ...,0r) be a sequence of feature vectors generated from a sequesyaalodls
S =(s1,...,85), with L < T. The probability ofO can be calculated, using embedded
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~_/

Figure 3.2: BHMM examples for the numbeygtop) and31 (bottom), together with binary
images generated from them. Note that the BHMM example ®ntimbes is also embed-
ded into that for the numbe¥1. Bernoulli prototype probabilities are represented usireg

following color scheme: blackis white=0,gray=.5 and light gray®.1.

HMMs for its symbols, as:

L
P(O]S,0) = Z [[Pi.....0i.-1104), (3.5)
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where the sum is carried out over all possible segmentatib@snto L segments, that is, all
sequences of indices, . .., iy such that

=41 <---<ir<ipt1=T+1;

andP(o;,,...,0;,,-1 | ©) refers to the probability (density) of thith segment, as given
by (3.3) using the HMM associated with symbsel

Consider now the lower part of Figure 3.2. An embedded BHMMFtti@ numbeB1 is
shown, which is the result of concatenating BHMMs for theitdg blank space and digit
1, in that order. Note that the BHMMs for blank space and digire simpler than that for
digit 3. Also note that the BHMM for digi8 is shared between the two embedded BHMMs
shown in the Figure. The binary image of the numbkeshown above can only be generated
from two paths, as indicated by the arrows connecting pyptx to image columns, which
only differ in the state generating the second image colwithdr statd or 2 of the BHMM
for the first symbol). It is straightforward to check thatcading to (3.5), the probability of
generating this image £0004.

3.4 BHMM-based Handwriting Recognition

Given an observation sequer@e= (o1, ..., or), its most probable transcription is obtained
by application of the conventional Bayes decision rule:

w* = argmax p(w | O) (3.6)
weW

= argmax p(w) p(O | w), 3.7)
weW

whereW is the set of possible transcriptiong;w) is usually approximated by am-gram
language moddlL6]; andp(O | w) is atextimage modethich is modeled as a BHMM (built
from shared, embedded BHMMSs at character level), as defmé&dji (3.5). A particularly
interesting case arises when the set of possible transeripteduces to a (small) finite set
of words (class labels)In this casep(w) is simply theprior probability of wordw, while
p(O | w) is the probability of observin@ given that it corresponds to a handwritten version
of word w.

3.4.1 The forward algorithm

In order to efficiently compute(O | w) as a BHMM probability of the form given in
Eq. (3.5), we use a dynamic programming method knowfoasard algorithm[6, 7]. For
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each timet, symbols; and statej from the HMM for symbols;, we define theorward
probability ay: (j) as:
alt(]):P(Oivqt:(laj)|Sa®)7 (38)

that is, the probability of generatin@ up to itstth element and ending at statdrom the
HMM for symbol s;. This definition includes (3.5) as the particular case inallti = T,
l=Landj = F;,; thatis,

PO]S5,0)= QLT(F,,) (3.9)

To computex,r(r, , ), We must first take into account that, for each positionS except
for the first, the initial state of the HMM fox; is joined with final state of its preceding HMM,
ie.

L

on(ly) =onulFy ) 1212k (3.10)

IAIA

Having (3.10) in mind, we can proceed at symbol level as wativentional HMMs. For
the final states, we have:

M,
_ 1<I<L
a(Fy) =Y au(f) asr, 1Zt<T (3.11)
j=1
while, for regular stated, < j < Mj,, we have:
i (j) = Z aur—1(1) as,ij | bsj(0t) , (3.12)
i€{l.;,1,.... M, }

with1 <[ < Landl <t <T. The base caseis for= 1:

. (3.13)
0 otherwise

all(i): {asllslz bslz(ol) 1—171 SZSMsl

The forward algorithm uses a dynamic programming tablexfof-) which is computed
forward in time to avoid repeated computations.

Figure 3.3 shows an application example of the forward #@gorto the BHMM and
observation of Figure 3.2 (bottom). Non-null (and a few helhtries of the dynamic pro-
gramming table are represented by graph nodes aligned tattsgvertically) and time (hor-
izontally). Node borders are drawn in black or gray, depegdin whether they are in valid
paths (i.e. those from which the observation sequence cageierated) or not. Also, those
associated with special states are drawn with dotted liNesnbers at the top of each node
refer toay;(-) and thus, for instance, the probability of generatingip to the third image
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column and ending at stateof the BHMM for the first symbol isvi5(2) = 1. Com-
putation dependencies between nodes are representedomsawhich are labeled above
by, first, the transition probability, and then the obsdoraprobability at the target state
(see Eq. (3.4)). For instance the numbers above the arravtinp to nodea;3(4) are:
Gs,23 ° b313(04) = 10 ( 0+ b} 10) = 10 %

From Figure 3.3, we can clearly see that, as indicated atrtti@ESection 3.3, there are
only two paths from which the observation can be generatkdy $hare all nodes drawn with
black borders except the two nodes aligned with the secoserehtion vector. In accordance
with Eq. (3.9), the probability of the observation sequeisee;; (F') = 0.0004.

3.4.2 The backward algorithm

Thebackward algorithmis similar to the forward algorithm but, as it name indicaiesses
a dynamic programming table which is instead computed bawatkn time [6, 7]. The basic
definition in this case is thieackward probability:

Bu(j) =P (Of, | = (1.5),5,0) , (3.14)

which measures the probability (density) of generamf"g1 given that thetth vector was
generated in statg of the BHMM for the symbok;. Using this definition, Eg. (3.5) can be

rewritten as:
M.,

P(O]58,0) = a1, bsyj(01) B11(j) (3.15)
j=1

Taking into account that:

1<i<L
Bit(Fs,) = Biy1t(Ls,y,) it T (3.16)
the backward probability for the initial and regular statess {I;,,1,..., M}, can be
efficiently computed as:
My, l
) ) 1<I<L
Bit(i) = as,im,, Bit(Fo) + Y syijbs,(0441)Bres1(5) 12t<T ° (3.17)
j=1
where the base case is definedfer T as
N asLiFSL l=L,1§z§M3L 3.18
bz (@) {0 otherwise (3.18)
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°
°
S
8
°
o
8

O6 o7

Figure 3.3: Application example of the forward and Viterlgaithms to the BHMM and
observation of Figure 3.2 (bottom). Numbers at the top ofrtbdes denote forward proba-
bilities, while those at the bottom refer to Viterbi scores.
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3.4.3 The Viterbi algorithm

Although the forward and backward algorithms efficientlymmute the exact value d?(O |
S, ®), itis common practice to approximate it by the so-caN&erbi or maximum approxi-
mation,in which the sums in Egs. (3.3) and (3.5) are replaced bythe operator, i.e.

L
PS50~ max [[Pi"7"O,), (3.19)
e L1
1, qr =1
where theP is defined as:
ipy1—2 ipp1—1
A i —1
P(Oii+1 | 981) = Qs 15, g5, H As1q1qi41 a'slqilJrl—lFsl. H bSLQf, (Ot) (320)

t=1; t=1;

In contrast to the exact definition, this approximationwwBaus to identify a single, best
state sequence grath associated with the given observation sequence. The wellk
Viterbi algorithmefficiently computes this approximation, using dynamicgsesnming re-
currences similar to those used by the forward algorithnnmiadly, we need to compute the
probability Q(I, ¢, j) of the most likely path up to timethat ends with the statgfrom the
BHMM for symbol s;. For the specials states, it can be computed as:

1<I<L
Q(latvjsl):Q(l_latvFSlfl) 1 ;th (321)
. 1<I<L
Q(lvtaFSL) = 1;}121)\(451 Q(l,t,])aslstl 1 i t g T > (322)

while, for the regular states with< | < L andl < ¢ < T', we have:

QLt) = | e QU= 1) (o). (329

The base case is for= 1:

s, 1,0 bsyi(01) 1=1,1<i< M,

. (3.24)
0 otherwise

Q,1,1) :{

Clearly, the Viterbi algorithm can be seen as a minor modificaof the forward algo-
rithm in which only the most probable is considered in eactlencomputation. Indeed, the
application example shown in Figure 3.3 is used both, fofdaheard and Viterbi algorithms.
Now, however, the relevant numbers are those included aidttem of each node, which
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denoteQ(l, t, j); i.e., at row2 and columrB, we haveQ(1, 3,2) = 420. Consider the gener-
ation of the third observation vector at the second statetiffofirst symbol). It occurs after
the generation of the second observation vector, eithdreafitst or the second states, but
we only take into account the most likely case. Formally,dbeesponding Viterbi score is

computed as:

1 3 .1 2 9 1 9
1.3.9) = .2 .24 2 L_ 7
Q1,3.2) rm“x{w 10 300 3 } max{450’450} 150

Note that forward probabilities do not differ from Viterbtares up toQ(1, 3,2), since it
corresponds to the first (and only) node with two incomindipaThe Viterbi approximation
to the exact probability of generating the observation sega is obtained at the final node:
Q(3,7,F) = 0.00036. The most likely path, drawn with thick lines, is retrievegdiarting
at this node and moving backwards in time in accordance withptation of Viterbi scores.
As usual in practice, the final Viterbi score in this exampl®@036) is a tight lower bound
of the exact probability((.00040).

3.5 Maximum likelihood parameter estimation

Maximum likelihood estimation of the parameters goverranggmbedded BHMM does not
differ significantly from the conventional Gaussian case] & can be carried out using the
well-known EM (Baum-Welch) re-estimation formulae [6, Tkt (01, 51),..., (On, SN),

be a collection ofN training samples in which theth observation has length,, O,, =
(0n1,---,0nT, ), and was generated from a sequencd.gpfsymbols ¢, < T,,), S, =
(Sn1,---,SnL, ). Atiterationr, the E step requires the computation, for each training &amp
n, of their corresponding forward and backward probabditigee (3.8) and (3.14)), as well
as the expected value for itth feature vector to be generated frdith component of the
statej in the HMM for symbols;,

r D r Ontd r 1—onta
") mo i Tia P (1 - pin)mkd)
Znltk (.7) = (r)
b '(Ont)

Sni]

)

for eacht, k, j andl.
In the M step, the Bernoulli prototype corresponding to Atlecomponent of the state
in the HMM for character has to be updated as:

Tn (1) /-
(r+1) 1(]) Z Zl:snl:c Zt:l gnltk (])O’ﬂt (325)

gk = 50 P (0, S,,00) )
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wherey . (j) is a normalization factor,

Zsm Dy nt()
Z l: 1tk\J

andgnltk( /) the probability for theith feature vector of theth sample, to be generated from
the kth component of the stagein the HMM for symbols;,

S (3) = alh ()= (B ) (3.27)
Similarly, thekth component coefficient of the statén the HMM for character has to
be updated as:

(r+1) _ 1 Z Zl Spl=C¢C Z nltk( )

R , 3.28
cjk 7(j) = P (On| Sm@(r)) (3.28)
wherey.(j) is a normalization factor,
Tn (r) (r)
. — 1«
'Yc(]) _ Z Zl.sm_c Zt-l nlt( )Bnlt( ) (329)

. P (O, | 9.,©00)

To avoid null probabilities in Bernoulli prototypes, thegrcbe smoothed by linear inter-
polation with a flat (uniform) prototyp®.5,

p=(1-0)p+60.5, (3.30)

where, for instance), = 106.

3.6 Windowed BHMMs

Given a binary image normalized in heightibpixels, we may think of a feature vectoy

as its column at position or, more generally, as a concatenation of columns in a window
of W columns in width, centered at positiagn This generalization has no effect neither
on the definition of BHMM nor on its maximum likelihood estitian, though it might be
very helpful to better capture image context at each hot@guosition of the image. As an
example, Figure 3.4 shows a binary imagetafolumns and rows, which is transformed
into a sequence of 15-dimensional feature vectors (first row) by application dfliding
window of width 3. For clarity, feature vectors are depicted3as 5 subimages instead
of 15-dimensional column vectors. Note that feature vectorsoaitipns2 and 3 would

be indistinguishable if, as in our previous approach, theyenextracted with no context
(W =1).
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3.7. Repositioning approach

3.7 Repositioning approach

Although one-dimensional, “horizontal” HMMs for image medshg can properly capture
non-linear horizontal image distortions, they are soméwirdted when dealing with verti-
cal image distortions, and this limitation might be partély strong in the case of feature
vectors extracted with significant context. To overcomes timitation, we have considered
three methods of windowepositioningafter window extraction:vertical, horizontal,and
both. The basic idea is to first compute the compute the center of (pasviously discussed
in Section 2.2.3) of the extracted window, which is then s#aned (translated) to align its
center to the center of mass. This is done in accordance hétfthosen method, that is,
horizontally, vertically, or in both directions. Obvioysthe feature vector actually extracted
is that obtained after repositioning. An example of feagxgaction is shown in Figure 3.4
in which the standard method (no repositioning) is comparigtl the three methods reposi-
tioning methods considered.

To illustrate the effect of repositioning with real datag#ie 3.5 shows the sequence
of feature vectors extracted from a real sample of the IfN/ENatabase [10], with and
without (both) repositioning. As intended, (vertical ortlprepositioning has the effect of
normalizing vertical image distortions, especially tiatisns.

3.8 Experiments on IfN/ENIT database

Experiments in this section were carried out on the very [pIN/ENIT database of Arabic
handwritten Tunisian town names [10]. More precisely, weduthe IfN/ENIT database in
version2.0, patch level 1e (v2.0ple), which is exactly the version usedraining data in
the Arabic handwriting recognition competition held at I®® (Int. Conf. on Document
Analysis and Recognition) in 2007 [3]. It comprisg®192 Arabic word images written by
411 different writers, from a lexicon a§37 Tunisian town/village names. More details about
this data set are reported in Section 3.8.1.

3.8.1 IfN/ENIT database

IfN/ENIT database is an Arabic handwritten text databasielvtontains handwritten Tunis-
ian town/villages names [10]. It is a database for isolatecdwecognition. In last years this
database has been used in several Arabic handwritten cibiopgtsee [3, 4, 12, 13, 17],
becoming a reference in the Arabic handwritten area. Thabdae consists §f6 Tunisian
town/villages. Itis written byt11 writers. They were asked to filforms with12 names from
the possible names with their corresponding postcodesn$-arere made guarantying that
each word appears at led4dtmes in the database, and each character shape occur atumini
more thar200 times. The only aid to writing was the printing of dark ligkctangles in the
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01 02 O3 Oy
Repositioning
None
Vertical H ¥ H
Horizontal i 1 1

Figure 3.4: Example of transformation oftax 5 binary image (top) into a sequencedof5-
dimensional binary feature vectofs = (01, 02,03, 04) Using a window of widtt. After
window extraction (illustrated under the original imagég standard method (no reposition-
ing) is compared with the three repositioning methods aersid: vertical, horizontal, and
both directions. Mass centers of extracted windows areiatioated

46



3.8. Experiments on IfN/ENIT database
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Figure 3.5: Original samplpf069_011from IFN/ENIT database (top) and its sequence of
feature vectors produced with and without (both) repaositig (center and bottom, respec-
tively)

1l

backside of the form to indicate where to write the wordsufFég3.7 shows two examples of
forms.

Forms were scanned with 300 dpi and, binarised and autoafigtgegmented. Using
a semi-automatically process segmented images were thivitle the postcode, the Arabic
word in codes as “ISO 8859-6" with a sequence of Arabic charatapes frord06 different
shapes, since each letter appears in four different formerting of its position in the word
(Begin, Middle, End or Isolated form). It is important to eahat “ISO 8859-6" does not
encode the shape information.

The resulting database is composed3by92 different images divided inté sets (a, b,
¢, d and e). The first four sets are the original sets of thebdats, while the set e was used
as test set in the ICDAR 2005 competition see [17], beingrieeased. Thus it is a common
practice to public results doing a cross validation experitrwith the first four sets, and a
final experiment training with sets a, b, ¢, d and testing #tesNote that while the number
of classes i946 (postcodes), the size of the lexicon is greater since nameew@tten in
different forms. Table 3.1 shows some statistics for thedats, and Figure 3.6 shows some
samples of images.

3.8.2 Preliminary Experiments

In this section we show the effect of the very basic approacthe IfN/ENIT database. That
is, our first experiments were carried out using Bernoulli MMdescribed in Section 3.3,
without applying neither the sliding window nor the repmsitng techniques. Each image
was rescaled in height to a given dimensibn(10, 15, 20, 25, 30, 35), while keeping the
original aspect ratio, and then binarized. For binarizgtiwe used the well-known Otsu
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Table 3.1: Some statistics of the IfN/ENIT-database sets
No. of words Lexicon

a 6537 1588
b 6710 1634
c 6477 1498
d 6735 1564
e 6033 733

ENERa)
W
B 2l

Figure 3.6: Three samples of one, two, and three word imagesntfrom the IfN/ENIT
database

algorithm [18], which is a simple and robust method for remdie clean images. In the
results reported below, however, only heights considered since, in a series of preliminary
informal tests, it led to better results than other heights.

Experiments were carried out by trying different numbertafes, € {2,4,6,8}, and
also different number of mixture components per states {1,4,16,64,128}. ForK =1,
the HMMs were initialized by first segmenting the training with a “neutral” model, and
were trained witht EM iterations. ForK > 1, the HMMs were initialized by splitting the
mixture components of the models trained wift4 (or /2) mixture components per state.
Again, after initialization, HMMs were trained with EM iterations. On the other hand,
recognition of test images was performed by using the Vidorithm.

Figure 3.8 shows the Word Error Rate (WER%), as a functiomefriumber of states,
for varying number of components. Each WER estimate (plopeint) was obtained by
cross-validation with the first 4 standard folds (a, b, c and d

From the results in Fig. 3.8, it seems that an appropriateeviar the number of states is
6, and also an appropriate value for the number of mixturepmorants per state is 64. Using
these values, two additional experiments were carriedyusing the training-test partitions
abcd-e and abcde-e. The resulting WER values are includddbife 3.2 together with
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Figure 3.7: Example of a handwritten form taken from the ENIT database
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Figure 3.8: Word Error Rate (WER%) as a function of the nundfestates, for varying
number of componentdy). Cross-validation using sets (a, b, c, d)

those obtained in the other training-test combinationslired in the 4-fold cross-validation
experiment performed previously.

Table 3.2: Word Error Rate (WER%), f@p = 6 and K = 64, in different training-test
combinations of the a, b, ¢, d and e folds
Training Test WER%

abc d 17.6
abd c 17.3
acd b 19.0
bcd a 17.5
abcd e 34.3
abcde e 24.3

From the results in Table 3.2, we can see that the resulthédfirst four folds are very
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similar, in the range 7.3% — 19.0%, while those for fold e §4.3% and24.3%) are signifi-
cantly higher. This might be due to the different age andgssibn distribution of the writers
that contributed to fold e, as compared with those of the finst folds [17]. On the other
hand, when compared with the results on fold e (abcde-eeatGBAR 2007 competition,
our 24.3% would rank in the middle part of the list, far from the bestuiés but nonetheless
above many participating systems.

3.8.3 Effect of the window width

In [15], we found that the sliding window width has a very fins effect on the accuracy
of our BHMM-based word recognizer though, as usual, has tobéoed with an adequate
number of components for the state-conditional finite mixtmodels. This is clearly shown
in Figure 3.9, where the Word Error Rate (WER%) of our BHMMséd recognizer is plotted
as a function of the number of mixture componet9,(for varying sliding window widths
(W). Each WER estimate (plotted point) was obtained by cradistation with the first 4
standard folds (abcd), using BHMMs 6fstates. FoiX = 1, BHMMs were trained by first
segmenting the training set with a “neutral” model, and thsimg the resulting segments to
perform a Viterbi initialization followed by 4 EM iteratien ForK > 1, they were trained
by first splitting the components of the models trained witf2 components and then, as
before, applying 4 EM iterations. The conventional Vitealgorithm was used to compute
the most probable word for each test word image.

From the results in Figure 3.9 it is clear that the use of arglidvindow improves the
results to a large extent. In particular, the best result’%, is obtained forlV = 9 and
1 = 32, though very similar results are also obtained¥fior= 7 andWW = 11. It is worth
noting that the best result achieved with no sliding wind¢Ws= 1) is 17.7%.

To get some insight into the behavior of our BHMMSs, the modeldharactes, trained
from folds abc withl = 9 andK = 32, is (partially) shown in Figure 3.10 (bottom) together
with its Viterbi alignment with a real image of the character extracted from sample
de05_007(top). As in Figure 3.2 (bottom), Bernoulli prototypes aepresented as gray
images where the gray level of each pixel measures the pititpalbits corresponding pixel
to be black (white= 0 and black= 1). From these prototypes, it can be seen that the model
works as expected, i.e. each state from right to left accofionta different local part of, as
if the sliding window was moving smoothly from right to lefilso, note that the main stroke
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\WER(%) W=1 —a—i

Figure 3.9: WER(%) as a function of the number of mixture comgnts K) for varying
sliding window widths V)

of the character- appears almost neatly drawn in most prototypes, whereagpfsr dot
appears blurred, probably due to a comparatively highéalaity in window position.

3.8.4 Effect of the number of states

In accordance with the preliminary results reported in i8ac3.8.2, we have only tried BH-
MMs of 6 states in the experiment described in previous section. edery as discussed
in [19], letters in Arabic script differ significantly in lgth, and thus it might not be appro-
priate to model all of them using BHMMs of identical numberstétes. With this idea in
mind, a new experiment was carried out, similar to that desdrabove, but with fixed slid-
ing window of W = 9 and variable number of states per character. To decide timb&u
of states for each character, we first Viterbi-segmentettaiiing data using BHMMs ot
states, and then computed the average length of the segassotsated with each character.
Given an average segment length for charagtét,, its number of states was setfo- T,
whereF is afactor measuring the average number of states that are requiretitta éature
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Figure 3.10: BHMM for charactet, trained from folds abc with’ = 9 and K =

(bottom), together with its Viterbi alignment with a realage of the charact% extracted
from samplede05_007top).

vector. Thus, its inverse}i, can be interpreted asstate loadthat is, the average number of
feature vectors that are emitted in each state. For inst&hee0.2 means that only a fraction
of 0.2 states is required to emit a feature vector or, alterneyr,lWIehtO 5 = 5 feature vectors
are emitted on average in each state. Figure 3.11 shows tlie Eained as a function of
F, F € {0.2,0.3,0.4,0.5}, for varying values of the number of mixture components. The
best result plotted in Figure 3.11 is a WER73%, usingF’ = 0.4 andK = 32. This results

is slightly better than th&.4% obtained with states per character.

In Figure 3.12, the sampl@gm33_03"as been recognized using BHMMs with = 9,
K = 32 and both,6 states (top) and variable number of states, with= 0.4 (bottom).
In both cases, the recognized word has been Viterbi-alignetiaracter level (background
color) and state level (bottom and upper ticks). AlthoughBHMMs of 6 states produce a
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K=2 —e— ]
4 —--¥--1

L WER(%)
30|

Figure 3.11: WER(%) as a function of the factbrfor varying values of the number of
mixture componentsi)

recognition erroris\d! (top), the BHMMs of variable number of states are able to gecte

the correct wordisl= w1 (bottom). Note that there are two lettersand ‘', that are written
at the same vertical position or, better to say, at a spedifimen, and thus it is very difficult
for our BHMMs to recognize them as two different letters. @a dther hand, the incorrectly
recognized word (top) is not very different in shape fromdberect one; e.g. the characters
‘s and 5" are very similar (type B [17]).

3.8.5 Effect of repositioning and final results

In the experiments described above, we have not tried windpasitioning after window ex-
traction but, as discussed in Sec. 3.6, many recognitiam®of our BHMM-based classifier
might be due to its limited capability to properly model veat image distortions. In order to
study the effect of repositioning on the classification aacy, the standard method (no repo-
sitioning) was compared with the three repositioning méthdescribed in Sec. 3.6: vertical,
horizontal, and both directions. This was done with= 9, K = 32, andF' = 0.4, for the
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Figure 3.12: Sampldm33_037ncorrectly recognized with BHMMs of states (top), but
correctly recognized with BHMMSs of variable number of stafdottom). In both cases,
the recognized word has been Viterbi-aligned at charaetet (background color) and state
level (bottom and upper ticks)

four partitions considered in the previous experiments{@babd-c, acd-b, and bcd-a), and
also for the partitions abcd-e and abcde-e, which are corynuzed to compare classifiers
in the IfN/ENIT task, abcd-e especially. The results aréuided in Table 3.3.

Table 3.3: Word Error Rate (WER%) of the BHMM-based recognfwith W = 9, K = 32,
andF' = 0.4) in different training-test combinations of the abcde &liibr four repositioning
methods: none, vertical, horizontal, and both directions

WER%

Training Test Basic None Vertical Horizontal Both
abc d 176 75 4.7 8.4 4.8
abd c 173 6.9 3.6 7.7 3.8
acd b 190 7.7 4.5 8.1 44
bcd a 175 76 44 8.2 4.6
abcd e 34.3 123 6.1 124 6.1
abcde e 243 4.0 2.2 3.9 2.0

As expected, from the results in Table 3.3 it becomes cleanrtical (or both) window
repositioning improves very much the results obtained tighstandard method or horizontal
repositioning alone.
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3.8.6 ICFHR 2010 - Arabic Handwriting Recognition Competiton

The Arabic handwriting recognition competition held ateimtational Conference on Fron-
tiers in Handwriting Recognition (ICFHR 2010) [12], was floeirth competition on Arabic
handwriting recognition. It was very similar to the prevéazompetitions ([3, 4, 17]). It used
the IfN/ENIT database containing Arabic handwritten Tiarstown names (Section 3.8.1)
for training and testing. In this competitiofi,systems were submitted blyparticipanted
groups.

Our submitted systems were based on Bernoulli HMMs (BHMMst is, HMMs in
which conventional Gaussian mixture density functions r@maced with Bernoulli mix-
ture probability functions (Section 3.2). Also, in contristhe basic approach described in
Section 3.3, in which narrow, one-column slices of binamets are fed into BHMMs, the
systems were based on a sliding window of adequate widthttertsapture image context at
each horizontal position of the word image (Section 3.6)aA€xample, Figure 3.13 shows
the generation of & x 5 word image of the numbe31 from a sequence df windowed
(W = 3) BHMMs for the character8, “space” and!.
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Figure 3.13: Generation of a x 5 word image of the numbe31 from a sequence of
windowed (/ = 3) BHMMs for the character8, “space” andl
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These systems were trained from input images scaled intteigh pixels (while keeping
the aspect ratio), and then binarized by means of the Otsuiddm. A sliding window of
width 9 was applied, and thus the resulting input (binary) feateetars for the BHMMs
had 270 bits. In order to decide the number of states for each cher&tMM, we first
Viterbi-segmented all training data using BHMMs4oftates, and then computed the average
length of the segments associated with each charactern@ivaverage segment length for
character, T, its number of states was set ¥o- T'., whereF is afactor measuring the
average number of states that are required to emit a featwtery which was empirically
adjusted t00.4. Similarly, the number of mixture components per state wapigcally
adjusted ta32. On the other hand, parameter estimation and recognitior earried out
using the EM and Viterbi algorithms, respectively.

Two systems were submitted: UPV-BHMM and UPV-BHMM2. Theyhodiffer in the
way in which the sliding window is applied. In the UPV-BHMMs&gm, the sliding window
is applied at each column of the input image, as illustrateava. In the UPV-BHMM2
system, however, the sliding window is repositioned aftarheapplication, so as to align its
center to the image mass center within the window (Sectidh Jable 3.4 shows the results
of this competition fo6 diferent systems.

Table 3.4: Word Error Rate (WER%) of text image recognitiarif/ENIT for the 6 differ-
ent particated systems

System setl sete setf sets

UPV-BHMM 11 40 121 216

UPV-BHMM2 0.6 2.0 7.8 154

REGIM 59 134 210 31.6

CUBS-AMA 10.0 19.2 19.7 321

RWTH-OCR 00 0.2 91 189

RWTH-OCR2 03 12 9.0 197

As shown in Table 3.4, the best results for detnds were 7.8 and15.4 respectively
for our system (UPV-BHMM2), following the repositioning pach. Indeed, this system
ranked first in this competition due to its great performamté&oth sets.

3.9 Experiments on OpenHaRT database
Experiments in this section were carried out on the dataigealby the Linguistic Data Con-
sortium (LDC) inthe 2010 NIST Open Handwriting Recognitéord Translation (OpenHaRT-

'10) evaluation [11]. In Section 3.9.1 the database is dlesdrin details.

57



Chapter 3. Arabic Handwriting Text Recognition

3.9.1 OpenHaRT 2010 database

The NITS OpenHaRT 2010 corpus comprises a totdob3 Arabic image documents writ-
ten by148 different scribes, from a lexicon ab0 K words. Data for training includedAD-
CAT Phaseland MADCAT PhaseZ39050 Arabic image documents). For development, it
includedMADCAT Phasel Pilot Evaluatiofd70 Arabic image documents). For testing, it
includedMADCAT Phase?2 Evaluatiqi333 Arabic image documents). Table 3.5 shows more
details about this corpus. It is worth noting that the tegtiat was released after the official
publication of the NIST OpenHaRT'10 results. An example ofbaument from this corpus
is shown in Figure 3.14.

Table 3.5: The NIST OpenHaRT database statistics incluiaghumber of extracted word
images and line images

Numof Numof Docs Lineimages Wordimages
passages scribes
Training set| 6000 100 39050 686K 3850K
Development se 100 24 470 SK 48K
Testing set| 100 24 533 10K 64
Total 6200 148 40053 705K 3963

In addition to the document image given, also a segmentdttafile was given for each
sample to facilitate the word and line segmentation procgsgor example, to take one line
out of the document, we crop it giving the segmentation cioatés for that line. Also, to
take one word out, we crop the documentimage giving the setatien coordinates for that
word. An example for a word text image sample followed by & liext image is shown in
Figure 3.15.

3.9.2 NIST OpenHaRT 2010 Evaluation

The OpenHaRT 2010 evaluation was created after the DARPA RIADprogram with the
idea of encouraging researchers to participate in solvimgaf the more challenging tasks
toward the goal of document understanding.

The OpenHaRT 2010 was the first evaluation of its kind held HyINIt focused mainly
on the document text recognition, text translation, andgienaanslation technologies for
documents containing Arabic script [11]. However, the @i this evaluation was not
limited to recognition and translation technologies, hl$o included tasks for word and
line segmentation to explore the relationship betweeresysterformance and the system’s
ability to segment the data. Segmentations was represastederies of polygon coordinates
indicating the locations of the text segments within thegmflL 1].
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Figure 3.14: An example of Arabic image document extractechfthe NIST OpenHaRT
2010 database

More precisely, this evaluation has focused mainly on thasks: text recognition task
which was refereed to as Document Image Recognition (D#R]} ttanslation task, referred
to as Document Text Translation (DTT), and image transhagsk known as Document Im-
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Figure 3.15: Sample of a word text image followed by a sampli@e text image taken from
the OpenHaRT’10 database

age Translation (DIT). In addition, training included twondlitions: a constrained condition
that required participants to develop their systems usigthe provided LDC data, and an
unconstrained condition in which participants are frees® any additional publicly available
non-LDC resources for the system development (for moraiinétion, please refer to [11]).

In the NIST OpenHaRT 2010 evaluation, we only participatethe DIR task using both
word and line segmentation conditions. For image pre-@sing, original images were first
rescaled to a given height, without changing the origingleas ratio, and then binarized
using the Otsu method. A sliding window of fixed width was ezatl at each column, and
then translated to align its center with its mass centeloffehg the repositioning techniques
in Section 3.7). The binary image under the translated wingdas read to construct a local
binary feature vector and, in this way, the whole input imags transformed into a sequence
of binary feature vectors. Image height was scaled(t@ixels, and window width was
selected as 9 columns. On the other hand, transcriptioresa®o pre-processed. All Arabic
letters were encoded by adding shape information; thanhig\rabic, the shape of letters
written at the beginning of the word are different from thesgéten in the middle or at the
end.

Each transcription hypothesis was modelled as an HMM in kvkimission probabilities
are modelled as Bernoulli mixture distributions (BernoidMMs) (Section 3.2). To keep the
number of independent parameters low, the BHMM at senteawes (transcription hypothe-
sis) was built from BHMMs at character level which dependlwgirtsurrounding characters,
that is, following atri-character modelling approach. The Viterbi algorithm was used for
both training and decoding. For the word condition, we usédnixture components per
state, and for the line condition, we used 32 mixture comptmper state. On the other
hand, the avarage number of states per character was clodseT t

The likelihood of each transcription hypothesis is weightg its prior probability. In the
word condition case, this prior probability is simply a tala frequency count for each word.
In the more general line condition case, it is computed imetance with a language model in
which the probability of occurence of each word is modeledily considering its preceding
word (bigram language model). These word probabilitiesateanated as smoothed relative
frequency counts.

As a result, our system was ranked first in the line segmemtatndition with47.45%
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of WER, and second in the word segmentation condition w&l93% of WER. For more
details please refer to the evaluation report [11].

3.10 Concluding remarks

Embedded Bernoulli HMMs (BHMMs) have been described anigte®r Arabic Handwrit-
ing Recognition on the well-known IfN/ENIT database of hamitten Tunisian town names
and on the OpenHaRT'10 database. We have described ourdmsicach, in which nar-
row, one-column slices of binary pixels are fed into BHMMds@, we have used a sliding
window of adequate width to better capture image contexaelh éorizontal position of the
word image. In addition, we have considered three methodgrafow repositioning after
window extraction so as to help our BHMM-based recognizeataaling with vertical image
distortions. The experiments reported have carefullyistlithe effects of the window width,
the number of states, and repositioning. As expected, tstadsults have been obtained with
an adequate adjustment of the window width, number of statesber of mixture compo-
nents and, what it seems even more important, (verticall@vinrepositioning after window
extraction. A WER 01.1% has been achieved on the standard abcd-e partition of IfNVEN
database, and a WER ¢7.5% has been achieved on the OpenHaRT'10 database following
the line segmentation condition.
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4.1. Introduction

4.1 Introduction

In the previous chapter, Bernoulli HMMs were used with dffelhandwriting recognition in
Arabic script. The main idea was to by-pass feature extva@nd directly feed columns of
raw, binary pixels into BHMMs. By doing that, we ensure thatdiscriminative information
is filtered out during feature extraction, which in some saasntegrated into the recognition
model. This basic approach was tested on the IfN/ENIT dstalra Section 3.8.2. Then,
we improved this approach by using a sliding window of adégjuadth to better capture
image context at each horizontal position of the text imaQj@s approach, which is called
windowed BHMMgSec. 3.6), achieved very competitive results on IfN/ENéfathase [1].

Though thevindowed BHMMspproach achieved competitive results on IfN/ENIT, still,
the window repositioning technique (Sec. 3.7) improvedrtsults to around0% on IfN/-
ENIT, and achieved good results on OpenHaRT 2010 which dhfikst in OpenHaRT'10
Evaluation [2] following the line segmentation condition.

In this chapter, following a procedure similar to the oneadie® in the previous chapter,
we tried the effect of the previous techniques on Arabictpdriext database. More precisely,
our experiments will be carried out on the Arabic PrintedtTexage (APTI) database [3].
These effects included, window width, fixed and variable banof states, windowed BH-
MMs, and repositioning. Indeed, extensive experimentslaseribed from which state-of-
the-art results are obtained.

In what follows, we briefly review windowed BHMMs with repdisining (Section 4.2)
and its use for printed Arabic recognition by applicationtlod Bayes decision rule (Sec-
tion 4.3). In Section 4.4, we provide the results of a congéetries of experiments on APTI
as well as a comparison with results from other authors e dhtabase. In this section
we explore a new series of results using vertical repositgpand one of the state-of-the-art
techniques based on neural networks. Finally, concludingarks are given in Section 4.5.

4.2 Repositioning technique on Arabic printed text

As mentioned above, it was very helpful to better capturértage context at each horizontal
position of the image by applying the sliding window appitoaés an example, please refer
to Figure 3.4, where the first row shows a binary imagd oblumns and rows, which is
transformed into a sequence of fdurdimensional feature vectors by application of a sliding
window of width3.

The sliding window technique has shown to be limited whenrlidgawith vertical im-
age distortions particularly in the case of feature vectottsacted with significant context.
Therefore, we have applied three methods of windepositioningafter window extraction:
vertical, horizontalandboth For more details about this technique please refer to&e8stir
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of the previous chapter. An example of feature extractioshiswn in Figure 3.4 in which
the standard method (no repositioning) is compared withttinee methods repositioning
methods considered.

The effect of the repositioning techniques on Arabic hariidevr text has similar effect
on Arabic printed text. To observe this effect with real dalaase refer to Figure 4.1 which
shows a sequence of feature vectors extracted from a replesafithe APTI database, with
and without (both) repositioning. As expected, (verticaboth) repositioning has the effect
of normalizing vertical image distortions, especiallynistations.

OB )
H////A\ Wi f\\m

Sy )

Figure 4.1: Original samplémage_18_ ArabicTransparent_51ffom setl from APTI
database (top) and its sequence of feature vectors produite@énd without (both) repo-
sitioning (center and bottom, respectively)

b .

"

4.3 Bernoulli HMMs for printed Arabic recognition

Given an observatio® of unknown class, we use the Bayes decision rule to claésifyto
the class to which it belongs with highgpbsterior)probability or, equivalently:

¢*(0) = argmax log P(c) +1log P(O | ¢) (4.1)
where( is the total number of classes and, for each ctass 1,...,C, P(c) is its prior
probability andP(O | ¢) is the class-conditional probability (density) forto come from
classc.

Class priors and class-conditional probability (densityjctions are usually estimated

from a set oftraining observations. The conventional approach to estimate plasss is
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simply to compute their relative frequencies from the firagnset. However, the estima-
tion of class-conditional probability (density) funct®is more involved and depends on the
type of representation space for the observations. Usabh class-conditional probability
(density) function is modeled by an appropriate paraméamction whose parameters are
estimated by MLE from the training data. As an example, atarsthe problem of classi-
fying images ofisolated printed Arabic characters’lhe number of classes is modest and it
is not difficult to collect many training examples for eachsd. Therefore, class priors can
be accurately estimated by the conventional method. Alsmdges are represented as se-
guences of feature vectors, each class-conditional piiitipdbnction can be modeled by an
independent BHMM (Egs. (3.3) and (3.4)) with parametersreged by MLE from training
observations of its class.

The above approach for the estimation of class priors arss-aanditional probability
(density) functions is no longer applicable to classifizatproblems with large number of
classes due to the lack of training data for each class. @ensis we do in this work, the
problem of classifying images girinted Arabic words. Collecting a number of training
observations for each word will be really difficult if we argérested in recognizing a large
number of different words. Indeed, it will be impossible iéware interested in building an
open-vocabularyecognizer, that is, one even able to recognize words nen”sgvith no
observations) in the training data. As with Arabic handwgtrecognition in general, the
usual approach in this case consists in using global (woni)ais defined in terms of local
(subword) models. This is the approach followed in this wéigrmally, given an observation
O of an unknown word, we use Eq. (4.1) to decide to which wordesponds:

w*(0) = argmax log P(Sy) + log P(O | Sy, ®) 4.2)

where, for each word, S,, is its sequence of symbols (charactef3)s,,) is its prior prob-
ability and P(O | Sy, ®) is the probability forO to be generated from a BHMM fow
(Eq. (3.5)). Word priors are modeled withhgram language models at character level [4].
Word-conditional probability functions are modeled by BM built from shared, embed-
ded BHMMs at character level (Eq. (3.5)) with parametersigd by MLE.

Clearly, the direct way to measure the error of a word reczagrs to count the (relative)
number of misclassified observations in a collectionest observations (i.e. samples held
out during training). In what follows, this is referred totag Word Error Rate (WER). Apart
from the WER, we also use the Character Error Rate (CER)jshtite (relative) number of
misclassified characters. In practice, the CER can be ceresicequivalent to the WER for
comparison purposes.
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4.4 Experiments on APTI

As indicated in the introduction, in this Section we provitle results of a complete series
of experiments on APTI as well as a comparison with resutisnfother authors on this

database. APTI is briefly described in Section 4.4.1 togethith its basic preprocessing

for the experiments below. Then, two experimental proteeoé defined in Section 4.4.2,
UPVPC1 and UPVPC2, whose results are reported separat@gdtions 4.4.3 and 4.4.4

respectively. Finally, the idea of vertical repositionisglso tried on recent state-of-the-art
techniques based on neural networks in Section 4.4.5.

4.4.1 APTI database and preprocessing

The Arabic Printed Text Image (APTI) database is a collectibimages of Arabic Printed
words. It was recently published by [3] for large-scale enarking of open-vocabulary,
multi-font, multi-size and multi-style text recognitiopstems in Arabic. It consists @ 3284
different single words, each one availablelinhdifferent fonts,10 different font sizes, and
also4 different styles. A couple of examples of word images of Acdbansparent font are
shown in Figure 4.2.

- ¥
U5
O
Figure 4.2: Two word image samples of Arabic transparent, ftaken from the APTI
database

APTI is divided into six equilibrated setsdt1, set2, ..., set6) to allow for flexibility in
the design of experimental protocols. Each set has diffeverds, but characters are equally
distributed. The five first sets are available for the sciientbommunity. The sixth set is kept
by the authors for future evaluation of systems in blind mode

For the experiments reported below, APTI was preprocesgsddling all images in the
first five sets to a height db pixels (for10 different values o from 30 to 50) while keeping
the aspect ratio. Scaled images were then binarized bycapipinh of the Otsu’s method [5].
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4.4.2 Experimental protocols: UPVPC1 and UPVPC2

APTI was used first in the Arabic Recognition Competition 6DIAR 2011 [6]. Two ex-
perimental protocols were defined which differ in the numtifeionts used: APTIPC1 and
APTIPC2. In APTIPC1, only the Arabic Transparent font wasdisn APTIPC2, however,
five different fonts were used: Arabic Transparent (TraAs)lalus (Anda), Diwani Letter
(Diw), Simplified Arabic (Simp), and Traditional Arabic (d@d). In both protocols, only the
Plain font style was used, with sizes 6f 8, 10, 12, 18 and24 pixels. As indicated above,
the first five sets were available to participants for systaiming, while the sixth set was
held-out by the organizers for system comparison in blindieno

Unfortunately, we could not use the training-test pantitised at the ICDAR 2011 com-
petition because the sixth set is not publicly availablstdad, we used the first four sets for
training and the fifth set for testing. More precisely, we wledi two new protocols: UPVPC1
and UPVPC2. In UPVPC1]3000 images from the first four sets were randomly drawn
(10000 for training and3000 for testing). In UPVPC2, we used the whole first four sets for
training and the whole fifth set for testing. In particulag wsed266500 images for train-
ing, and566040 for testing. Table 4.1 shows the number of training and tastpdes from
each set used in each experimental protocol.

Table 4.1: Number of training and test samples@td face) in each set and protocol
APTI UprPv

Sets Words PC1 PC2 PC1 PC2

Setl 18897 113382 566910 2546 566910

Set2 18892 113352 566760 2463 566760

Set3 18886 113316 566580 2482 566580

Set4 18875 113250 566250 2509 566250

Set5 18868 113208 566040 3000 566040

Set6 18866 113196 565980 - -

Total 679704 3398520 13000 2832540

4.4.3 Results using the UPVPC1 protocol

For (computational) simplicity, the UPVPC1 protocol wasdis a first series of experiments
to study the effect on the CER of various key parameters. \Warbwith experiments for font
size6, which were then extended to other font sizes. In partic@baireach dimensio in
{30, 32, ...,50}, each sliding window widthV in {1, 3, ..., 11}, each number of statégin
{4,5,6,7,8} and each number of mixture componehts {1, 2,4, ..., 32}, a BHMM-based
word recognizer was trained from the training data of fore6iin the UPVPCL1 protocol. For
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K = 1, BHMMs were initialized by first segmenting training datatwa “neutral” model,
and then using the resulting segments to perform a Viteitialization. Initialized BHMMs
were then trained with EM iterations. ForK” > 1, BHMMs were initialized by splitting the
mixture components of the models trained wih 2 mixture components per state. Again,
after initialization, BHMMs were trained witd EM iterations. On the other hand, word
priors were modeled with-gram language models at character level.

The above training procedure led to a different recogniaeefich combination of key
parameter values (apart from the font size itself). Eactheft was of the form given by
Eqg. (4.2) though, as usual in (Arabic) text recognitioiGrmmar Scale Factor (GSkyas
used to adjust the importance of class priors with respewtaia-conditional observation
probabilities (i.e. the GSF is a constant multiplier forHpgors). For each combination of
parameter values and each valugtf F' € {20, 30,40, 50}, the corresponding recognizer
was assessed in terms of CER from the test data of fontsizéhe UPVPCL1 protocol.

Figure 4.3 shows the CER as a functioniof(top left), K (top right), @ (bottom left)
andGSF (bottom right); foriW = 1, 3, 7 and11 (the curves fol/ = 5 and9 are similar
and have been omitted for clarity). Each plotted point shtvesbest CER obtained over
all values tried for the parameters not given. The best CBRinéd is3.4% for D = 38,
W =170 =17 K =32andGSF = 50. In the plot at the top left, it is shown fap = 38
andW = 7, as the minimum CER obtained for all values tried€ark andGSF.

From the results in Figure 4.3, it is clear that the use of wimed BHMMs is of cru-
cial importance. Indeed, the best CER obtained with no wargd@? = 1) is 6.6%; i.e. it
nearly doubles the best CER with windows. Note also that}’agthe number of mixtures
componentsk) has a strong effect on the CER. The best error rates wermebtaith the
maximum value ofx tried (32). Therefore, this and larger valuesigfneed to be tried in fur-
ther experiments with more training data. The dimensioj) fumber of state<}) andGSF
are also key parameters to be adjusted, though Figure 4s3mbdshow wide fluctuations in
CER for the ranges of values considered.

As discussed previously in Section 3.8.4, letters in Araduidpt differ significantly in
length, so it might be more appropriate to model them withalde number of states. To
prove the accuracy of this theory on Arabic printed text, apegiment similar to that de-
scribed above was carried out for= 38, W = 7, K = 32, GSF = 50 and variable number
of states. To decide the number of states for each charactdirst Viterbi-segmented all
training data using BHMMs of states, and then computed the average length of the seg-
ments associated with each character. Given an averagesefgngth for character, T,
its number of states was setko- T'., whereF is afactor measuring the average number of
states that are required to emit a feature vector. Thusa\ieme,%, can be interpreted as a
state loadthat is, the average number of feature vectors that areesiriitteach state. For
instance ' = 0.2 means that only a fraction 6f2 states is required to emit a feature vector
or, alternatively, tha% = 5 feature vectors are emitted on average in each state. \Wlattie
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Figure 4.3: CER(%) as a function of the dimensibn(top left), number of mixture com-
ponentsK (top right), number of stateQ (bottom left) andGSF value (bottom right); for
sliding window widths ofit’ = 1, 3, 7 and11

values ofF'in {0.1,0.2, ...,0.9}. The best result achieved is a CER3dt%, usingF' = 0.5,
which is significantly better than the best result obtaineova with fixed number of states
(3.4%).
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To complete our experiments with font sigedata in the UPVPCL1 protocol, the best
recognizer found above was also tested with the four repasig methods described in
Sec. 4.2. As expected, the best CHR,%, was obtained witlvertical repositioning alone.
Also as expected, it was similar to the CER achieved with séjoming in both directions
(1.2%), and significantly better than those obtained witbrizontal and no repositioning
(3.2% for both).

The experiments described above in this Section were eatetadall font sizes. More
precisely, for each font siz6 < {8,10,12,18,24}, eachD € {30,32,...,50}, W €
{1,3,...,11}, Q € {5,6,7} andK € {1,2,4,...,32}, a BHMM-based word recognizer
was trained and tested, for each value&SF € {30,40,50}, as described above. Also
as above, the best recognizer for each size was then tested/aviable number of states
(F € {0.3, ...,0.7}) and different repositioning techniqueB (= {N,V, H, B}; where
N=None,V=Vertical, H=Horizontal andB=Both vertical and horizontal). The results ob-
tained were similar to those reported in Figure 4.3 for fon¢ §. More precisely, the best
error rates were obtained with windows of widtfi € {7,9,11}, K = 32 components,
GSF = {40,50}, variable number of states with € {0.4,0.5,0.6}, and vertical reposi-
tioning. For brevity, these error rates are not reported hredetail, as those in Figure 4.3 for
font size6. Instead, only a summary of best error rates is reportedbte a2 (including font
size6 for completeness). Note that the best recognizer (combimaf parameter values) for
each font size is trained within the parameter ranges itelicabove. Indeed, all recognizers
trained within these ranges provide nearly identical emates.

Table 4.2: Best recognizer (combination of parameter wlard its CER(%) for each size.
Size D W R F K GSF CER(%)

6 38 7 V 05 32 50 1.1
8 40 7 V 06 32 40 0.6
10 44 9 V 05 32 40 06
12 40 9 V 05 32 40 04
18 40 9 V 05 32 40 05
24 42 11 V 04 32 40 08

To get some insight into the behavior of our windowed BHMMseal model for the
characteg is (partially) shown in Figure 4.4 (bottom) together with fiterbi alignment with
a real image of the charactgrextracted from samplemage 24 ArabicTransparent 562,
setl(top). Bernoulli prototypes are represented as gray imadese the gray level of each
pixel measures the probability of its corresponding pigdd¢ black (white= 0 and black=
1). From these prototypes, it can be seen that the model warksgected, i.e. each state
from right to left accounts for a different local partgfs if the sliding window was moving
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smoothly from right to left.

o 20, N

Figure 4.4: Real BHMM example for characteand its Viterbi alignment on a real image

24
3

15, 32, B

4.4.4 Results using the UPVPC2 protocol

The UPVPC1 protocol was used to study the effect on the CERadbuws key parame-
ters, variable number of states, and repositioning. Takitmaccount the best results ob-
tained with it, the UPVPC2 protocol was used in a new seriesxpieriments to obtain
results in conditions similar to those used in the ICDAR 2@tabic Recognition Com-
petition (see Sec. 4.4.2). In particular, for each of the fire types considered in UPVPC2,
T € {Trans, Anda, Diw, Simp, Trad}, and each font sizé € {6,8,10,12,18,24}, a
BHMM-based word recognizer was trained and tested from #te ich UPVPC2 of font type
T and sizeS. We usedD = 40, W = 9, R = V, F = 0.5 (on a Viterbi segmentation
produced by a recognizer trained with= 7, K = 128 andGSF = 40), K = 128 and
GSF = 40. Except for theK, these parameter values are within the parameter ranges lea
ing to the best error rates with the UPVPC1 protocol. Howevethe case of<, we used
128 instead 0f32. As discussed in Sec. 4.4.3, valuesioflarger than32 had to be tried,
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especially with more training data as with the UPVPC2 proto@ctually, we tried each
K €{1,2,4,...,128}, thoughK = 128 provided the best error rates in all cases.

Table 4.3 shows CER results for each font type and size. Tioe eates labeled as
2013a in the Year column were obtained as described abowat.ig,leach test sample was
accompanied by its font type and size so as to select its pppte recognizer. However,
the error rates labeled as 2013b were obtained in a sligifterent way, by only providing
the font size of each test sample. In this case, given a tesplsaof sizeS, all the five
font-dependent recognizers for sisewere run in parallel and that producing the highest
classification score (see Eq. (4.2)) was chosen to decidetiognized word. The error rates
labeled as 2011 are the best results of the ICDAR 2011 cotigretivhich were also obtained
by only providing the font size of each test sample.

Table 4.3: CER results for each font type and size (2013at"fgpe and size given”;
2013b="only font size given”; 2011="best results from tizDAR 2011 competition”)
Font/Size Year 6 8 10 12 18 24 Mean
Andalus 2013a 09 02 01 01 0.0 00 0.2
2013b 09 02 01 01 0.0 0.0 0.2
2011 11 52 39 33 33 30 3.3
Arabic Transparent 2013a 06 0.1 01 00 00 0.1 0.2
2013b 06 01 01 0.0 0.0 0.0 0.1
2011 10 35 34 39 38 39 3.3
Simplified Arabic 2013a 05 01 01 0.0 00 0.0 0.1
2013b 04 01 01 00 0.0 0.0 0.1
2011 08 39 33 31 30 26 2.8
Traditional Arabic 2013a 64 13 05 03 02 0.2 15
2013b 65 13 05 03 02 0.2 15
2011 10.7 181 141 115 125 11.7 131
Diwani Letter 2013a 100 72 67 6.2 6.1 59 7.0
2013b 100 72 67 6.2 6.1 59 7.0
2011 91 242 166 109 51 74 122

A first conclusion that can be drawn from Table 4.3 is that thers labeled as 2013a
and 2013b are virtually identical. Therefore, when fonesi known but font type is not,
the procedure described above to obtain the 2013b resalisssabsolutely reliable. Another
important conclusion from Table 4.3 is that the results @ thork outperform by a large
extent those from the competition. Note that, on averagmgmition of Andalus, Arabic
Transparent and Simplified Arabic is nearly perfect in teoh€ER. On the other hand,
recognition of Traditional Arabic and Diwani Letter is figigood and comparatively much
better than that of the ICDAR 2011 competition.

Apart from the above multi-font and mono-size recognitiesults, the ICDAR 2011
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competition also included mono-size results on only thebfr&ransparent font. For this
particular font, results were published for both, compmiiparticipants (IPSAR and UPV)
and organizers (DIVA-REGIM). Also, more recent resultsénbeen published by [7], and by
[8]. The most recent results come from the ICDAR 2013 secondpetition on APTI, which
included three more participants than in its first editiolD,STHOCR and Siemens [9]. All
these results are shown in Table 4.4 in terms of CER and WER:-RIEC1, UPV-BHMM
and UPV-2013 refer to our system at, respectively, ICDARI20CDAR 2013 and this work.
Note that the results of UPV-BHMM and UPV-2013 are nearlyniital and thus, as ex-
pected, the UPVPC2 protocol provides a good approximatiahd experimental conditions
of the ICDAR competitions on APTI. These results are muckebé¢than those of UPV-REC1
and only at a marginal distance from the best system at th&RCE013 second competition
on APTI. They are also much better than those reported in {Hi®&re an initial, preliminary
part of the experiments and results described here can aliuhd.

Table 4.4: CER and WER results for the Arabic Transparerttifoeach size
System Year 6 8 10 12 18 24 Mean
WER 94.3 26.7 25.0 169 229 225 347

IPSAR 2011 ~eR 406 58 49 31 43 32 103

WER 55 26 33 7.5 154 156 8.3
UPV-REC1 2011 ceER 10 04 06 13 31 40 17
DIVA-REGIM 07 WER 131 41 43 61 21 11 51

CER 20 08 07 12 03 0.3 0.9
Awaida et al. 2012 CER - - - - - - 3.4
WER 724 21.1 102 6.0 10 15 18.7
CER 318 56 25 24 02 04 7.2

WER 28 03 02 01 01 01 0.6

Dershowitz et al. 2013

UPV-BHMM 2013 ceER 05 01 01 00 00 00 01
SiD 2013 Len 05 00 00 01 00 00 ol
THOCR 2013 Ctn 17 05 08 09 00 08 00
Siemens 213¢tR 00 00 00 00 00 00 00
UPV-2013 2013 WER 30 04 03 0.2 02 0.2 0.7

CER 06 01 01 00 00 01 0.2
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4.4.5 Results using DNN hybrid HMMs and vertical repositionng

Previous experiments have shown that the results obtapnedibhg BHMMs are improved
by applying the vertical repositioning technique. In reogark on handwritten recognition,
vertical repositioning has also shown a significant improgat when used with other models
than Bernoulli HMMs. In particular, in [11], a hotable impement was reported by using a
Long Short Term Memory recurrent neural network (LSTM-RN&)dem HMM and vertical
repositioning on Arabic and French handwriting. This imgnment is also observed in [12]
where the window repositioning is used as a preprocessipg st

In order to asses that the vertical repositioning is usefulpfinted Arabic recognition
with the current state-of-the-art techniques based onaheetworks, such as LSTM-RNN,
we have carried out a new series of experiments using the @R\fRotocol and a Deep
Neural Network (DNN) hybrid HMM system [13]. This technigigesimilar to the Long
Short Term Memory (LSTM) technique applied in [14]. It hagbémplemented in a recently
released, open-source toolkit for automatic speech retogicalled TLK toolkit [15]. On
the basis of our experience on the application of TLK to sheecognition tasks within the
transLectures project, we decided to use it also for thetiadil experiments discussed in
this Section. The results of these experiments, with andowit vertical repositioning, are
shown in Table 4.5.

Table 4.5: CER and WER results for the Arabic Transparerttifoeach size
System Year 6 8 10 12 18 24 Mean
WER 0.16 0.13 0.12 0.12 0.13 0.15 0.14
CER 0.03 0.03 0.02 0.02 0.03 0.03 0.03
WER 0.22 0.20 0.12 0.13 0.13 0.16 0.16
CER 0.04 0.04 0.02 0.02 0.03 0.03 0.03

Vertical Rep. 2014

Without Rep. 2014

As with the winner of ICDAR 2013 (Table 4.4), the results irblea4.5 are nearly perfect.
Even though the error is nearly zero, vertical repositigrstill obtains slight improvements.
In particular, for the more challenging font sizes (6 anda8hodest improvementis achieved
when applying repositioning. Specifically, for font si@geesults were).16% with reposi-
tioning and0.22% without repositioning. (Note that, as we were usif§00 test samples
approximately for each font size, a differenceddi6% accounts for abouit1 classification
errors.) In a similar way, for font siz&, results werd.13 and0.20 for repositioning and
non-repositioning respectively.

78



4.4. Experiments on APTI

4.4.6 ICDAR 2011 and 2013 - Arabic Recognition Competitions

The Arabic recognition competition on Multi-font and Muttize Digitally Represented Ara-
bic was held in its first edition at the 11th International @sance on Document Analysis
and Recognition (ICDAR 2011) [6], and the second editionrCGIDAR 2013 [9]. Both com-
petitions used the freely available Arabic Printed Textgm&APTI) database (Section 4.4.1)
for training and testing.

As previously mentioned in Section 4.4.2, the ICDAR 2011dfokd two protocols to
perform the evaluation: APTIPC1 and APTIPC2. The commoiufes between the two
protocols is in the use of only thelain font style, and the same font sizes independently.
However, the difference between them is the use of diffefent types. More precisely,
APTIPC1 was a mono-font protocol where the evaluation wafopeed on only the Arabic
Transparent font, however, APTIPC2 was a multi-font protaghere the evaluation was
performed orb different font types [6].

On the other hand, in ICDAR 2013, evaluation protocols were defined: ABPIC,
APTI,PC1, APTLPC2, and APTJPC3. APTLPC is similar to APTPCL1 from ICDAR 2011.
APTI,PC1 uses Arabic Transparent font and all font sise8,(10, 12, 18, 24) independently.
APTI;PC2 is similar t APT§PC1 but it uses DecoType Naskh font instead. The last prhtoco
APTI,PC3, uses all fonts types and sizes independently [9].

We patrticipated in both competitions using our Bernoulli Mstbased techniques. More
precisely, in the first edition of this competition (2011)e wsed ouwindowedversion of
our Bernoulli HMMs approach, which is based on a sliding vewdof adequate width to
better capture image context at each horizontal positidghefvord image. This approach is
described in Section 3.6. As an example, Figure 3.13 shogvgeheration of @ x 5 word
image of the numbed1 from a sequence &fwindowed (¥ = 3) BHMMs for the characters
3, “space” and!.

The systems presented to this competition were trainedifipat images scaled in height
to 40 pixels (while keeping the aspect ratio) after adding a aemamber of white pixel
rows to both top and bottom sides of each image, and thenibétawith the Otsu algorithm
(Sec. 2.2.2). A sliding window of width was applied, and thus the resulting input (binary)
feature vectors for the BHMMs ha0 bits.

The number of states per character was adjustédtates for images with font size 6f
and6 states for other font sizes. Similarly, the number of migtaomponents per state was
empirically adjusted t@4. On the other hand, parameter estimation and recognitioe we
carried out using the EM algorithm.

Two systems were submitted: UPV-PRHLT-REC1 and UPV-PRREE2. They are
used for both protocols. In APTIPCL1 there were no differsnsetween systems, where
one model for each font size is trained and used later to rézeghe test corpus. For the
second protocol: In the first system, for each font size, fe@int model for each font style
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is trained. The test corpus is recognized on all models, la@ddcognized text word of the
highest probability is selected. In the other system, aethffit character is considered for
each style. A model for all styles together is trained andluseecognize the test corpus.

The systems presented to the 2013 ICDAR competition wer lixdm the Bernou-

lli HMMs following the repositioning technique described $ection 3.7 to deal with the
vertical image distortions.

The presented system (UPV-BHMM) was trained from input iesagcaled in height 40
pixels (while keeping the aspect ratio), and then binanzitad the Otsu algorithm. A sliding
window of width9 using the vertical repositioning was applied, and thus ésailting input
(binary) feature vectors for the BHMMs ha&d0 bits. The number of states per character
was adjusted t@ states for images with all font sizés8, 10, 12, 18, and24. Similarly, the
number of mixture components per state was empiricallysaeflito1 28. On the other hand,
parameter estimation and recognition were carried ougubi®mEM algorithm. Also, we used
a 5-grams language model at character level instead of tne=ntional class priors, due to
the huge amount of classes. In addition, a grammar scalerféctveight on the language
model to adjust their importance with respect to word-ctiadal likelihoods) was adjusted
to values betweeB0 and50 with respect to the font size.

Three variants of the UPV-BHMM system have been submittdeAPRHLT-REC1 (for
protocol APTLPC), UPV-PRHLT-RECPC2 (protocol APJRPC1) and UPV-PRHLT-RECPC3
(protocol APTLPC2). For APTPC, where the size selection option is enabled, six difteren
models were trained on the “Arabic Transparent” font images model for each font size.
For all test images of a specific font size, a specific modelsgtexted to recognize test im-
ages. For protocol APEPC1, only one model for all font sizes was trained on the “Arab
Transparent” font images. For protocol ABPIC2, one model for all font sizes was trained
on the “DecoType Nash” font images.

Results of both competitions for the Arabic Transparent fareach size is shown in
Table 4.4. More details about the results of these compesifplease refer to [6, 9].

4.5 Concluding Remarks

Windowed Bernoulli HMMs with repositioning have been désed and extensively tested
for printed Arabic recognition on the Arabic Printed Textdge (APTI) database. A system
based on these models, though with no repositioning, rafilstét the ICDAR 2011 Arabic

recognition competition for printed Arabic text, also béies the APTI database. Following
evaluation protocols similar to those of the competitidis tsystem has been largely im-
proved by the use of repositioning and an exhaustive expatiation to adjust various key
parameters and model topology (variable number of staRegults comparatively much bet-
ter than those of the competition have been reported onfiamtiand mono-size recognition,
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with nearly perfect performance for most fonts in terms oaficter Error Rate. Indeed, a
second edition of the competition on APTI was recently heltha ICDAR 2013 and our
improved system obtained results nearly identical to theperted here. This second edition
was harder than the first and our system ranked second, ttamiglat a marginal distance
from the best.

81






Bibliography

Bibliography

(1]

(6]

8]

V. Mérgner and H. El Abed. ICFHR 2010 Arabic
Handwriting Recognition Competition. IRroc.
of the 12th Int. Conf. on Frontiers in Handwrit-
ing Recognition (ICFHR 2010)pages 709-714,
Kolkata (India), 11 2010.

(11]

A. Tong. NIST 2010 Open Handwriting Recog-
nition and Translation (OpenHaRT’10) evaluation.
Proc. of the NIST 2010 Open Handwriting and
Recognition Workshq2010.

F. Slimane, R. Ingold, S. Kanoun, A. M. Alimi, and
J. Hennebert. A New Arabic Printed Text Imag

Database and Evaluation Protocols. pages 94 12]
950. IEEE, 2009.
F. Jelinek. Statistical Methods for Speech Recog-
nition. MIT Press, 1997.

[13

N. Otsu. A Threshold Selection Method from
Gray-Level HistogramslEEE Trans. on Systems,
Man and Cybernetic9:62—66, 1979.

F. Slimane, S. Kanoun, H. E. Abed, A. M. Alimi,

R. Ingold, and J. Hennebert. ICDAR 2011 - Ara{14]

bic Recognition Competition: Multi-font Multi-
size Digitally Represented Text. pages 1449-1453.
IEEE, 9 2011.

S. Awaida and M. Khorsheed. Developing dis-
crete density Hidden Markov Models for Arabic

printed text recognition. IfComputational Intel- [15]

ligence and Cybernetics (CyberneticsCom), 2012
IEEE International Conference orpages 35-39,
2012.

[16]

N. Dershowitz and A. Rosenberg.anguage, Cul-
ture, Computation: Studies in Honor of Yaacov
Choueka volume 8000 ofLecture Notes in Com-
puter Sciencechapter Arabic Character Recogni-
tion. Springer-Verlag, 2013.

F. Slimane, S. Kanoun, H. El Abed, A. M. Alimi,

R. Ingold, and J. Hennebert. ICDAR 2013 Compe-
tition on Multi-font and Multi-size Digitally Rep-
resented Arabic Text. pages 1465-1469. CPS, 08
2013.

83

(10]

I. Khoury, A. Giménez, A. Juan, and J. Andrés-
Ferrer. Arabic Printed Word Recognition Using
Windowed Bernoulli HMMs. In A. Petrosino, edi-
tor, Proc. of the 17th Int. Conf. on Image Analysis
and Processing — ICIAP 2018olume 8156, pages
330-339. Springer Berlin Heidelberg, 2013.

P. Doetsch, M. Hamdani, H. Ney, A. Gimenez,
J. Andres-Ferrer, and A. Juan. Comparison of
Bernoulli and Gaussian HMMs using a vertical
repositioning technique for off-line handwriting
recognition. Ininternational Conference on Fron-
tiers in Handwriting Recognitianpages 3-7, Bari,
Italy, 9 2012.

M. Hamdani, P. Doetsch, M. Kozielski, A. EI-
Desoky Mousa, and H. Ney. The RWTH Large Vo-
cabulary Arabic Handwriting Recognition System.
In International Workshop on Document Analysis
SystemgsFrance, 4 2014.

G. E. Dahl, S. Member, D. Yu, S. Member,
L. Deng, and A. Acero. Context-Dependent Pre-
trained Deep Neural Networks for Large Vocabu-
lary Speech Recognition. IEEE Transactions on
Audio, Speech, and Language Process2@jL2.

S. F. Rashid, M.-P. Schambach, J. Rottland, and
S. von der Null. Low Resolution Arabic Recogni-
tion with Multidimensional Recurrent Neural Net-
works. In Proceedings of the 4th International
Workshop on Multilingual OCRMOCR 13, pages
6:1-6:5, New York, NY, USA, 2013. ACM.

The transLectures Team - Universitat Politécnica
de Valéncia. The translectures-upv toolkit (tlk).
http://translectures.eu/tlk., 2013.

I. Khoury, A. Giménez, A. Juan, and J. Andrés-
Ferrer. Window repositioning for printed Ara-
bic recognition. Pattern Recognition Letters
51(0):86-93, 2015.



Bibliography

84



CHAPTER

Arabic Image Translation

Contents

5.1 Introduction . . . . .. .. ... 87

5.2 Image TranslationSystem . . . . . . .. .. ... ... ........ 87

5.3 Handwriting Recognition System . . . . . .. ... ... ....... 89

5.4 Machine Translation System . . . . . .. .. ... ... ........ 09

5.5 Experiments and OpenHaRT'13 evaluation . ... ... ... ... 90
5.5.1 NISTOpenHaRT database . ... ................ 91
5.5.2 SystemPreparation . . ... ... ... ... ... ... ..., 92
553 Results ... ... ... 93
5.5.4 Arabic Image Translation Example . . . . .. .. ... .. ... 79

56 Conclusion . ... .. ... 98

101

Bibliography . . . . . . . . ..

85



Chapter 5. Arabic Image Translation

86



5.1. Introduction

5.1 Introduction

The Arabic-English image translation system is the prooépsoducing English translations
from images containing Arabic text. To our knowledge, thare only few systems that
automatically translate Arabic typewritten or handwrittext images into another language.
Typically, the available systems are based on the condatera two systems: a handwritten
text recognition system and a machine translation system.

In this chapter we will describe our Arabic-English handten text recognition and
translation (image translation) system. In the case of Waitidg recognition of Arabic text,
our work has focused on the UPV TLK toolkit [1], which implentis a generative and dis-
criminative Windowed Bernoulli Hidden Markov models (Wowled BHMMSs) [2]. The
system is built from character-based windowed BHMMs (BetinéiMMs) which are ade-
guately concatenated so as to produce a different wordwérdowed BHMM for each word
to be recognized (Sec. 3.3). The system follows the newgseimented technique based on
window repositioning to deal with the vertical image disitmms (Sec. 3.7). This technique
has shown very competitive results on both handwritten[&pdnd printed text [3].

In the case of Arabic text translation, our work has focusethe combination of three
different state-of-the-art phrase-based translationatsodhe standard (log-linear) phrase-
based models using the Moses [4] toolkit, the hierarchitahge-based models using the
Jane [5] toolkit, and the N-gram phrase based models ussbltiode [6] toolkit. The com-
bination of these models was performed using the ROVER [@kib

This system is tested on the data used in the NIST OpenHaR3 @@luation. The
results in this chapter are challenging and significantljperform our previous results in
both OpenHaRT 2010 and 2013 evaluations. To check the seffudther participants, please
refer to the NIST OpenHaRT 2010 and 2013 evaluation rep8yt3][

In what follows, we briefly describe the Image TranslatiostSyn (Sec. 5.2), the Arabic
Handwriting Recognition system (Sec. 5.3), and the texisiegion system (Sec. 5.4). After
that, we outline our experiments, results, and a real exanmpSection 5.5. Concluding
remarks are given in Section 5.6.

5.2 Image Translation System

Image translation is an immensely challenging task thatireg two well trained systems, a
text recognition system and a text translation system. Bgsitems depend entirely on each
other to ensure good translation quality. Despite impdrtasearch approaches in image
recognition for both printed and handwritten data, in mesiss their use was limited to con-
strained tasks such as the Tunisian town names classifi¢atik [10] or the check processing
task [11], among others. The same thing applies on machanslations systems. Nonethe-
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less, real-word image translation applications requigetthnslation of unconstrained data
with serious diversity [12].

An Image Translation System is typically built from the catenation of two systems: a
handwritten text recognition system and a machine trapslalystem. Given a handwritten
text imagef, by applying the Bayes classification rule, the Image Twtizh task can be
expressed as follows:

y* = argmax p(y|f) ~ argmax »_p(z|f) p(y|z) (5.1)
yey yey .

wherez stands for a candidate recognized source (Arabic) texydoida candidate translated
sentence (in English) corresponding to the input imAge

Since the summation over all possible transcriptions in (Bdl) cannot be computed
in practice, we have defined three different systems to medoe search space. In all of
them, the probabilitp(x | f) in Eq. (5.1) was approximated by our handwriting recognitio
system, which is described in Section 5.3. Therefore, tgeldference among these systems
lay in the translation subsystems. We propose three diffeqgproaches:

In the first approach, Eq. (5.1) is approximated as follows:

y margmas [max{p (1) plolo)}]
~argax [p (gl max {p(e1)})| 2

Letting 2* bemax,{p(x|f)}, p(y|z*) is approximated by our statistical machine translation
system, which is described in Section 5.4. In other words,itput image was recognized
by our handwriting recognition system, and the recogniead was fed into our machine
translation system.

In the second approach, we used the same equation desgerithefirst approach. That
is, EQ. (5.1) was approximated by Eq. (5.2). The differererels that the translation system
was trained differently. Specifically, the source part afehilingual training pair was sub-
stituted by the transcription obtained by our handwritiagagnition system. This approach
was expected to better handle the noisy output of the hatidgrrecognition system.

In the third approach Eq. (5.1) is approximated as follows,

Y~ argmax{ argmax {p(al) [p(yw}} (5.3)
zeNBes(f) | yeNBes( f|z)

where we introduced a scaling factrand the search space was approximatedblyest
lists. Specifically, each input image was first recognizédgusur Handwriting Recogni-
tion System into 100-Best transcriptions, and then eagatstréption was translated using

88



5.3. Handwriting Recognition System

our Machine Translation System into 100-Best translatidriee optimal scaling factof is
found using a grid search in a development set so as to maith& Bilingual Evaluation
Understudy (BLEU) [13]. BLEU is a measure that assessesdhespondence between a
machine’s output and that of a human.

5.3 Handwriting Recognition System

Handwritten Text Recognition (HTR) is the process of transfing an image containing
handwritten text into plain text [14]. Arabic HTR is a veryallenging task due to a huge
variation in the handwritten text style and size and the imseeoverlapping between char-
acters. It has caught the interest of many researchers inshdecades. Many models have
been tested on this task including Gaussian and BernoullMdMpplying generative and
discriminative training, as well as the neural networkskfoth acoustic and language mod-
els. Bernoulli HMMs applying discriminative training hagaown better performance over
Gaussian HMMs [15]. In fact, as mentioned in previous chap@HMMs have been ranked
first in many competitions for Arabic printed and handwitirecognition [16—18]. In par-
ticular, in [17] our system obtained comparatively gooditisscompared to state-of-the-art
systems based on recurrent neural networks.

Our handwriting recognition system is based on windowed B#MSec. 3.6). To keep
the number of independent parameters low, the WBHMM at seetéevel (transcription
hypothesis) is built from BHMMs at character level which dag on their surrounding char-
acters, the so-called tri-character modeling approach @®en a binary image normalized
in height toH pixels, each BHMM computes the probability of the given imagbe a hand-
written version of its corresponding word. To compute thesebabilities, text images are
first transformed into a sequence of binary feature veeipiss its column at positionor,
more generally, as a concatenation of columns in a windoW aolumns in width, centered
at positiont. This generalization has no effect neither on the definkibBHMM nor on its
MLE, although it might be very helpful to better capture thr&pe context at each horizontal
position of the image. In addition, as discussed in prevahapters, this windowed approach
are limited when dealing with vertical image distortionso dvercome this limitation, we
applied vertical repositioning (only vertical due to itstee performance over horizontal and
in both directions). This technique is described in Secgiagh

Parameter estimation is usually carried out using the maxirfikelihood estimation
(MLE). MLE of BHMM parameters does not differ significantisoin the conventional Gaus-
sian case, and it can be efficiently performed using the kwedlwvn EM (Baum-Welch) re-
estimation formulae [20, 21]. However, discriminativeitiiag techniques have been used
recently on Arabic HTR to estimate HMM parameters insteadisihg the conventional
Baum-Welch algorithm. That is, discriminative trainingBérnoulli HMMs are transformed
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into equivalent log-linear HMMs (LLHMMSs). LLHMMs are thenigtriminatively trained
using the MMI-criterion and the RPROP algorithm. This isalgureferred to as discrimina-
tive BHMMs. For more details, please refer to [22]. Apartrfrthe conventional BHMMs,
which has been extensively explored previously, in thigotdawve also carry out experiments
using discriminative BHMMs.

5.4 Machine Translation System

The second part of Eq. (5.1), a Statistical Machine Traimsla§SMT) system follows the
Bayes decision rule [23, 24] in which the optimal target sangy is found by maximizing
the posterior probability,

y* = argmax p(y | x), (5.4)
y

where the posterior probability is modeled as a log-lineadet where the normalization
constant is neglected (since it is constant in decoding) [25

M

y* =argmax >  Amhm(z,7), (5.5)

y m=1

with A, being the log-linear interpolation weight, M is the numbgfeatures (models), and
hm(z,y) is a feature function, such as the logarithm of a languageetod the logarithm
of a phrased-based model.

In order to study the effect of the different modeling aptues in machine translation,
we compared three state-of-the-art models: the standaedgtbased models [4], the hier-
archical phrase-based [5] models, and the N-gram phrasedbaodels [6]. Obviously, we
configured all models as similar as possible for fair congmari As a results, three differ-
ent translations have been gathered for each sentencepradias been translated using a
different model. In addition, all these translations wesenbined together using the Recog-
nizer Output Voting Error Reduction (ROVER) [7] system telgi reduced the translation
error rate. The reader might want to review the three sthtBesart translation models by
checking Section 2.3.3.

5.5 Experiments and OpenHaRT’13 evaluation
Our experiments were carried out on the data provided by thguistic Data Consortium

(LDC) in the 2013 NIST Open Handwriting Recognition and Biation (OpenHaRT'13).
In this section we first describe the corpus, the defined tasidthe corresponding training
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conditions. Then, we continue by exploring our experimexitls details, as well as compar-
ing them to our own published results in the NIST evaluations

5.5.1 NIST OpenHaRT database

The NIST Open Handwriting Recognition and Translation (@4&RT) corpus is a collec-
tion of Arabic image documents provided by the Linguisti¢cd@onsortium (LDC). The data
for training and development in the 2013 NIST OpenHaRT eat#dn included: MADCAT
Phasel Training (LDC2010E15), MADCAT Phase2 Training (lZDCOE17), MADCAT
Phase3 Training (LDC2011E97), MADCAT Phasel Pilot Evatrafl DC2008E52), MAD-
CAT Phase2 Evaluation (LDC2012E52), and MADCAT Phase3 tat&n (LDC2012E53).
On the other hand, NIST has released the HART13 EVAL set witheferences for testing
purposes. However, references for this set were releasedtla¢ official publication of the
NIST OpenHaRT'13 results. The 2013 OpenHaRT was not thedirmluation of its kind
held by NIST. Similar evaluation was also arranged in 2016x(8.9.2). Both evaluations
focused on core recognition and translation technologiesibcument images containing
primary Arabic handwritten scripts [8, 9].

NIST OpenHaRT has focused on three tasks: text recognigisk which was refereed
to as Document Image Recognition (DIR), text translatisktaeferred to as Document
Text Translation (DTT), and image translation task knowmasument Image Translation
(DIT). In addition, training included two conditions: a rained condition that required
participants to develop their systems using only the predidDC data, and an unconstrained
condition in which participants are free to use any addalguublicly available non-LDC
resources for the system development (For more informapiease refer to [9]).

For the constrained training condition our system was éimsing the 2013 NIST Open-
HaRT corpus. The corpus contains a totalld¥ of Arabic image documents. A training
partition was defined to include the five above mentionedag®itainingd2 X' documents, a
development partition containé®0 documents, and a testing partition contain@g doc-
uments. Please note that the development set used in thisisvitle same set that was used
as testing set for the 2010 NIST OpenHaRT evaluation. Als®tésting set in this work is
the same set used in the 2013 NIST OpenHaRT.

For the unconstrained training condition our system wasechusing some of the freely
available data for building both translation and languagelets. The data used in this work
has been obtained frofVSLT 201XhallengeMultiUN [26] andTED [27]. SinceMultiUN
corpus is not aligned at sentence level, we used the Chaimp{®8] tool to align the sen-
tences. Finally, we selected sentences for the trainingcaetrding to the infrequent N-gram
score [29], in order to gather a specific training set to fetrur source test sentences. The
selection procedure was applied in the text translatiotesyslifferently than in the image
translation system. Particularly, for text translatiostsyn models were trained by selecting
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data using the original source test sentences. Howevdigiimage translation system the
source sentences are missing, so models were trained lojisgldata using the recognized
source sentences. Itis worth noting that the number of seageused for training from Mul-
tiUN was 155K and 75K out of 7M sentences for text and image translation respectively.
Also, the selected sentences from TED Wa& and47K out of 93K sentences for text and
image translation respectively. Further statistics aleagh corpus used to train our recogni-
tion and translation systems in both training conditiormgtrained and unconstrained) are
shown in Table 5.1.

Table 5.1: Data (segments) used for training each systenitsatrdining conditions
Constrained Unconstrained
System LDC MultiUN  TED
Text Recognition 789,874 - -
Text Translation 41,488 155,185 48,776
Image Translation 41,488 75,904 47,061

As you can see from Table 5.1, for the recognition system waathstrained condition
we used aroun@90K of data lines. For the translation system with constrainawition
we used around1 K of data segments, and with unconstrained condition we usathd
245K of data segments for text translation, and arouédlK” for image translation. Note
that segments do not necessarily match lines.

5.5.2 System Preparation

The handwriting recognition system was trained from inpoages scaled in height 8%
pixels while keeping the aspect ratio. Images are then iziedyr For binarization, we used the
well-known Otsu algorithm [30], which is a simple and robosthod for reasonable clean
images. A sliding window of widtl® using the vertical repositioning was applied, and thus
the resulting input (binary) feature vectors for the BHMMsgIR70 bits. In Arabic, the shape
of a letter written at the beginning of the word is differerdrh a letter written at the middle
or at the end; So all Arabic transcriptions were encoded loyragthe position information.
Finally, the number of states per character was adjustédtates for all BHMMs. Similarly,
the number of mixture components per state was empiricaljyséed t0128. Parameter
estimation and recognition were carried out using the EMdtlgm. Also, we used a 5-gram
language model at character level. The language model wastead by linear interpolated
estimates with absolute modified Kneser-Ney discountimgaddition, the grammar scale
factor was adjusted t80. The handwritten text recognition system was trained uireg
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TLK toolkit [1] which among other features implements BeutioHidden Markov models
(BHMMSs). This toolkit was developed by the UPV.

For machine translation system, each source and targetrsenivas pre-processed. En-
glish text was tokenized and pos-tagged using the Freetiog[81], and Arabic text was
tokenized and pos-tagged using tidDA+TOKANTtool [32]. Additionally, long sentences
(longer than 160 words) were removed. Word Alignment wasopered using MGIZA++
[33]. Finally, standard training was performed on the firggndata, which included: align-
ment extraction, phrase extraction and MERT. Three systeens trained: The first system
is based on the standard phrase-based models. It was tusimgdMoses toolkit [4] follow-
ing the standard features: a phrased-based model thatleschoth direct and inverse phrase
translation probabilities and both direct and inversedakiveights, a language model, a
distance-based reordering model, a word penalty, and ealzed reordering model. The
second system is based on the hierarchical phrase-baseslanddwas trained using the
Jane toolkit [5] following the hierarchical phrase extrant optimization of log-linear fea-
ture weights, and parsing-based search algorithms. Tiedystem is on the N-gram phrase-
based models. It was trained using the Ncode toolkit [34p¥ahg the multiple N-gram
language models estimated over bilingual units, sourcelsvand target words, lexicalized
reordering, and several tuple models.

All these systems were trained using the standard featsmeationed in the user manual
of each machine translation toolkit. In the case of the laiggumodel, we used a 5-gram
model trained with SRI Language Modeling Toolkit (SRILMB[3which was smoothed by
linear interpolated estimates with absolute modified Kndszy discounting.

5.5.3 Results

As mentioned above, our experiments were carried out on W@ Hata provided for the
NIST OpenHaRT’13 evaluation. In particular, we used H®RT13 EVALset for testing
purposes. Below we explore our results for text recogniticBec. 5.5.3, for text translation
in Sec. 5.5.3, and for image translation in Sec. 5.5.3. Ferrétognition system, results
are shown in terms of Word Error Rate (WER%) which estimatespercentage of mis-
recognized words. For the translation system, resultsrenersin terms of BLEU score [13],
which is an algorithm to evaluate the quality of the traristatext. In the case of WER: the
lower percentage the evaluation reports, the better textgrEtion we get. However, in the
case of BLEU: The higher score the algorithm reports, theeb&tanslation we get.

Text Recognition Results

For the handwritten text recognition task, Table 5.2 shdvesWER% for the evaluation of
two systems: The first one, which was presented for the NISIB2¥aluation, is based on
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generative Bernoulli HMMs [36]. The second one is based endibcriminative Bernoulli
HMMs, which is described briefly in Section 5.3 and with moegails in [22]. The WER%
for the two training conditions (constrained and uncornséd conditions) is shown. The
only difference between them is that for the unconstraimaithing condition, we used a
much bigger language model created with the help of the pusly mentioned two corpus:
MultiUN [26] andTED [27].

Table 5.2: Text recognition systems together with theiri\iror Rate (WER%) for the con-
strained (Const) and Unconstrained (UnConst) data (20%@stém due NIST'13"; 2014=
"this work”)

System Disc.  Year WER [%]
Const UnConst

Generative 2013 29.2 28.3

Discriminative 2014 27.7 22.8

As shown in Table 5.2, the results of the discriminativeeng®014) system outperforms
those of the generative-based (2010) system for both trgicdnditions. It is worth noting
that our best results in similar task in the NIST OpenHaRBt8luation [8] was ranked first
with 47.45 of %WER for lines segmentation condition and constrainadhing condition.
The reader can refer to the NIST report for more results att@NIST OpenHaRT'10 [8]
and NIST OpenHaRT’13 [9] competitions.

The evaluation of this task was performed by using exactlysdime tool that was pub-
lished by NIST (OpenHaRT Pipliftgin its version numbet.1.2.

Text Translation Results

For the text translation task, Table 5.3 shows the BLEU séordive systems followed
the constrained (Const) and unconstrained (UnConst)itigaitonditions: The first system,
Moses (2013), which is based on the standard phrase-basdelanwas ranked first in the
NIST OpenHaRT’13 evaluation. The next three systems pteddn this work (2014) are
based on three different models: the standard phrase-basdels (Moses), the hierarchical
phrase-based models (Jane), and the N-gram phrase-badetsrfiddcode). The last system,
ROVER, is the combination between the three mentioned rsottas important to mention
that the results in this section and next section are not epatisomehow to the results of the
NIST OpenHaRT evaluation. This is due the calculation ofBh&U score on the tokenized
and lowercased version of the testing corpus unlike the NDg&nHaRT evaluations.

8ftp://jaguar.ncsl.nist.gov/openhart/resources/operh.1.2-20130524-1526.tgz
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Table 5.3: Text translation systems together with their BL&core for the constrained
(Const) and Unconstrained (UnConst) data (2013= "system MIST’13"; 2014= "this

work™)

System  Year BLEU [%)]
Const UnConst
Moses 2013 21.9 24.1
Moses 2014 25.1 28.1
Jane 2014 24.6 26.7
Ncode 2014 25.0 28.1
ROVER 2014 25.6 28.6

As shown in Table 5.3, the use of standard and N-gram phrasedbmodels showed
better performance over hierarchical phrase-based moagbarticular, the results for both
Moses £5.1) and NcodeZ5.0), which are pretty similar in the constrained training cibiod,
outperform the results of Jane4(6). In a similar way they showed better results for the
unconstrained training condition. On the other hand, thelined system, ROVER, showed
even better performance than Jane and Ncode.

Image Translation Results

For the image translation task, Table 5.4 shows the BLEUssftoitranslating the recognized
text for seven systems followed the constrained (Constyusmtdnstrained (UnConst) train-
ing conditions: The first three rows show the results of osteaps submitted to the NIST
OpenHaRT’13 evaluation for the three approaches mentiongection 5.2. More precisely,
the third approach was ranked first in the NIST OpenHaRT Buation. This set of systems
were trained using generative BHMMs to perform the recagmiand standard phrase-based
models to perform the translation. On the contrary, the famxt systems presented in this
work (2014), which are based on the first approach as memtion8ection 5.2 due to its
better performance over the second approach, were trasieg discriminative BHMMs to
perform the recognition. For text translation, each systebased on one of the state-of-the-
art models mentioned previously in Section 5.4: The stahghrase-based models (Moses),
the hierarchical phrase-based models (Jane), the N-graasetbased models (Ncode), and
finally a combined system between three mentioned modely ER).

As shown in Table 5.4, the use of standard phrase-based ssid@ived better perfor-
mance over the N-gram and hierarchical phrase-based madglarticular, the results using
Moses (7.9) outperform the results using both Jah&.8) and Ncode17.4), which are pretty
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Table 5.4: Image translation systems together with theiEBLscore for the constrained
(Const) and Unconstrained(UnConst) data (2013="systearNI8T'13"; 2014="this work”)

System Year BLEU [%)]
Const UnConst

1stapproach 201317.0 —

2nd approach 201316.5 —

3rd approach 2013 17.5 —

Moses 2014 17.9 21.0
Jane 2014 17.3 19.7
Ncode 2014 174 20.0
ROVER 2014 18.3 21.2

similar in the constrained training condition. In a simileay Moses showed better results
for the unconstrained training condition. In addition, mseixt translation task (Sec. 5.4), the
combination system, ROVER, showed a slight improvement t&ch system apart in both
constrained and unconstrained conditions. In Particrdanlts werd 8.3 for the constrained
condition, and1.2 for the unconstrained task.

It is worth noting that errors in the recognition processaligiremains in the translation,
and they might trigger some additional errors. For exanvpéegan notice some improvement
of BLEU in the system presented in this work (2014), in paitic for Moses, over the system
presented in 2013. Indeed, this gain is explained for thedawgment of the handwriting
recognition system.

From Tables 5.3 and 5.4, it is worth noting that the usage affalitional small set of data
(around20K) significantly improved the translation accuracy. Moregisely, the Uncon-
strained data-based systems significantly outperform€trestrained data-based systems.
Here, we remind the reader that this additional data wastsgl@ccording to the infrequent
N-gram score [29], in order to gather a specific training Isat telates to the source test sen-
tences. The selection technique was applied differenttizértext translation system than in
the image translation system. In Particular, models for tiemslation system were trained
by selecting data using the original source test sentehtmgever, for the image translation
system, since source sentences are missing, models wieegttsy selecting data using the
recognized source sentences.
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5.5.4 Arabic Image Translation Example

In this section we visually inspect the process of recogniind translation of real exam-
ples. This process is shown in Table 5.5 using two Arabic ersentences taken from NIST
OpenHaRT corpus. The rows “Image” and “Ref” show the oribir@bic image sentence
and its reference respectively. The “Reco” row demonsdrdte recognition result of our
discriminative BHMMs based system. On the other hand, e&theonext rows show the
translation results of the recognized text. The “Moses” slaws the output of the transla-
tion process using the standard phrase-based model. Thml&Rlcow shows the output of
the translation process using the N-gram phrase-based nidae"Jane” row shows the out-
put of the translation process using the hierarchical ghb@sed model. The “Comb” row
shows the translation output using the combination of theetabove mentioned systems.
The “Google” row shows the translation using Google engire final row “Ref” shows the
translation reference.

Table 5.5: Recognition and translation of two real examgaksn from OpenHaRT database
following the unconstrained conditions

Image: ! DD LWLl Gl s ) SV e LD e L) B e ol Iy LD

Reco: ¢ JUl Wl &l: Jslo oo LY olgil! ) O35 Ble 0¥ s 2,0 01 5L

Ref.  § JUl Wl &4ls Jslo s St olsal! s 055 B3l O s 2 20 U1 J 5L

Moses: the question that imposes itself now , what would be the statthe american forces by the end of the current year ?

Ncode: the question that imposes itself now what will be theus of the american forces by the end of this year ?

Jane: the same question now , what will be the status of thei@aneorces on by the end of the current year ?

Comb: the question that imposes itself now , what will be the stafithe american forces by the end of the current year ?

Google: question that arises now is what will be the statusofforces from the end of the year?
Ref: the compelling question now is what will the status @ #merican forces be at the end of this year ?

Image:'g-'-):-“fJ. o e e X o) | 5 el W5 ) )

Reco: .gvpn#&d}aaﬂw\)Jy\j\ﬁw}Jl{ Yo 5 O Y

Moses: however , an official palou$ think or other things dosauight to obtain a political asylum .

Ncode: however , an official thinking or other things are remlsng to obtain political asylum .

Jane:  except that an official palou$ a certain view or othiagthdo not his efforts to obtain sought political asylum .
Comb: however, an official palous think or other things dosmight to obtain a political asylum .

Google: however, the responsible Palos thought or thingstlquest for political asylum.
Ref: however , a party official mentioned that anwar did nekse obtain political asylum .

In the upper part of Table 5.5, we show an example in which betbgnition and trans-
lation processes worked very well. In particular, in theogrtized text the diacritics in the
words oY1 and .53 are missing. However, these errors did not change their imgaim
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fact, these diacritics are also missing in the original inmage. Regarding the translation
process, the results make sense in all cases. It is truedfiaénof the translation outputs are
identical to the reference, but the differences are noflicéte use of different word meaning
such as using “current” instead of “this” or using “questibat imposes itself” instead of
“compelling question”. We believe that the closest tratiafato the reference is the output
of the combined system in row “Comb”.

On the other hand, in the bottom part of Table 5.5, we showrem@xample where both
processes introduce errors. Moreover, we can notice tkaimilstakes in the recognition
process trigger errors in the translation process. Thikasva in words such as; 4L, §3,

ol 5 jf\, and .~.,. The translation of these wrong recognized words has gtateeaatotally

different méaning which lead to reduce the BLEU score indlaion. Again, the closest
translation to the reference might be the output of the caedbsystem in row “Comb”.

5.6 Conclusion

An image translation system has been described and testdtedrDC data provided for
NIST OpenHaRT'13 evaluatiotHART13 EVAlset). This system is built from the concate-
nation of two systems: a handwriting recognition system amaachine translation system.
For the recognition part, Windowed Bernoulli HMMs with regitioning have been tested
using generative and discriminative training. In previausk, generative-based system has
proven to work very well with Arabic handwriting recognitioSpecifically, this system was
ranked first at the NIST OpenHaRT’10 evaluation with linersegtation condition. Follow-
ing evaluation criteria similar to those of the NIST OpenHa®Raluation, our results were
improved by the use of discriminative training. For the slation part, we studied the effect
of three state-of-the-art models: the standard phrasedb@a®dels, the hierarchical phrase-
based models, and the N-gram phrase-based models. Thestswede combined using the
Recognizer Output Voting Error Reduction (ROVER). For tmage translation part, three
different approaches were discussed so as to perform tloatoration between a recognition
system and a machine translation system.

According to our experiments, a translation system traimsgdg the original source test
sentences (first approach) showed better results than glatian system trained using the
recognized source sentences (second approach). Furtleerprevious approaches were
clearly improved by approximating the search space usimgbt-list (third approach). How-
ever, this last approach is not a practical solution to thaegentranslation case. Therefore,
our results in this work were performed by using the first apph.

The best Word Error Rate (WER%®)2.8, for Arabic handwriting recognition was ob-
tained using discriminative Bernoulli training. For Araliext translation, best results in
BLEU score,28.6, was obtained using ROVER. In a similar way, the use of ROVé&#h+t
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nigue has also obtained the best results, BLEL2, for Arabic image translation. Results in
this thesis are comparatively much better than those of B8 OpenHaRT 2010 and 2013
evaluations, where a system based on phrase-based moljelgasranked first in both text
translation and image translation tasks.
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6.1. Summary

6.1 Summary

The main goal of this thesis was to develop an Arabic imagestation system based on
the combination of an Arabic Handwritten Text RecognitibiT R) system and an Arabic to
English Machine Translation system (MT). More precisefys tsystem has been proposed
in conjunction as one system, that takes an image contafalgic text and produces the
translation of the recognized text into English, and in sefian as two different systems. In
addition to the HTR system, a system for printed Arabic texs\wtroduced and extensively
tested.

In chapter 3 the HTR system was introduced and evaluated@different Arabic hand-
written text corpora: IfN/ENIT database and the OpenHaRTI(®R0atabase. This system
is based on Bernoulli Hidden Markov Models (BHMMs). Expeegints were carried out by
applying a basic approach, in which narrow, one-columresliaf binary pixels are fed into
BHMMs. This approach was improved by the use of a sliding win@f adequate width to
better capture image context at each horizontal positictheWord image. In addition to the
window approach, three methods of window repositioningansemsidered after window ex-
traction so as to help our BHMM-based recognizer in dealiitg vertical image distortions.

Through the experiments, we have carefully studied thectsffef the window width,
fixed and variable number of states, and repositioning. Ameeted, the best results have
been obtained with an adequate adjustment of the windowhwidtmber of states, number
of mixture components and the vertical window repositignilha WER of 6.1% has been
achieved on the standard abcd-e partition of IfN/ENIT dassb A system based on these
techniques ranked first at the ICFHR 2010 Arabic handwritegpgnition competition on
IfN/ENIT. Also, following the same approach, a WER 4#.5% has been achieved on the
OpenHaRT’10 database following the line segmentation itimmd The system presented
to this evaluation ranked first in the line segmentation @b and second in the word
segmentation condition.

In chapter 4, the Arabic printed recognition system wastilesd. Following a procedure
similar to the one describe in chapter 3, the effects of thedaiv width, fixed and variable
number of states, and repositioning were tested on the ARtinted Text Image (APTI)
database.

As expected, the use of sliding window and vertical repositig proved again their abil-
ity to deal with text distortions, not only in Arabic handttein text, but also in Arabic printed
text. More precisely, A system based on the sliding windoprapch, though with no repo-
sitioning, ranked first at the ICDAR 2011 Arabic recognitmmpetition for printed Arabic
text on the APTI database. Furthermore, a system based orettieal repositioning ap-
proach ranked second at the ICDAR 2013 Arabic recognitionptition for printed Arabic
text on the APTI database. Additionally, we also carried expgeriments using the neural
networks technology with vertical repositioning approaethich led us to state-of-the-art
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results in Arabic printed text

Finally, in chapter 5, an Arabic machine translation andgemttanslation systems were
proposed. For machine translation, the system was basdtaombination of three state-
of-the-art statistical models: the standard phrase-basettls, the hierarchical phrase-based
models, and the N-gram phrase based models. This combinatie performed using the
Recognizer Output Voting Error Reduction (ROVER) systemr. Arabic image translation,
three methods of combining an HTR system and an MT systempveposed. For the HTR
system, the best approach based on vertical window repoisitj was used (Chapter 3). For
the MT system, we used the combination of the three prewausintioned state-of-the-art
models.

Experiments in this chapter were carried out on the NIST GladT 2013 database. The
best Word Error Rate (WER%) obtained for Arabic handwritiagognition wa22.8. For
Arabic text translation, the best results obtained in BLEDre wa28.6. For Arabic image
translation, the best results obtained in BLEU score a3.

In summary, the main contributions of this thesis are thie¥aghg:

e Bernoulli Hidden Markov Models (BHMMs) have been proposadArabic handwrit-
ten text recognition system. This system was extensivedyueted on two different
corpora for Arabic handwritten text: IfN/ENIT and OpenHaRT10.

e BHMMs have been also proposed for Arabic printed text regamgnsystem. Experi-
ments were carried out on the APTI database for Arabic itest.

e A Machine Translation (MT) system has been developed fobireext. This system
is based on the combination of three state-of-the-art nsodel

e An Arabic image translation system was proposed to produagtigh translations from
images containing Arabic text. This system has taken intoaat the best HTR sys-
tem and the best MT system. Three methods were proposede@othbining both
systems.

6.2 Scientific Publications

A major part of this thesis has been recognized in internatioompetitions and articles in
workshops, conferences and journals. In this section, virt pat these contributions to the
scientific community.

As mentioned previously, chapter 3 was dedicated to theidtandwritten text recog-
nition system. Below we list the contributions related tis thapter. These contributions are
sorted by year of publication.

We begin with the basic BHMMs and it's first application on tie¢/ENIT database:
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e |. Khoury, A. Giménez, and A. Juan. Arabic Handwritten Word Recognitsing
Bernoulli Mixture HMMs. In Proc. of the 3rd Palestinian Ii@onf. on Computer and
Information Technology (PICCIT 2010), Hebron (Palestjiéar. 2010.

This approach has been improved by using a sliding windovdefjaate width to better
capture the image context.

e A. Giménez)]. Khoury , and A. Juan. Windowed Bernoulli Mixture HMMs for Arabic
Handwritten Word Recognition. In Proceedings of the 12termational Conference
on Frontiers in Handwriting Recognition (ICFHR), pages 5338, Kolkata (India),
November 2010. IEEE Computer Society.

Then, we continued by participating in the first edition ofS¥1OpenHaRT 2010 evalu-
ation [1] using our windowed BHMMs approach. Our system sghfirst in the HTR task
following the line segmentation condition, and secondiwlhg the word segmentation con-
dition. Also, we patrticipated in the ICFHR 2010 competiti@h using the vertical reposi-
tioning techniques. In this competition our system rankesd. fi

To sum up all our work about BHMMs and IfN/ENIT, in 2012 we peigiated in publish-
ing one chapter in the following book.

e |. Khoury , A. Giménez, and A. Juan. Arabic Handwriting Recognitioimgd$ernoulli
HMMs. In Volker Méargner and Haikal El Abed, Guide to OCR forakic Scripts,
pages 255-272. Springer London, 2012. ISBN 978-1- 447 1-407

In addition to those publications, also some work about Ar&tTR was done in collab-
oration with Adria Giménez:

e A. Giménez,. Khoury, J. Andrés-Ferrer, and A. Juan. Handwriting Word Recogni-
tion Using Windowed Bernoulli HMMs. Pattern Recognitiontless, 35(0): 149-156,
2012. ISSN 0167-8655. doi: 10.1016/j.patrec.2012.09.002

Chapter 4 was dedicated to Arabic printed recognition systgelow a list of all publi-
cations related to this chapter is provided. As mentionetii;ichapter, all experiments of
chapter 3 on Arabic Handwritten text was extended to Aralift@d text. In the first article,
only preliminary experiments were proposed. In the secoticde we introduced the use of
repositioning techniques with the state-of-the-art methelsed on neural networks.

e |. Khoury, A. Giménez, A. Juan, and J. Andrés-Ferrer. Arabic PrinteddXRecog-
nition Using Windowed Bernoulli HMMs. In 17th Internatior@onference on Image,
Analysis and Processing (ICIAP 2013), pages 330—339, Ndjikdy), Sep 2013.

e |. Khoury, A. Giménez, A. Juan, and J. Andrés-Ferrer. Window repmsitg for
printed Arabic recognition. Pattern Recognition Letté&r$(0):86 — 93, 2015. ISSN
0167-8655. doi: 10.1016/j.patrec.2014.08.009.
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A system based on repositioning was submitted to two diffiefeabic printed text com-
petitions at ICDAR 2011 and 2013. In ICDAR 2011 our systenkeatfirst, while in ICDAR
2013 our system ranked second with only a marginal distaree the winner. However,
in the PRL article mentioned previously, we managed to aehstate-of-the-arts results by
using our repositioning approach and neural networksebsdaniques. The results of both
competitions can be observed in [3] and [4].

Chapter 5 was dedicated to Arabic-English machine translaind Arabic image trans-
lation systems. In this chapter, we proposed to combine esirtHTR system based on repo-
sitioning techniques and a combination of three statdrefart machine translation models.
This system obtained competitive results, which was subthtb the PAAA journal on Oc-
tober 2014:

e |. Khoury, A. Giménez, J. Andrés, and A. Juan. Image Translation Bykie Arabic
Handwritten Text. Pattern Analysis and Applications (PAAGubmitted)

In addition, the resulted system was published as a systeaniggon through our partic-
ipation in the second edition of the NIST OpenHaRT 2013 etidn [5]:

e |. Khoury, A. Giménez, J. Andrés, A. Juan, and J. Andreu Sanchez. TheH#nd-
writing Recognition and Translation System for OpenHaRT20Proc. of the NIST
2013 Open Handwriting and Recognition Workshop, 2013.

URL: www.nist.gov/itl/iad/mig/upload/OpenHaRT2013 sBesc_UPV.pdf.

Finally, during the making of this thesis | have collabodaiteseveral publications, most
of them were not directly related to the topic of this the€ig.of these articles is listed below:

e A. H. Toselli, N. Serrano, A. Giméne#, Khoury, A. Juan, and E. Vidal. Lan-
guage technology for handwritten text recognition. In DeooTorre Toledano, Al-
fonso Ortega Giménez, Antonio Teixeira, Joaquin Gonzatedriguez, Luis Hernan-
dez Gémez, Rubén San Segundo Hernandez, and Daniel Rantos, @dgors, Ad-
vances in Speech and Language Technologies for Iberianuageg, volume 328 of
Communications in Computer and Information Science, pdg&s-186. Springer
Berlin Heidelberg, 2012. ISBN 978-3-642-35291-1. doi: 10M7/978-3-642-35292-
8_19.

110



Bibliography

Bibliography

[1] A. Tong. NIST 2010 Open Handwriting Recog-
nition and Translation (OpenHaRT’10) evaluation.
Proc. of the NIST 2010 Open Handwriting and
Recognition Workshq2010.

[2] V. Méargner and H. El Abed. ICFHR 2010 Ara-
bic Handwriting Recognition Competition. Froc.
of the 12th Int. Conf. on Frontiers in Handwrit-
ing Recognition (ICFHR 201Q)pages 709-714,
Kolkata (India), 11 2010.

[3] F. Slimane, S. Kanoun, H. El Abed, A. M. Alimi,
R. Ingold, and J. Hennebert. ICDAR 2013 Com-
petition on Multi-font and Multi-size Digitally Rep-
resented Arabic Text. pages 1465-1469. CPS, 08
2013.

[4] F. Slimane, S. Kanoun, H. E. Abed, A. M. Al-
imi, R. Ingold, and J. Hennebert. ICDAR 2011 -
Arabic Recognition Competition: Multi-font Multi-
size Digitally Represented Text. pages 1449-1453.
IEEE, 9 2011.

[5] A.Tongand M. Przybocki and V. Margner and H. El
Abed. NIST 2013 Open Handwriting Recognition
and Translation (OpenHaRT'13) evaluatioRroc.
of the NIST 2013 Open Handwriting and Recogni-
tion Workshop2013.

111



Bibliography

112



List of Figures

2.1

2.2

3.1

3.2

3.3

3.4

Basic scheme for an Arabic image translation system¢twisi shown as a
concatenation of two systems: a transcription system @ag)a translation
system (bottom) . . . . . . .. L 13
Arabic-English and English-Arabic word alignment meggby taking inter-

section (black) and union(gray) . . .. . .. . .. ... ... . 19

Three binary imagea (b andc) are shown as being generated from a Bernoulli
prototype depicted as a gray image (blatkwhite=0, gray=0.5). . . .. .. 35
BHMM examples for the numbeBs(top) and31 (bottom), together with
binary images generated from them. Note that the BHMM exarfgl the
number3 is also embedded into that for the numi3dr Bernoulli proto-

type probabilities are represented using the followingcstheme: blacks
white=0,gray=0.5 and lightgray$.1. . .. ... ... ... ... ...... 37
Application example of the forward and Viterbi algonthto the BHMM and
observation of Figure 3.2 (bottom). Numbers at the top ofrtbées denote
forward probabilities, while those at the bottom refer teevii scores. . . . . 41
Example of transformation of4ax 5 binary image (top) into a sequencedof
15-dimensional binary feature vectofs= (01, 02, 03,04) USing a window

of width 3. After window extraction (illustrated under the originadage), the
standard method (no repositioning) is compared with theethhepositioning
methods considered: vertical, horizontal, and both divast Mass centers

of extracted windows are also indicated . . . .. ... ... ... ...... 46

113



List of Figures

3.5 Original samplgef069_011from IFN/ENIT database (top) and its sequence
of feature vectors produced with and without (both) repasing (center and
bottom, respectively) . . . . . ... 74

3.6 Three samples of one, two, and three word images takemtfre IfN/ENIT
database . . . . . . . .. 48

3.7 Example of a handwritten form taken from the IfN/ENITalzdse . . . . . . 49

3.8 Word Error Rate (WER%) as a function of the number of stdta varying
number of componentdy(). Cross-validation using sets (a, b, c,d) . . . . .. 50

3.9 WER(%) as a function of the number of mixture componekitsfér varying
slidingwindowwidths W) . . . . . .. . ... ... ... L. 52

3.10 BHMM for characterc, trained from folds abc withV = 9 and K = 32

(bottom), together with its Viterbi alignment with a realage of the charac-
ter
& extracted from sampl@e05_00qtop). . . . ... ... ... ... .... 53

3.11 WER(%) as a function of the factét for varying values of the number of
mixture componentsi{) . . . . . ... e 54

3.12 Sampleim33_031ncorrectly recognized with BHMMs df states (top), but
correctly recognized with BHMMs of variable number of sgafbottom). In
both cases, the recognized word has been Viterbi-alignetiatacter level
(background color) and state level (bottom and upper ticks). . . . . . .. 55

3.13 Generation of & x 5 word image of the numbe31 from a sequence of
windowed (¥ = 3) BHMMs for the characters, “space”and. . .. . . .. 56

3.14 An example of Arabic image document extracted from ttf&#MNOpenHaRT
2010database . . . . . . . .. 59

3.15 Sample of a word text image followed by a sample of lix irmage taken
fromthe OpenHaRT'10database . . . .. ... ... ... ......... 0 6

4.1 Original sampldmage 18 ArabicTransparent_51frbm setl from APTI
database (top) and its sequence of feature vectors proehittednd without
(both) repositioning (center and bottom, respectively)..... . . . . .. .. 68

114



List of Figures

4.2 Two word image samples of Arabic transparent font, tdkem the APTI

database . . . . . . ..
4.3 CER(%) as a function of the dimensidn(top left), number of mixture com-

ponentsk (top right), number of stateg (bottom left) and= S F' value (bot-

tom right); for sliding window widths of# = 1,3, 7and11 . ... ... .. 73
4.4 Real BHMM example for charactgand its Viterbi alignment on a real image 75

115






List of Tables

3.1
3.2

3.3

3.4

3.5

4.1
4.2

4.3

4.4
45

5.1

Some statistics of the IfN/ENIT-databasesets . . ... ... ...... 48
Word Error Rate (WER%), fap = 6 and K = 64, in different training-test
combinations of the a, b,c,dandefolds . . . . . . ... ... ...... 50
Word Error Rate (WER%) of the BHMM-based recognizer [fwit = 9,

K = 32, andF = 0.4) in different training-test combinations of the abcde
folds, for four repositioning methods: none, vertical, irontal, and both

directions . . . . . . . e 55
Word Error Rate (WER%) of text image recognition on IfNIE for the 6

different particated systems . . . . . ... ... oo 57
The NIST OpenHaRT database statistics including thebeurof extracted
wordimagesand lineimages . . . . . . . . ... oL 58
Number of training and test samplesi§iid face) in each set and protocol . 71
Best recognizer (combination of parameter values) sn@&ER(%) for each

SIZE. . e 74

CER results for each font type and size (2013a="font e size given”;
2013b="only font size given”; 2011="best results from tMeDAR 2011

competition”) . . . .. L 76
CER and WER results for the Arabic Transparent font imesdme . . . . . . 77
CER and WER results for the Arabic Transparent font imesdme . . . . . . 78
Data (segments) used for training each system andiitinigeconditions . . . 92

117



List of Tables

5.2

53

5.4

5.5

Text recognition systems together with their Word ERate (WER%) for

the constrained (Const) and Unconstrained (UnConst) @&th3E "system

due NIST'13"; 2014="thiswork™) . . . . . . . . . .. ... ... 94
Text translation systems together with their BLEU sdorghe constrained
(Const) and Unconstrained (UnConst) data (2013= "systeenNI$T'13";
2014="thiswork™) . . . . . e 95
Image translation systems together with their BLEU sdor the constrained
(Const) and Unconstrained(UnConst) data (2013="systee MIST'13";

2014="thiswork™ . . . . . 96
Recognition and translation of two real examples takemfOpenHaRT
database following the unconstrained conditions . . . . . ...... . . ... 97

118



List of Tables

119



