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Chapter 1

Introduction

1.1 Motivation

Online multimedia rep ositories are rapidly growing and b ecoming evermore consoli-

dated as key knowledge assets. This is particularly true in the area of education, where

large rep ositories of video lectures are b eing established on the back of increasingly

available and standardised infrastructures. Well-known examples of this include mas-

sive op en online courses (MOOCs) aggregators such as Coursera [1], the Universitat

Politènica de València (UPV) p oliMedia platform system for the cost-e�ective ellab-

oration and publication of quality educational videos [33], and VideoLectures.NET,

an award-winning free and op en access educational video lectures rep ository [47].

As in other rep ositories, transcription and translation of video lectures in platforms

such as p oliMedia and VideoLectures.NET is needed to make them accessible to

sp eakers of di�erent languages and to p eople with disabilities [14, 48]. Moreover,

transcriptions and translations of video lectures can also b e helpful in the development

of multiple digital content management applications such as lecture categorisation,

summarisation, recommendation, automated topic �nding or plagiarism detection.

However, most lectures in these platforms are neither transcrib ed nor translated

b ecause of the lack of e�cient solutions to obtain them at a reasonable level of ac-

curacy. This was the motivation b ehind the transLectures Europ ean pro ject [38, 45],

which aimed at developing innovative, cost-e�ective solutions for pro ducing accurate

transcriptions and translations for large video rep ositories.

1.2 Scienti�c and technical goals

This work aims to e�ectively integrate the to ols develop ed in transLectures [44, 41]

into di�erent video lecture platforms. In particular, these to ols will b e integrated into

the aforementioned p oliMedia and VideoLectures.NET rep ositories. In the case of

the latter, video lecture transcriptions will b e used to develop a lecture recommender

application as part of the PASCAL Harvest Pro ject La Vie [32]. In addition, transLec-

1
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tures solutions will also b e integrated into Op encast Matterhorn [22], an op en-source

platform to supp ort the management of educational multimedia content adopted by

more than 40 di�erent organisations all around the world.

It should b e noted that this thesis is framed within the research pro ject transLec-

tures, and it is therefore part of a collab orative work. That said, sp ecial attention

will b e paid to the author's individual contributions.

1.3 Do cument structure

This thesis is organised as follows: Chapter 2 intro duces the machine learning and lan-

guage pro cessing computer science �elds, fo cusing on the automatic sp eech recognition

and statistical machine translation tasks. In this chapter, the p oliMedia and Vide-

oLectures.NET video lecture rep ositories are also describ ed, as well as the Op encast

Matterhorn platform. Next, the set of to ols for the integration of transLectures tech-

nologies into video lecture rep ositories is presented in Chapter 3. Chapter 4 addresses

the integration of these to ols into the Op encast Matterhorn platform. Chapter 5 de-

scrib es a lecture recommender system that uses automatic sp eech transcriptions to

b etter represent lecture contents at a semantic level. In particular, this system was

implemented for the VideoLectures.NET rep ository. Finally, concluding remarks are

given in Chapter 6.

2 MLLP-DSIC-UPV
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Chapter 2

Preliminaries

2.1 Machine Learning and Language Pro cessing

The Machine Learning �eld, evolved from the broad �eld of Arti�cial Intelligence,

deals with building computer systems that optimise p erformance criteria using pre-

vious data or exp erience. It involves the development of mathematical algorithms

that discover knowledge from sp eci�c data sets, and then �learn� from the data in

an iterative fashion that allows predictions to b e made. To day, Machine Learning

includes a variety of applications such as natural language pro cessing, search engine

function, medical diagnosis, computer vision, and sto ck market analysis.

As the reader might guess from the aforementioned applications, the range of

learning problems is clearly large. To avoid reinventing the wheel for every new

Machine Learning application, the research community has tended to formalise the

problems in a set of fairly narrow prototyp es. Machine Learning systems can b e

classi�ed along three particularly meaningful dimensions [10]:

� Classi�cation on the basis of the underlying learning strategies used.

� Classi�cation on the basis of the know ledge representation .

� Classi�cation in terms of the application domain of the p erformance system for

which knowledge is acquired.

Each p oint in the space de�ned by the ab ove dimensions corresp onds to a partic-

ular learning strategy. In this thesis, we concentrate on the classi�cation task, also

referred to as pattern recognition , where one attempts to build algorithms capable of

automatically constructing metho ds for distinguishing b etween di�erent exemplars,

based on their di�erentiating patterns. More sp eci�cally, we will fo cus on the par-

ticular tasks of sp eech recognition and machine translation, which can b e included

in the Natural Language Pro cessing (NLP) �eld. The NLP handles the research for

e�cient metho ds to enhance human-machine (and human-human) communication.

3



�memoria� � 2014/9/11 � 12:16 � page 4 � #10

i i

Chapter 2. Preliminaries

In the following sections we give a short overview of the statistical pattern recogni-

tion approach, and brie�y intro duce the automatic sp eech recognition and machine

translation problems.

2.1.1 Pattern recognition

The term pattern recognition refers to the task of placing some ob ject to a correct class

based on the measurements ab out the ob ject [43]. Concretely, pattern recognition sys-

tems aim to recognise their environment from data acquired by appropriate sensors

(optical, acoustic, thermal, chemical, etc.). Some of the sp eci�c pattern recognition

ob jectives include sp eech and handwriting recognition, machine translation, �nger-

print/facial verti�cation, and disease identi�cation. In order to concisely describ e the

di�erent pattern recognition problems, probability theory has proven to b e the most

adequate language. We will assume the reader has some prior knowledge on probabil-

ity theory, and therefore some basic de�nitions will b e skipp ed. For more details and

a very gentle and detailed discussion, see the b o ok of Introduction to probability [16].

According to the classi�cation paradigm, to recognise means to classify into one

out of C given classes or categories with minimum probability of error. Many pattern

recognition systems can b e thought to consist of �ve stages:

1. Sensing , which refers to the measurement or observation of the ob ject to b e

classi�ed.

2. Pre-pro cessing , which is the pro cess of �ltering the raw data for noise supres-

sion and other op erations to improve the quality of the data.

3. Feature extraction , which refers to the pro cess of extracting relevant data

for the classi�cation task. The result of the feature extraction stage is called a

feature vector .

4. Classi�cation , in which the feature vector extracted from the ob ject is classi-

�ed into the most appropriate class.

5. Post-pro cessing . As di�erent actions might also have di�erent costs asso ciated

with them, the �nal task of a pattern recognition system is to decide up on an

action based on the classi�cation results.

Figure 2.1 illustrates the di�erent stages for an optical character recogniser.

While the sensing, pre-pro cessing and feature extraction tasks are very sp eci�c to

the particular problem, the classi�cation task can b e somehow generalised for typical

pattern recognition systems. Formally, a classi�er can b e de�ned as a function:

c(x) = arg max

c2C
gc(x) (2.1)

where, for each class c, a discriminant function gc is used to measure the degree

to which the ob ject x b elongs to class c. Obviously, x is classi�ed into a class to

which it b elongs with maximum degree. When random variables are used for x and

4 MLLP-DSIC-UPV
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Figure 2.1: Optical character recogniser for digits 6 and 9, based on the

average gray levels of the upp er and the b ottom half.

c, the optimal classi�cation technique is the so-called Bayes classi�er or decision rule

(named after Thomas Bayes):

c� (x) = arg max

c2C
p(cjx) (2.2)

If the p osterior p(cjx) probability is mo deled directly, the classi�er is said to follow

a discriminative approach. However, the classical approach to pattern recognition is

to write the Bayes classi�er in terms of class priors p(c) and class-conditional densities

p(xjc) (generative approach). By applying the Bayes' rule:

c� (x) = arg max

c2C
p(cjx) = arg max

c2C
p(c)p(xjc) (2.3)

Lab elled samples (x1; c1); :::; (xN ; cN ) randomly drawn from p(x; c) are used to

estimate p(c) and p(xjc) . Usually, for each class c, its prior is estimated as:

p(c) �
Nc

N
[Nc =

X

n :cn = c

1] (2.4)

and its conditional density p(xjc) is estimated from samples lab elled with c.

2.1.2 Automatic sp eech recognition

Automatic sp eech recognition (ASR) can b e de�ned as the indep endent, computer-

driven transcription of sp oken language into readable text. In a nutshell, ASR is

technology that allows a computer to identify the words that a p erson sp eaks into a

microphone and convert it to written text. Having a machine to understand �uently

sp oken sp eech has driven sp eech research for more than 50 years. Although ASR

technology is not yet at the p oint where machines understand all sp eech, in any

acoustic environment, or by any p erson, it is used on a daily basis in a numb er of

applications and services.

Formally, the sp eech recognition problem can b e describ ed as a function that

de�nes a mapping from the acoustic evidence to a single or a sequence of words. Let

x = ( x1; x2; :::; x t ) represent the acoustic evidence that is generated in time from a

given sp eech signal. Let w = ( w1; w2; :::; wn ) denote a sequence of n words, each

b elonging to a �xed set of p ossible words, W . Let p(w jx ) denote the probability

MLLP-DSIC-UPV 5
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that the words w were sp oken given that the acoustic evidence x was observed. The

sp eech recogniser should select the sequence of words ŵ satisfying:

ŵ = arg max

w2W
p(w jx ) (2.5)

However, since it is di�cult to directly mo del p(w jx ) , we can apply the Bayes' rule

as in Equation 2.3:

ŵ = arg max

w2W
p(w jx ) = arg max

w2W
p(w)p(x jw ) (2.6)

where p(w) is known as language model and p(x jw ) as acoustic model . Typically, n-

gram models are used to estimate p(w ) [21]; while p(x jw ) is estimated using Hidden

Markov Models (HMMs) and Gaussian Mixture Models (GMMs) [25]. Figure 2.2

shows a general overview of an automatic sp eech recognition system.

Figure 2.2: General overview of an automatic sp eech recognition system.

2.1.3 Statistical machine translation

Machine translation (MT) is the use of computers to automate the translation of texts

or utterances from one language into another, while the underlying meaning remains

the same. The history of MT go es back to the late 40s with the famous publication

of Weaver [49], widely recognised as one of the pioneers of machine translation. The

70s and 80s saw the proliferation of rule-based machine translation systems such

as Meteo [42], Systran [8] and METAL [6]. The contributions in statistical machine

translation were minor until the early 90s, when the IBM group presented the Candide

system [7]. Since then, the development of statistical MT has exp erienced a ma jor

b o ost on account of the many research groups emerged in this area.

The goal of MT is the automatic translation of a source sentence s into a target

sentence t , b eing

6 MLLP-DSIC-UPV
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s = s1; :::; sj ; :::; sj sj sj 2 S
t = t1; :::; t i ; :::; t j t j t i 2 T

where sj and t i denote source and target words, and S and T , the source and target

vo cabularies, resp ectively.

In statistical MT, this translation pro cess is usually presented as a decision pro cess,

where given a source sentence s , a target sentence t̂ is selected according to

t̂ = arg max

t
p(tjs) (2.7)

where p(tjs) is the probability for t to b e the actual translation of s. Applying the

Bayes' rule we can reformulate Equation 2.7 as

t̂ = arg max

t
p(t)p(sjt) (2.8)

where p(t) and p(sjt) corresp ond to the language and translation mo dels, resp ectively.

Intuitively, the language mo del represents the well-formedness of the candidate trans-

lation t ; while the translation mo del can b e understo o d as a mapping function from

target to source words.

Most of the state-of-the-art statistical MT systems are based on bilingual pharses [9,

23]. Another approach which has b ecome p opular in recent years is grounded on the

integration of syntactic knowledge into statistical MT systems [51, 52, 15]. The third

main approach is the mo delling of the translation pro cess as a �nite-state trans-

ducer [12, 4].

2.2 Video lecture rep ositories

In this section we present the p oliMedia and VideoLectures.NET video lecture rep osi-

tories. Both of them have b een transcrib ed and translated as part of the transLectures

pro ject. transLectures' ASR and MT systems have b een sp ecially develop ed to ex-

ploit the particular characteristics that large video lecture rep ositories usually present.

More sp eci�cally, the acoustic, language and translation mo dels are adapted to the

particular sp eaker and topic of the lectures, thereby improving the transcriptions and

translations accuracy [27, 2, 3]. This adaptation pro cess is referred to as massive

adaptation .

At this p oint, it is worth stressing that the integration of transLectures' technolo-

gies into these rep ositories is one of the ma jor contributions of this thesis and will b e

prop erly addressed in Chapter 3.

2.2.1 p oliMedia

The p oliMedia platform is a recent, innovative service for the creation and distribution

of educational multimedia content at the UPV [33]. It was initially designed to allow

UPV professors to generate and publish educational video lectures. It currently serves

to more than 30 000 students and 2800 professors. The p oliMedia platform has also

MLLP-DSIC-UPV 7
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Tables 2.1: Basic statistics of the UPV's p oliMedia rep ository (May 2014)

Numb er of lectures 11 662

Total duration (in hours) 2422

Avg. lecture length (in minutes) 12.5

Total numb er of sp eakers 1443

Avg. numb er of lectures recorded p er sp eaker 7

b een exp orted to several b oth national and international universities. Table 2.1 shows

basic statistics of the current UPV's p oliMedia rep ository.

The pro duction pro cess of the p oliMedia platform has b een carefully designed to

generate high quality recordings with a high pro duction rate. The p oliMedia studio is

a 4 meter ro om with a white background in which all the necessary equipment for the

recording is available to professors. Figure 2.3 shows the studio during a recording

session.

Figure 2.3: The p oliMedia studio during a recording session.

Recordings on p oliMedia follow a particular standard format. As it can b e seen

in Figure 2.4, the sp eaker app ears on the b ottom right corner of the screen while

the computer screen (usually showing the time-aligned presentation slides) is shown

centered as the main element of the recording. The videos are stored in AVC/H.264

format with di�erent settings. Video size is 1280x720 pixels and average bit rates

usually oscillate b etween 500 and 900 kbps. Audio format is AAC/LC stereo (85%)

and mono (15%) with sampling frequencies of 44 100 and 48 000 Hz. According to the

Nyquist�Shannon sampling theorem, this is more than su�cient to accurately cover

the human sp eech frequency range ( � 200-3500 Hz).

8 MLLP-DSIC-UPV
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Figure 2.4: A p oliMedia recording example.

In order to automatically transcrib e the p oliMedia Spanish rep ository, automatic

sp eech recognition systems need relevant sample data. To this end, 114 hours of

p oliMedia Spanish video lectures were manually transcrib ed. This data was prop-

erly partitioned into training, development and test sets in order to train, tune and

evaluate the ASR systems. Details regarding each set are shown in Table 2.2.

Tables 2.2: Statistics of the Spanish p oliMedia training, development and

test partitions

Training Development Test

Videos 655 26 23

Sp eakers 73 5 5

Hours 107h 3.8h 3.4h

Sentences 39.2K 1.3K 1.1K

Words 936K 35K 31K

Vo cabulary 26.9K 4.7K 4.3K

2.2.2 VideoLectures.NET

VideoLectures.NET is a free and op en access rep ository of video lectures mostly �lmed

by p eople from the Joºef Stefan Institute (IJS) at ma jor conferences, summer scho ols,

workshops and science promotional events from many �elds of Science. VideoLec-

tures.NET is b eing used as an educational platform for several EU funded research

pro jects, di�erent op en educational resources organizations such as the Op enCourse-

Ware Consortium, MIT Op enCourseWare and Op en Yale Courses as well as other

MLLP-DSIC-UPV 9
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scienti�c institutions like CERN. In this way, VideoLectures.NET collects high qual-

ity educational content which is recorded with high-quality, homogeneous standards.

All lectures, accompanying do cuments, information and links are systematically

selected and classi�ed through the editorial pro cess taking into account the author's

comments. The video editing is done in-house and is never censored, that is, lec-

tures are never edited in a way which would allow content or viewer manipulation.

Most lectures are accompanied with time-aligned presentation slides (as shown in

Figure 2.5).

Tables 2.3: Basic statistics of the IJS' VideoLectures.NET rep ository (May

2014)

Numb er of lectures 20 358

Total numb er of authors 12 167

Total duration (in hours) 12 681

Average lecture duration (in minutes) 37

Figure 2.5: The VideoLectures.NET web player.

In order to train prop er ASR systems to automatically transcrib e the rep ository,

high-quality transcriptions were manually generated for an English subset of Vide-

oLectures.NET. The resulting training, development and test sets are summarised in

Table 2.4.

10 MLLP-DSIC-UPV
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Tables 2.4: Statistics of the English VideoLectures.NET training, develop-

ment and test partitions

Training Development Test

Videos 20 4 4

Sp eakers 68 11 25

Hours 20h 3.2h 3.4h

Sentences 5K 1K 1.3K

Words 130K 28K 34K

Vo cabulary 7K 3K 3K

2.3 The Op encast Matterhorn platform

Matterhorn is a free, op en-source software to supp ort the management of educational

audio and video content. Higher education institutions use Matterhorn to pro duce

lecture recordings, manage existing video, serve designated distribution channels, and

provide user interfaces to engage students with educational video. The pro ject com-

bines individual solutions and fo cuses the e�orts and exp erience of di�erent univer-

sities in one shared op en pro duct. The creation of a uni�ed system with an op en

development pro cess is pro jected to foster the exchange of educational content also.

To this end, it includes the following features:

� Administrative to ols for scheduling automated recordings, manually uploading

�les, and managing videos, metadata, work�ows and pro cessing functions.

� Integration with recording devices in the classro om for managing automated

capture of audio, VGA, and multiple video sources.

� Pro cessing and enco ding services that prepare and package the media �les ac-

cording to con�gurable sp eci�cations, including rich media features (slide seg-

mentation/indexation) for in-video search.

� Distribution to lo cal streaming and download servers and con�guration capa-

bility for distribution to channels such as YouTub e, iTunes or a campus course

or content management system

� Rich media user interface for learners to engage with content, including slide

preview, content-based search, heatmaps and additional features.

Multiple educational institutions have adopted Op encast Matterhorn as their

video Content Management System (CMS). The University of California Berkeley,

the University of Vigo or the University of Osnabrueck are some examples currently

involved into the Op encast Community. The international success of Op encast Mat-

terhorn makes the platform a p erfect scenario for the integration of state-of-the-art

automatic sp eech recognition and machine translation technologies. By integrating

transLectures to ols into the Matterhorn platform, educational institutions will b e

MLLP-DSIC-UPV 11
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able to break the language barrier and supp ort p eople with hearing disabilities by

subtitling their videos in multiple languages.

12 MLLP-DSIC-UPV
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The transLectures Platform

3.1 Intro duction

The transLectures Platform [41] comprises a set of to ols for integrating automatic

transcription and translation technologies into large educational video rep ositories.

Its main comp onents are the transLectures Database, Web Service, Ingest Service and

Player. These to ols have b een used to integrate transLectures' ASR and MT systems

into the previously describ ed p oliMedia and VideoLectures.NET rep ositories [39].

Figure 3.1 gives a general overview of the transLectures Platform integration into

p oliMedia, VideoLectures.NET or any other video lecture rep ository. In this �gure,

the principal connections b etween the di�erent to ols in a client rep ository are illus-

trated. The transLectures Database, Web Service and Ingest Service will b e describ ed

in detail in Sections 3.2, 3.3 and 3.4. The transLectures Player, one of the author's

main contributions, is given sp ecial attention in Section 3.5.

3.2 transLectures Database

The transLectures Database is a PostgreSQL relational database which stores all the

data required for the Web Service and the Ingest Service. The main categories of

data stored in the Database are as follows:

� Video lectures: All the information related to a sp eci�c lecture is stored in

the database, including language, duration, title, keywords and category. In

addition, an external ID, provided by the client rep ository, is stored and used

for lecture identi�cation purp oses in all transactions p erformed b etween the

client and the Player and Web Service.

� Sp eakers: Information ab out the lecture sp eaker can b e used by the ASR

systems to adapt the underlying mo dels to the unique characteristics of a given

sp eaker and, therefore, improve the quality of the resulting subtitles.

13
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Figure 3.1: General overview of the transLectures Platform integration into

a client rep ository.

� Subtitles: All subtitles generated via the Ingest Service are stored in the

database and retrieved by the Web Service.

� Uploads: Every time an /ingest op eration is p erformed, a new upload entry is

stored in the database.

Media and subtitle �les are stored on the hard drive separately from the relational

database. We can distinguish b etween three di�erent kind of �les:

� Media: Video/audio �les of the lectures that already exist in the database,

plus related �les such as slides, external do cuments and thumbnails.
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� Transcriptions: Subtitle �les in DFXP format.

� Uploads: Uploaded Media Package Files (MPF) and the �les contained within

them.

3.3 transLectures Web Service

The transLectures Web Service is the interface for transfering information and data

b etween the p oliMedia, VideoLectures.NET or any other rep ository and the transLec-

tures Platform. It also enables the subtitle visualisation and editing capabilities of

the transLectures Player. This web service is implemented as a Python Web Server

Gateway Interface (WSGI), and de�nes a set of HTTP interfaces related to subtitle

delivery and media upload:

� /ingest : POST request which allows the client to upload audio/video �les and

other related material, such as slides and other text resources that can b e used

to adapt the ASR system, together with other metadata in a Media Package

File (MPF). This MPF will b e later pro cessed by the Ingest Service in order to

generate automatic transcriptions and translations for the uploaded media.

� /status : GET request to check the status of a video lecture uploaded via the

/ingest interface.

� /lecturedata : GET request that returns basic metadata and �le lo cations for a

given video lecture.

� /langs : GET request that provides the client with a list of subtitles and lan-

guages available for a given video lecture.

� /dfxp : GET request that returns the subtitles in DFXP format for a given

lecture and language.

� /mod : POST request that sends and commits changes made by a user when

editing a transcription or translation. User corrections are later used by ASR

and SMT systems in order to improve the underlying mo dels.

3.4 transLectures Ingest Service

The Ingest Service is the to ol devoted to handling and prop erly pro cessing the Media

Package Files uploaded via the /ingest interface of the Web Service. It is implemented

as a Python mo dule that should b e executed p erio dically (typically every minute) to

check for and pro cess new lecture uploads, and also to assess whether existing uploads

are b eing pro cessed correctly. The uploads table of the Database is used to keep the

status of every upload up-to-date. This information is also accessed by the Web

Service's /status interface.
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As it was previously mentioned, MPFs are uploaded to the transLectures Platform

via the Web Service's /ingest interface and stored in the Database. Then the Ingest

Service reads the uploads table of the Database and starts pro cessing each MPF. An

upload will typically follow the following sequential steps (see Figure 3.2):

Figure 3.2: Overview of the transLectures Ingest Service work�ow.

1. Media Package Pro cessing: In this step the MPF is unzipp ed and a series of

security, data integrity and data format checks are p erformed on the unpacked

data. If all checks come up clean, then the MPF data is redirected to the next

step, which might b e the 2nd, 3rd, 4th or 5th step listed here, dep ending on the

input data.

2. Transcription Generation: In this step a transcription �le in DFXP format is

generated from the main media �le (video, audio) using a suitable ASR Mo dule.

3. Translation(s) Generation: In this step one or more translation �les in

DFXP format will b e generated from the transcription �le (whether automati-

cally generated in the previous step or provided in the MPF) using suitable MT

Mo dules.
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4. Media Conversion: In this step the main media �le is converted into the

video formats required by the transLectures Player in order to maximise browser

compatibility.

5. Store Data: In this last step, the data contained in the MPF and the data

automatically generated by the Ingest Service are stored in the Database.

3.5 transLectures Player

Massive adaptation can deliver substantial contributions to the improvement of tran-

scriptions overall quality, but it is our b elief that su�ciently accurate results are

unlikely to b e obtained through fully-automated approaches alone. Instead, in or-

der to reach the desired levels of accuracy, we must consider user interaction. For

that purp ose, an HTML5 p ost-editing application has b een carefully designed to ex-

p edite the error sup ervision task [46], and thereby obtain subtitles of an acceptable

quality in exchange for a minimum amount of user e�ort. Figure 3.3 illustrates the

communication b etween the Player and the other to ols in the platform.

Figure 3.3: transLectures Player communications diagram.

In this section we describ e the three di�erent versions of the to ol that were devel-

op ed and evaluated by users of b oth p oliMedia and VideoLectures.NET platforms.

3.5.1 Standard p ost-editing

In the standard p ost-editing approach, users are shown automatic transcriptions and

translations while viewing the lecture. The standard layout is illustrated in Figure 3.4.

MLLP-DSIC-UPV 17
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However, three alternative editing layouts are available for users to cho ose from ac-

cording to their p ersonal preferences. In any of them, users can freely sup ervise any

transcription and translation segment. Additionally, a complete set of key shortcuts

has b een implemented to enhance exp ert user capabilities.

Figure 3.4: transLectures Player standard p ost-editing mo de (default side-

by-side layout).

The user interaction can b e summarised as follows: the video lecture and the

corresp onding transcription or translation are played in synchrony, allowing users to

read the transcription while watching the video. When a user sp ots an error, they

can click on the particular segment to pause the video and enter their changes.

3.5.2 Intelligent interaction

Standard user mo dels for the transcription of audiovisual ob jects, like the one pre-

sented ab ove, are batch-oriented. These mo dels yield satisfying results when highly

collab orative users are working on near-p erfect system output. To �nd out whether

we could further improve sup ervision times, an alternative interaction strategy, based

on con�dence measures [35], was intro duced. These con�dence measures provide an

indicator as to the probable correctness of each word app earing in the automatic

transcription. Words with low con�dence values are likely to have b een incorrectly

recognised at the p oint of ASR. The idea is that by fo cusing sup ervision actions only

on incorrectly-transcrib ed words, we can optimise user interaction to get the b est

p ossible transcription in exchange for the least amount of e�ort [36, 40].

Figure 3.5 shows the intelligent interaction interface. Here, users are asked to

sup ervise a subset of words preselected by the CAT ( computer-assisted translation )

system as low con�dence. This subset typically constitutes b etween 10-20% of all

words transcrib ed using the ASR system, though users are able to mo dify this range

at will to as low as 5% and as high as 40%, dep ending on the p erceived accuracy of

the transcription. Each word was played in the context of one word b efore and one

word after, in order to facilitate its comprehension and resulting correction. In the

�gure, low-con�dence words are shown in red and corrected low-con�dence words in
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Figure 3.5: transLectures Player intelligent interaction interface (only editing

b ox is shown).

green. The text b ox that op ens for each low-con�dence word can b e expanded in

either direction in order to mo dify the surrounding text as required.

3.5.3 Two-step sup ervision

Intelligent interaction can quickly improve the transcription accuracy with limited

user e�ort. Nevertheless, as the CAT system will unlikely �nd all p ossible transcrip-

tion errors, a small amount of incorrect words will remain. The system could use

the intelligent interaction inputs as constraints in the ASR search space in order to

�nd the b est transcription hyp othesis. Figure 3.6 gives an overview of the two-step

sup ervision strategy.

Basically, in the �rst step, low-con�dence words are presented to the user for

sup ervision in increasing order of con�dence. These words keep b eing presented until

one of the three following conditions are met:

� The total sup ervision time reaches double the duration of the video itself.

� No corrections are entered for �ve consecutive segments.

� 20% of all words are sup ervised.

Then, sup ervision actions are fed into the ASR system to generate a new and
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Figure 3.6: transLectures Player two-step sup ervision strategy overview.

improved transcription. In the second step, users sup ervise the improved transcription

from start to �nish, following the standard p ost-editing metho d.

3.5.4 User evaluations

User evaluations were carried out within the transLectures pro ject in order to evaluate

the mo dels and to ols in a real-life setting. UPV lecturers, having already �lmed

material for p oliMedia, were invited under 2012-2013 and 2013-2014 Docència en

Xarxa calls to evaluate the computer-assisted transcription to ols b eing develop ed in

transLectures. Lecturers signing up for this programme committed to sup ervising the

automatic transcriptions of �ve of their p oliMedia videos using the to ols describ ed in

this chapter.

In order to evaluate the di�erent interaction strategies, UPV lecturers were asked

to rate various asp ects on a Likert scale from 1-10 (see Table 3.2). In addition, usage

statistics were collected to ob jectively evaluate the real user e�ort (see Figure 3.7).

The metric used to that end was the Real Time Factor (RTF), which is the ratio

( R ) b etween the time sp ent by the user ellab orating the transcription ( P ) and the

duration of the video ( T ).

R =
P
T

(3.1)

Figure 3.7 shows the RTF as function of WER

1

for the di�erent interaction strate-

gies. Table 3.1 shows detailed information regarding this �gure, which is discussed

b elow.

1

WER stands for word error rate , and it is based on the Levenshtein distance string metric.

Informally, the WER b etween two sentences is the minimum numb er of word edits (i.e. insertions,

deletions or substitutions) required to change one sentence into the other, divided by the original

sentence length.
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Figure 3.7: RTF as a function of WER for the di�erent interaction strategies.

Phases 1, 2 and 3 corresp ond to standard post-editing , intel ligent interaction

and two-step supervision , resp ectively.

1. Standard post-editing : The average WER of the initial automatic transcriptions

was 16.9, and the average RTF for the p ost-editing pro cess was 5.4. When com-

pared to that recorded for transcribing from scratch ( � 10 RTF for non-exp ert

users [29]), we got a signi�cant decrease of ab out 50%. This way, lecturers'

p erformance b ecame comparable to that of professional transcriptionists [17],

rather than that exp ected from non-exp ert transcriptionists [28].

2. Intel ligent interaction : The mean RTF was lowered to 2.2, but it must b e noted

that the resulting transcriptions were not error free. The WER was reduced

(in average) from 19.5 to 8.0 after the intelligent interaction sup ervision. These

results underline the e�ectiveness of con�dence measures.

3. Two-step supervision : The mean RTF for the �rst step was as low as 1.4.

Although it only reduced the average WER from 28.4 to 25.0, the ASR massive

adaptation and constrained search p ost-pro cess was able to lower the WER of

the transcriptions to 18.7. Then, the improved transcriptions were sup ervised

following the standard p ost-editing strategy (RTF 3.9). The cumulative RTF

was 5.3. Although this RTF is comparable to that obtained for the standard

p ost-editing strategy, it should b e stressed that the initial WER was 28.4 (w.r.t.

16.9) in this case.

3.5.5 Conclusions

According to Table 3.2, we can see that lecturer preferences do not rely on pure ef-

�ciency metrics. Although standard p ost-editing WER reduction p er RTF unit was

the lowest, UPV lecturers rated it as the b est choice. When they were questioned

MLLP-DSIC-UPV 21



�memoria� � 2014/9/11 � 12:16 � page 22 � #28

i i

Chapter 3. The transLectures Platform

Tables 3.1: Summary of results obtained for each interaction strategy.

SP-E (1) I I (2) T-SS (3)

Initial WER 16.9 19.5 28.4

Final WER 0.0 8.0 0.0

RTF 5.4 2.2 5.3

r WER/RTF 3.1 5.2 5.4

Tables 3.2: Satisfaction survey results for each interaction strategy.

Question (summarised) Mean (SP-E) Mean (I I) Mean (TS-S)

Intuitiveness

1- Easy to use. 9.4 7.8 7.5

2- Easy to learn. 9.4 8.1 8.6

3- Help information clear. 9.2 8.1 8.5

4- Organisation on screen clear. 9.0 8.4 8.7

Grand Mean 9.3 8.1 8.3

Likeability

5- Comfortable. 8.7 6.5 7.3

6- Like the interface. 8.7 6.9 7.4

7- I am satis�ed. 9.0 6.9 7.4

Grand Mean 8.8 6.8 7.4

Usability

8- E�ectively complete work. 9.0 6.7 7.7

9- Quicker than from scratch. 8.6 6.6 7.4

10- Has everything I exp ect. 9.0 5.6 7.1

Grand Mean 8.9 6.3 7.4

Overal l Mean 9.1 7.2 7.8

ab out the intelligent interaction and the two-step sup ervision strategies, they an-

swered they did not want to leave any error in the transcriptions, and they did want

to avoid sup ervising the same lecture twice.

However, their ratings might b e in�uenced by many factors. For instance, it is

understandable that users rate b etter a to ol for editing an automatic transcription

when the initial WER is 16.9 than when it is 28.4. Another factor that might stress

their obsession for leaving no errors in the transcriptions is the fact that they were

editing their own lecture transcriptions.

What we can conclude is that the standard p ost-editing interaction is more in-

tuitive and user-friendly than the intelligent interaction and two-step sup ervision

alternatives, which might require of some exp ertise. Nevertheless, if a relatively small
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amount of time is going to b e sp ent on sup ervising a transcription, and the accuracy

strictness is not tight, intelligent interaction and two-step sup ervision have proven to

b e signi�cantly more e�cient choices.
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Chapter 4

Integration into Opencast

Matterhorn

4.1 Intro duction

In this chapter we address the integration of transLectures' ASR and MT solutions

into the Op encast Matterhorn platform, which was intro duced in Section 2.3. The

goal is to integrate the to ols describ ed in Chapter 3 into the di�erent Matterhorn

work�ow phases. This is discussed b elow in three sections: Section 4.2 describ es the

system architecture of the Matterhorn platform. Next, a more detailed analysis of

the platform, fo cusing on relevant details for integration purp oses, is presented in

Section 4.3. Finally, the strategies followed for the successfull integration of the to ols

are describ ed in Section 4.4.

4.2 System architecture

The Matterhorn platform comprises four mo dules: lecture capture and administra-

tion, ingest and pro cessing, distribution and engage to ols. Figure 4.1 shows a diagram

of the Matterhorn architecture which includes its main comp onents and dep endencies

among them.

The memb ers of the Op encast Community have selected Java as programming lan-

guage to create the necessary applications and a Service-Oriented Architecture (SOA)

infrastructure. The overall application design is highly mo dularised and relies on the

OSGi (dynamic mo dule system for Java) technology. The OSGi service platform

provides a standardised, comp onent-oriented computing environment for co op erating

network services.

The di�erent phases of the Matterhorn work�ow are applied as follows:

1. Schedule/prepare and capture : The recording pro cess b egins with deter-

mining what is to b e recorded, where and in what form. Campus data will b e
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Figure 4.1: Matterhorn architectural draft.

integrated by the universities` IT departments. For this purp ose, Matterhorn is

op en to b oth the learning management systems and administrative data bases.

Syllabi, lecture and ro om timetables do not only provide the basic information

to answer the question raised ab ove, but in an ideal case, most of the meta-

data related to the recording (lecturer, title, summary, language, etc.) as well.

Recording devices are then scheduled to automatically record, e.g. in lecture

hall 0S03, every Tuesday from 10:00 to 12:00, the lecture on �XYZ� by Prof.

ABC.

2. Ingest and pro cessing : At the end of the recording the tracks are sent to

an �inb ox� to b e pro cessed. The inb ox also serves as �ingest� for other video

ob jects to b e integrated in the subsequent work�ows of Matterhorn. The dif-

ferent recording tracks (audio, content, video) are bundled to a media package,

content-indexed (at �rst through optical character recognition of the slide, later

certainly through audio recognition also) and if necessary archived in the most

native formats. They are enco ded according to the sp eci�ed distribution pa-

rameters.

3. Distribution : The distribution demands of the universities are extremely het-

erogeneous: they go from simple integration of the videos in lo cal WCMS or

blogs, to p osting in password-protected LMS, to distribution via iTunes U or
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YouTub e. The distribution mo dule uploads ingested content into di�erent dis-

tribution channels according to particular institutions needs.

4. Engage to ols : This mo dule is closely linked to the distribute mo dule since it

must also manage presentation and use of the ob jects. However, applications in

the Engage mo dule make it p ossible to use comprehensive information (meta-

data, video and audio analysis, annotations, and use analysis) for intelligent

user interfaces. Likewise, supp ort of learning management systems (LMS) or

virtual learning environments (VLE) is an imp ortant issue. To make sure that

the pro duced material will b e used, Matterhorn video and audio player comp o-

nents are easily integrated in existing course websites, wikis, and blog systems.

So cial annotations, which can b e used to improve search or navigation and feed-

back p ossibilities are �own back to the system like the user statistics already

mentioned.

4.3 Platform analysis

In order to successfully integrate the transLectures' to ols into the Op encast Matter-

horn platform, further analysis of the platform must b e done. In this section, we

describ e in detail di�erent asp ects of the Matterhorn platform which are relevant for

this purp ose.

4.3.1 Media package

After audio/video material has b een sent to the inb ox, the media is bundled into

a media package. A media package is considered the business do cument within the

Matterhorn system. Besides the media ob jects, it includes further information from

media analysis as well as metadata. Every media package therefore consists of a

manifest and a list of package elements that are referred to in the manifest. Package

elements are:

� Media tracks (audiovisual material)

� Metadata catalogs

� Attachments (slides, p df, text, annotations, etc.)

The media package generation pro cess is carried out automatically when new

material is uploaded to the system (see Figure 4.2).

4.3.2 Work�ow

Once a media package has b een successfully generated, it go es through a set of op era-

tions, like the enco ding of the media �les in di�erent formats or the publication of the

media in distribution channels. These op erations are de�ned in a work�ow . A Mat-

terhorn work�ow is an ordered list of op erations de�ned in a XML �le. There is no
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Figure 4.2: Media package ingest pro cess.

limit to the numb er of op erations or their rep etition in a given work�ow. A work�ow

op eration can run autonomously or pause itself to allow for external, usually user,

interaction. Although there are some prede�ned work�ows in the default Op encast

Matterhorn installation, custom work�ows can b e de�ned in order to p erform the

desired op erations to all media packages b eing ingested into the system.

Work�ow op erations are usually calls to di�erent platform services. These op era-

tions are de�ned in the Matterhorn's Conductor Service and are known as work�ow

operation hand lers . Some basic work�ow op erations included in Matterhorn are, for

instance, the inspect op eration which extracts technical information ab out the media

�les included in the media package, the compose op eration for enco ding video and au-

dio �les in di�erent formats, or the archive op eration to store the �les in the system.

Custom work�ow op eration handlers can b e implemented in order to extend work�ow

functionalities.
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4.4 Integration pro cess

The integration of transLectures' to ols into the Matterhorn platform can b e divided

in two parts. The �rst part (Section 4.4.1) will cover the generation of automatic

transcriptions and translations for the ingested media. The second part (Section 4.4.2)

will involve the visualisation and sup ervision of the automatically generated captions.

The overall integration pro cess is illustrated in Figure 4.3.

Figure 4.3: Matterhorn integration overview.

4.4.1 Generation of automatic transcriptions and translations

Figure 4.2 showed how ingested media is sent to the Work�ow Service in order to b e

pro cessed by a particular work�ow. As mentioned in Section 4.3.2, custom work�ows

can b e de�ned to p erform sp eci�c op erations during the ingest pro cess. In order

to send the media �les to the transLectures Platform, a custom work�ow including a

custom work�ow op eration handler will b e de�ned. In this way, audio tracks extracted

from the ingested media �les will b e wrapp ed up in a transLectures media package

and sent to the transLectures Web Service ingest interface. To summarise:

1. Media tracks are ingested into the Matterhorn platform.

2. The transLectures work�ow pro cesses the media tracks:
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(a) Initial standard Matterhorn op erations are p erformed ( inspect , prepare-av ,

compose , trim , etc.)

(b) Audio tracks are extracted from media �les (FLAC format)

(c) A transLectures media package is generated, including:

� Extracted audio �les

� Media language

� Matterhorn mediaPackage ID

� Title

� Author

� Duration

� Attachments (slides, do cuments, etc.)

(d) The media package is sent to the transLectures Web Service /ingest inter-

face.

(e) Final standard Matterhorn op erations are p erformed ( segmentpreviews ,

publish , etc.)

The describ ed pro cess is illustrated in Figure 4.4.

Figure 4.4: transLectures custom work�ow overview.

4.4.2 Subtitle visualisation and sup ervision

The generated subtitles must b e made available to the users of the platform when

accessing the media. Furthermore, as it was meant in transLectures, users should b e
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able to sup ervise the automatic transcriptions and translations in order to improve

its accuracy. To this purp ose, an alternative to the Matterhorn Engage Player is

presented.

The Paella Player

1

, develop ed by the Área de Sistemas de Información y Comu-

nicaciones (ASIC) at the UPV, is an HTML5 multistream video player capable of

playing multiple audio and video streams synchronously and supp orting a numb er of

user plugins. It is sp ecially designed for lecture recordings and fully compatible with

the Matterhorn platform.

Paella Player also provides supp ort for the transLectures Platform to ols. It is

capable of displaying transLectures subtitles by directly accessing the transLectures

Web Service. In addition, it also provides a link to sup ervise the transcriptions and

translations by using the transLectures Player. Figure 4.5 illustrates the subtitle

visualisation supp ort of Paella Player.

Figure 4.5: Paella Player showing available subtitles for a Matterhorn lecture.

1

Visit http://paellaplayer.upv.es for more information.
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Chapter 5

Using speech transcriptions

in lecture recommender

systems

5.1 Intro duction

One problem created by the success of video lecture rep ositories is the di�culty faced

by individual users when cho osing the most suitable video for their learning needs

from among the vast numb ers available on a given site. Users are often overwhelmed

by the amount of lectures available and may not have the time or knowledge to �nd the

most suitable videos for their learning requirements. Up until recently, recommender

systems have mainly b een applied in areas such as music [24, 30], movies [11, 50],

b o oks [31] and e-commerce [13], leaving video lectures largely to one side. Only a

few contributions to this particular area can b e found in the literature, most of them

fo cused on VideoLectures.NET [5]. However, none of them has explored the p ossibility

of using lecture transcriptions to b etter represent lecture contents at a semantic level.

In this chapter we describ e a content-based lecture recommender system that uses

automatic sp eech transcriptions, alongside lecture slides and other relevant external

do cuments, to generate semantic lecture and user mo dels. In Section 5.2 we give

an overview of this system, fo cusing on the text extraction and information retrieval

pro cess, topic and user mo deling and the recommendation pro cess. In Section 5.3 we

address the dynamic up date of the recommender system and the required optimisa-

tions needed to maximise the scalability of the system. The integration of the system

presented in Sections 5.2 and 5.3 into VideoLectures.NET, carried out as part of the

PASCAL Harvest Pro ject La Vie, is describ ed in detail in Section 5.4. Finally, we

close with some concluding remarks, in Section 5.5.
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Figure 5.1: System overview.

5.2 System overview

Fig. 5.1 gives an overview of the recommender system. The left-hand side of the

�gure show the topic and user mo deling pro cedure, which can b e seen as the training

pro cess of the recommender system. To the right we see the recommendation pro cess.

The aim of topic and user mo deling is to obtain a simpli�ed representation of each

video lecture and user. The resulting representations are stored in a recommender

database. This database will b e exploited later in the recommendation pro cess in

order to recommend lectures to users.

As shown in Fig. 5.1, every lecture in the rep ository go es through the topic and

user mo deling pro cess, which involves three steps. The �rst step is carried out by the

text extraction mo dule. This mo dule comprises three submo dules: ASR (Automatic

Sp eech Recognition), WS (Web Search) and OCR (Optical Character Recognition).
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As its name suggests, the ASR submo dule generates an automatic sp eech transcrip-

tion of the video lecture. The WS submo dule uses the lecture title to search for

related do cuments and publications on the web. The OCR submo dule extracts text

from the lecture slides, where available. The second step takes the text retrieved by

the text extraction mo dule and computes a bag-of-words representation. This bag-of-

words representation consists of a simpli�ed text description commonly used in nat-

ural language pro cessing and information retrieval. More precisely, the bag-of-words

representation of a given text is its vector of word counts over a �xed vo cabulary.

Finally, in the third step, lecture bags-of-words are used to represent the users of the

system. That is, each user is represented as the bag-of-words computed over all the

lectures the user has ever seen.

When the topic and user mo deling pro cess ends, the recommender database is

ready for exploitation by the recommender engine (see the right-hand side of Fig. 5.1).

This engine uses recommendation features to calculate a measure s of the suitability

of the recommendation for every ( u , v , r ) triplet, where u refers to a particular user, v
is the lecture they are currently viewing and r is a hyp othetical lecture recommenda-

tion. In recommender systems, this is usually referred to as the utility function [34].

Sp eci�cally, it indicates how likely it is that a user u would want to watch lecture r
after viewing lecture v . For instance, this utility function can b e computed as a linear

combination of recommendation features:

s(u; v; r ) = w � x =
NX

n =1

wn � xn (5.1)

where x is a feature vector computed for the triplet ( u , v , r ), w is a feature weight

vector and N is the numb er of recommendation features. In this work, the following

recommendation features were considered:

1. Lecture popularity: numb er of visits to lecture r .

2. Content similarity: weighted dot pro duct b etween the lecture bags-of-words v
and r [19].

3. Category similarity: numb er of categories (from a prede�ned set) that v and r
have in common.

4. User content similarity: weighted dot pro duct b etween the bags-of-words u and

r .

5. User category similarity: numb er of categories in common b etween lecture r
and all the categories of lectures the user u has watched in the past.

6. Co-visits: numb er of times lectures v and r have b een seen in the same browsing

session.

7. User similarity: numb er of di�erent users that have seen b oth v and r .
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Feature weights w can b e learned by training di�erent statistical classi�cation

mo dels, such as supp ort vector machines (SVMs), using p ositive and negative ( u , v ,

r ) recommendation samples.

The most suitable recommendation r̂ for a given u and v is computed as follows:

r̂ = arg max

r
s(u; v; r ) (5.2)

However, in recommender systems the most common practice is to provide the

user the M recommendations r that achieve the highest utility values s, for instance,

the �rst 10 lectures.

5.3 System up dates and optimisation

Lecture rep ositories are rarely static. They may grow to include new lectures, or

have outdated videos removed. Also, users' learning progress or interactions with the

rep ository in�uence the user mo dels. The recommender database must therefore b e

constantly up dated in order to include the new lectures added to the rep ository and

up date the user mo dels. Furthermore, the addition of new lectures to the system

might lead to changes to the bag-of-words (�xed) vo cabulary. Any variation to this

vo cabulary involves a complete regeneration of the recommender database. That said,

changes to the vo cabulary may not b e signi�cant until a substantial p ercentage of new

lectures has b een added to the rep ository.

Two di�erent up date scenarios can b e de�ned: the incorp oration of new lectures

and up dating the user mo dels, on the one hand, and the rede�niton of the bag-of-words

vo cabulary, including the regeneration of b oth the lecture and user bags-of-words, on

the other. We will refer to these scenarios as regular update and occasional update ,

resp ectively, after the di�erent p erio dicities with which they are meant to b e run.

� Regular update : The regular up date is resp onsible for including the new lectures

added to the rep ository and up dating the user mo dels with the last user activity,

b oth in the recommender database. As its name suggests, this pro cess is meant

to b e run on a daily basis, dep ending on the frequency with which new lectures

are added to the rep ository, since new lectures cannot b e recommended until

they have b een pro cessed and included in the recommender database.

� Occasional update : As mentioned in Section 5.2, lecture bags-of-words are cal-

culated under a �xed vo cabulary. Since there is no vo cabulary restriction on the

text extraction pro cess, we need to mo dify the bag-of-words vo cabulary as new

lectures are added to the system. The o ccasional up date carries out the pro cess

of up dating this vo cabulary, which involves recalculating b oth the lecture and

user bags-of-words.

In order to maximise the scalability of the system, while also reducing the resp onse

time of the recommender, the features Content similarity , Category similarity , Co-

visits and User similarity describ ed in Section 5.2 are precomputed for every p ossible
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lecture pair and stored in the recommender database. Then, during the recommen-

dation pro cess, the recommender engine loads the values of these features, leaving

the computation of features User content similarity and User category similarity un-

til runtime. The decision to calculate the features User content similarity and User

category similarity at runtime was driven by the highly dynamic nature of the user

mo dels, in contrast to the lecture mo dels, which remain constant until the bag-of-

words vo cabulary is changed.

5.4 Integration into VideoLectures.NET

The prop osed recommendation system was implemented and integrated into the Vide-

oLectures.NET rep ository during the PASCAL2 Harvest Pro ject La Vie ( Learning

Adapted Video Information Enhancer ) [32]. Said integration is discussed here across

three subsections. First, in Section 5.4.1 we address the generation of lecture and

user mo dels from video lecture transcriptions and other text resources. Next, in

Section 5.4.2 we describ e how recommender feature weights were learned from data

collected from the existing VideoLectures.NET recommender system. Finally, we

present our evaluation of the system in Section 5.4.3.

5.4.1 Topic and user mo deling

The �rst step in generating lecture and user mo dels involved collecting textual in-

formation from di�erent sources. In particular, for VideoLectures.NET, the text

extraction mo dule gathered textual information from the following sources:

� transLectures sp eech transcriptions.

� Web search-based textual information from Wikip edia, DBLP and Go ogle (ab-

stracts and/or articles).

� Text extracted from lecture presentation slides (PPT, PDF or PNG using Op-

tical Character Recognition (OCR)).

� VideoLectures.NET internal database metadata.

Next, the text extraction mo dule output was used to generate lecture bags-of-

words for every lecture in the rep ository. These bags-of-words, as mentioned in Sec-

tion 5.2, were calculated under a �xed vo cabulary that was obtained by applying a

threshold to the numb er of di�erent lectures in which a word must app ear in order to

b e included. By means of this threshold, vo cabulary size is signi�cantly reduced, since

uncommon and/or very sp eci�c words are disregarded. Once de�ned, term weights

were calculated using term frequency-inverse document frequency (td-idf ), a statisti-

cal weighting scheme commonly used in information retrieval and text mining [26].

Sp eci�cally, tf-idf weights are used to calculate the features Content similarity and

User content similarity . Finally, the VideoLectures.NET user activity log was parsed

in order to obtain values for the feature Co-visits for all p ossible lecture pairs, as
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well as a list of lectures viewed p er user. This list was used together with the lectures

bags-of-words to generate the users bags-of-words and categories. These, in turn, were

used to calculate User content similarity and User category similarity , resp ectively,

as well as User similarity for all p ossible lecture pairs. In a �nal step, all this data

was stored in the recommender database in order to b e exploited by the recommender

engine in the recommendation pro cess.

5.4.2 Learning recommendation feature weights

Once the data needed to compute recommendation feature values for every p ossible

( u , v , r ) triplet in the rep ository was made available, the next step was to learn

the optimum feature weights w for the calculation of the utility function shown in

Equation 5.1. To this end, an SVM classi�er was trained using data collected from

the existing VideoLectures.NET naïve recommender system (based only on keywords

extracted from the lecture titles). Sp eci�cally, every time a user clicked on any of

the 10 recommendation links provided by this recommender system, 1 p ositive and 9

negative samples were registered. SVM training was p erformed using the SVM

light

op en-source software [20]. The optimum feature weights were those that obtained the

minimum classi�cation error over the recommendation data.

5.4.3 Evaluation

Although there are many di�erent approaches to the evaluation of recommender sys-

tems [37, 18], it is di�cult to state any �rm conclusions regarding the quality of the

recommendations made until they are deployed in a real-life setting. The La Vie

pro ject therefore provided an ideal evaluation framework, b eing deployed across the

o�cial VideoLectures.NET site. The strategy followed for the ob jective evaluation of

the La Vie recommender was to compare it against the existing VideoLectures.NET

recommender by means of a coin-�ipping approach. Sp eci�cally, this approach con-

sisted of logging user clicks on recommendation links provided by b oth systems on a

50/50 basis and comparing the total numb er of clicks recorded for each system.

The results did not show any signi�cant di�erences b etween the two recommenders

in terms of user b ehaviour. This can b e explained by the fact that user-click count

alone is not a legitimate p oint of comparison for recommendation quality. For in-

stance, random variables not taken into account might in�uence how users resp ond

to the recommendation links provided. As an alternative, we can compare the rank

of the recommendations clicked by users within each system. Sp eci�cally, for each

recommendation clicked by a user in either system, we can compare how the same

recommendation ranked in the other system. This might b e a more appropriate mea-

sure for comparing the recommendations in terms of suitability. However, additional

data need to b e collected in order to carry out this alternative evaluation. This data

is currently b eing collected and future evaluation results will b e obtained following

this rank comparison approach.

Despite the lack of ob jective evidence for assessing the comparative p erformance

of the La Vie system, sub jective evaluations indicate that the prop osed recommender
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system provides b etter recommendations than the existing VideoLectures.NET rec-

ommender. Fig. 5.2 shows recommendation examples from b oth systems for a new

user viewing a random VideoLectures.NET lecture. Although recommendation suit-

ability is a sub jective measure, La Vie recommendations seem to b e more appropriate

in terms of content similarity.

Figure 5.2: On the left, La Vie system recommendations for the �Basics

of probability and statistics� VideoLectures.NET lecture. On the right, rec-

ommendations made by VideoLectures.NET's existing system for the same

lecture.

5.5 Conclusions and future work

In this chapter we have shown how automatic sp eech transcriptions of video lec-

tures can b e exploited to develop a lecture recommender system that can zo om in on

user interests at a semantic level. In addition, we have describ ed how the prop osed

recommender system has b een particularly implemented for the VideoLectures.NET

rep ository. This implementation was later deployed in the o�cial VideoLectures.NET

site.

The prop osed system could also b e extended for deployment across more gen-

eral video rep ositories, provided that video contents are well represented in the data

obtained by the text extraction mo dule.

By way of future work we intend to evaluate the recommender system using other

evaluation approaches that measure the suitability of the recommendations more ac-

curately, such as the aforementioned recommendation rank comparison.
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Chapter 6

Conclusions and Future

Work

6.1 General Conclusions

In this thesis we have presented the integration of state-of-the-art ASR and MT sys-

tems, develop ed within the transLectures pro ject, into di�erent video lecture rep os-

itories. In particular, we have shown how transLectures' solutions to pro duce cost-

e�ective accurate transcriptions and translations have b een integrated in p oliMedia

and VideoLectures.NET (Chapter 3), and also into the Op encast Matterhorn op en-

source platform (Chapter 4). In addition, in Chapter 5 we have shown how the pro-

duced automatic transcriptions can b e used to develop a content-based video lecture

recommender system.

6.2 Contributions

The scienti�c publications related to this work are listed b elow.

� transLectures. Silvestre-Cerdà, Joan Alb ert; Del Agua, Miguel; Garcés, Gonçal;

Gascó, Guillem; Giménez-Pastor, Adrià; Martínez, Adrià; Pérez González de

Martos, Alejandro; Sánchez, Isaías; Martínez-Santos, Nicolás Serrano; Sp encer,

Rachel; Valor Miró, Juan Daniel; Andrés-Ferrer, Jesús; Civera, Jorge; Sanchís,

Alb erto; Juan, Alfons. Pro ceedings of Ib erSPEECH 2012, pp. 345-351, 2012.

� Integrating a state-of-the-art ASR system into the Op encast Matter-

horn platform. Juan Daniel Valor Miró, Alejandro Pérez González de Martos,

Jorge Civera and Alfons Juan. Ib erSPEECH 2012, vol. CCIS 328, Springer, p.

237�246, Novemb er 2012, Madrid (Spain).

� A System Architecture to Supp ort Cost-E�ective Transcription and

Translation of Large Video Lecture Rep ositories. Silvestre-Cerdà, Joan
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Alb ert; Pérez, Alejandro; Jiménez, Manuel; Turró, Carlos; Juan, Alfons; Civera,

Jorge. IEEE International Conference on Systems, Man, and Cyb ernetics (SMC)

2013 , pp. 3994-3999, 2013.

� Evaluating intelligent interfaces for p ost-editing automatic transcrip-

tions of online video lectures. J.D. Valor Miró, R.N. Sp encer, A. Pérez

González de Martos, G. Garcés Díaz-Munío, C. Turró, J. Civera and A. Juan.

Op en Learning: The Journal of Op en, Distance and e-Learning. Vol. 29, Iss.

1, 2014.

� Evaluación del pro ceso de revisión de transcrip ciones automáticas

para vídeos p oliMedia. Valor Miró, Juan Daniel; Sp encer, R N; de Martos,

Pérez González A; Díaz-Munío, Garcés G; Turró, C; Civera, J; Juan, A. Pro c. of

I Jornadas de Innovación Educativa y Do cencia en Red (IN-RED 2014), Valencia

(Spain), 2014.

� Using Automatic Sp eech Transcriptions in Lecture Recommendation

Systems. Pérez-González-de-Martos, Alejandro; Silvestre-Cerdà, Joan Alb ert;

Rihtar, Matjaº; Juan, Alfons; Civera, Jorge. Ib erSPEECH 2014. Submitted.

6.3 Future work

It is our intention to keep improving the di�erent CAT interaction strategies presented

in Section 3.5 in order to reduce the required user e�ort up to a minimum. This might

involve to carry out additional user evaluations for gathering more user feedback.

In addition, we will keep up dating the transLectures Platform to ols presented in

Chapter 3 to meet the future requirements of p oliMedia, VideoLectures.NET and

other video lecture rep ositories.
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