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Abstract

This paper presents a review of optimization models for tactical production planning. The objective of this research is to identify streams and future research directions in this field based on the different classification criteria proposed. The major findings indicate that: (1) the most popular production planning area is master production scheduling with a big-bucket time-type period; (2) most of the considered limited resources correspond to productive resources and, to a lesser extent, to inventory capacities; (3) the consideration of backlogs, setup times, parallel machines, overtime capacities and network-type multi-site configuration stand out in terms of extensions; (4) the most widely used modeling approach is linear/integer/mixed integer linear programming solved with exact algorithms, such as branch-and-bound, in commercial MIP solvers; (5) CPLEX, C and its variants and Lindo/Lingo are the most popular development tools among solvers, programming languages and modeling languages, respectively; (6) most works perform numerical experiments with random created instances, while a small number of works were validated by real-world data from industrial firms, of which the most popular are sawmills, wood and furniture, automobile and semiconductors and electronic devices.
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1 Introduction

Production planning is related to managing the productive resources required to perform transformation from raw materials to final products to satisfy customers in the most efficient way (Pochet, 2001). The production planning problem can be decomposed according to the time horizons considered. Several authors, such as Anthony (1965), Salomon et al. (1991), McDonald and Karimi (1997), Min and Zhou (2002) and Gupta and Maranas (1999, 2003), among others, classify production planning problems into strategic, tactical and operational problems. Strategic planning models affect design and configuration over a time between 5 and 10 years. Tactical planning models attempt to adopt the most optimum use of the available resources by determining materials flow, inventory levels, capacity utilization, the amounts to produce and maintenance activities, with a planning horizon from one or several months to 2 years. Tactical planning assumes that the system design and configuration is given. Operational planning models are related to the detailed scheduling definition, sequencing, lot sizes, assigning loads and vehicle routes, etc. Operational models use time periods which last between one and two weeks.
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Although the scientific literature based on the tactical production planning concept is vast, the main motivation of this paper is to collect, classify and overview scientific articles from the last years. Other similar reviews do not address this time window, but other previous reviews on lot-sizing models (Brahimi et al., 2006b; Buschkühl et al., 2010; Comelli et al., 2008; Karimi et al., 2003; Quadt and Kuhn, 2008), production planning models under uncertainty (Aloulou et al. 2013; Dolgui & Prodhon 2007; Dolgui et al. 2013; Grosfeld-Nir and Gerchak 2004; Koh et al. 2002; Mula et al. 2006, Yang et al. 2007), supply chain planning models under uncertainty (Ko et al. 2010; Peidro et al., 2009) and mathematical programming models for supply chain production and transport planning (Mula et al., 2010a) do.

Papers were selected based to be included in this survey on the following main criteria: (i) mathematical programming models or quantitative approaches; (ii) tactical problems; (iii) discrete-time models. We briefly describe each paper, but we do not describe or formulate the models considered in detail. This work intends to provide the reader with a starting point to investigate the literature on optimization models for tactical production planning problems. The main contributions of this paper are to (i) review the literature; (ii) classify the literature based on the problem type, aim, number of products, time period, nature of demand, capacities constraints, extensions, modeling approach, solution approach, development tool, application, limitations and benefits; (iii) identify current trends and future research directions.

The remainder of the paper consists of four other sections. The next section introduces the review methodology. Section 3 describes the classification criteria of the reviewed papers. Section 4 presents the limitations and discussion of the present study. Finally, the last section provides the conclusions and directions for future research.

2 References collection methodology

The search for published production planning articles was performed using the Web of Knowledge platform from January 2006. The following search criteria were applied to the topic field of this web search engine: lot sizing, production planning, tactical planning, master planning, operations planning, supply chain planning, material requirement planning, manufacturing resource planning, aggregate planning, hierarchical production planning, procurement planning, replenishment planning. From the references obtained, and after performing a reviewing process of the abstracts, approximately 600 references were selected. An additional filter, based on the journal in which each reference is published, was applied to this group. Barman et al.'s (2001) ranking was considered, which is a collection of internationally recognized production and operations research and management journals, and it was previously applied in the works of Chaudhry and Luo (2005) and Wong and Lai (2011). Barman et al.'s (2001) ranking was also completed with those journals rated at the 3rd and 4th levels from the ABS Academic Journal Quality Guide in the Operations, Technology and Management, and Operations Research and Management Science subjects. It is important to highlight that we are focused on tactical planning optimization models, thus a new group of 342 references was formed, from which those articles which focus only on strategic planning approaches (e.g., supply chain design, plant location, among others), operational decision level applications (e.g., production scheduling), non quantitative approaches, continuous-time or non discrete models and non optimization models were excluded. Having completed this process, 250 references were reviewed (Table 1).

As shown in Table 1, one group of three journals represented 56.40% of the references included in this work, these being: International Journal of Production Research (50 references), European Journal of Operational Research (47 references) and International Journal of Production Economics (44 references). They were followed by Computers & Operations Research (24 references) and Computers & Industrial Engineering (15 references), which
together account for the 15.60% of the reviewed papers. The remaining 15 journals published 28.00% of the total considered references.

### Table 1. Distribution of references according to journals

<table>
<thead>
<tr>
<th>ABS ranking</th>
<th>Bartman et al’s (2001) ranking</th>
<th>Journal</th>
<th>References</th>
<th>% of total</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>X</td>
<td>International Journal of Production Research</td>
<td>50</td>
<td>20.00%</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>European Journal of Operational Research</td>
<td>47</td>
<td>18.80%</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>International Journal of Production Economics</td>
<td>44</td>
<td>17.60%</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td>Computers &amp; Operations Research</td>
<td>24</td>
<td>9.60%</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td>Computers &amp; Industrial Engineering</td>
<td>15</td>
<td>6.00%</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>Journal of the Operational Research Society</td>
<td>11</td>
<td>4.40%</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td>Production Planning &amp; Control</td>
<td>11</td>
<td>4.40%</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>Operations Research</td>
<td>10</td>
<td>4.00%</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td>Mathematical Programming</td>
<td>7</td>
<td>2.80%</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td>IIE Transactions</td>
<td>6</td>
<td>2.40%</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td>OR Spectrum</td>
<td>6</td>
<td>2.40%</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>Naval Research Logistics</td>
<td>5</td>
<td>2.00%</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td>Journal of Scheduling</td>
<td>4</td>
<td>1.60%</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>Journal of Intelligent Manufacturing</td>
<td>2</td>
<td>0.80%</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>Production and Operations Management</td>
<td>2</td>
<td>0.80%</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>Interfaces</td>
<td>2</td>
<td>0.80%</td>
</tr>
<tr>
<td>X</td>
<td>X</td>
<td>Management Science</td>
<td>1</td>
<td>0.40%</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td>Supply Chain Management - An International Journal</td>
<td>1</td>
<td>0.40%</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td>IEEE Transactions on Engineering Management</td>
<td>1</td>
<td>0.40%</td>
</tr>
<tr>
<td>X</td>
<td></td>
<td>Mathematics of Operations Research</td>
<td>1</td>
<td>0.40%</td>
</tr>
<tr>
<td>TOTAL</td>
<td></td>
<td></td>
<td>250</td>
<td>100.00%</td>
</tr>
</tbody>
</table>

### 3 Classification criteria

Karimi et al. (2003) present a review of models and algorithms for capacitated lot sizing problems. According to these authors, modeling and complexity of lot sizing decisions depend on the following characteristics: planning horizon and time period, number of levels in the product structure, number of products, nature of demand, capacity or resource constraints, setup structure and inventory shortages. Quadt and Kuhn (2007) survey capacitated lot sizing problems by taking into account different extensions, such as backorders, setup carry-overs, sequence-dependent setups and parallel machines. These authors also contemplate the inclusion of setup times, multi-level product structures and overtime. Accordingly, we propose a new classification scheme with two broader categories which we call setup and demand extensions and additional extensions. In relation to setup extensions, we consider setup times and complex setup issues such as setup carry-overs, sequence-dependent setups and family setups. On the other hand, demand extensions include backlogged demand, lost sales, price-dependent demand, product substitution and time windows. Additional extensions relating to production times (overtime, undertime, subcontracting time), parallel machines and multisite, remanufacturing and quality are also contemplated. Moreover, we extend these classification criteria by adding the following categories: problem type, modeling approach, solution method, development tool, application, benefits and limitations (Mula et al., 2010a).

All the classification criteria are described as follows:

1. **Problem type.** This is the production planning area addressed by each article.
2. **Number of products and number of levels.** It refers to the number of manufactured products considered in each model and their product structures; e.g., single-item or multi-item and single-level or multi-level, respectively.
3. **Time period.** The planning horizon is the time interval in which the production planning problem extends into the future. The planning horizon is divided into periods in discrete-time models.

4. **Nature of demand.** This consists in analyzing demand depending on its evolution over the planning horizon (e.g., static or dynamic) and if it is known (deterministic) or uncertain (modeled as stochastic, fuzzy, robust, etc.).

5. **Capacities or resource constraints.** It refers to the capacities of the available resources in the production system.

6. **Extensions on:**
   a. **Demand.** If backlogging, shortages or lost sales, price-dependent demand, product substitutions or time windows are addressed.
   b. **Setups.** The consideration of setup times and other characteristics relating to complex setup structures, such as sequence-dependent setups, setup carry-overs and family setup are identified.
   c. **Production times.** This consists in non regular times related to productive resources (e.g., overtime, undertime, subcontracting times).
   d. **Multiple and parallel machines.** If several machines exists in the production environment.
   e. **Multisite.** It refers to the structure of the supply chain or production system, and its members.
   f. **Remanufacturing activities and/or quality issues** related to the considered manufactured products.

7. **Modeling approach.** It consists in the type of representation, in this case, relationship mathematics, and the aspects to be considered in the production system.

8. **Solution approach.** These are mathematical methods and solution algorithms developed to solve the proposed models, such as exact algorithms, relaxation heuristics, metaheuristics and problem-specific heuristics.

9. **Development tool.** This refers to the commercial or non commercial software tools needed to implement and solve the proposed models.

10. **Application.** This presents the application that each model considers in terms of supporting numerical experiments or practical studies in real production contexts.

11. **Benefits.** They establish the main characteristics of each model that outperform the rest of the scientific literature.

12. **Limitations.** They identify those characteristics which limit the model from being applied to certain environments.

### 3.1 Problem type

This work, based on Mula et al. (2006), contemplates five production planning areas: Master Production Schedule (MPS) (O'Grady, 1982; Sridharan et al., 1987); Material Requirement Planning and Manufacturing Resources Planning (MRP) (Adams and Cox, 1985; Karmi, 1981; Roberts and Barrar, 1992; Shorrock and Orlicky, 1978); Supply Chain Planning (SCP) (Cowdrick, 1995; Gupta et al., 2000); Aggregate Production Planning (APP) (Hax, 1975; Masud and Hwang, 1980); Hierarchical Production Planning (HPP) (Bitran et al., 1981; Hax and Meal, 1973). The MPS establishes an optimal production plan which meets customers’ orders, and provides release dates and amounts of final products to manufacture by minimizing production, holding and set up costs. Typically, components production planning is dealt with by the MRP using bill of materials (BOM) and the results obtained by MPS calculations. The MPS and MRP are considered mono-site problems. However, given the increase of integration and coordination among suppliers, manufacturers and distributors, multi-site production planning or SCP has become a very important issue in recent decades. Besides, the distinction of different planning levels based on the time period and the amount of detail in the plans is known as HPP, which decomposes the global production planning problem into a number of
subproblems that correspond to different levels of a hierarchy of plans. These subproblems can be solved in sequence so that at each level a solution imposes restrictions on the lower level problem. Lastly, the APP approach determines production, inventory and work force levels to meet fluctuating demand requirements over a planning horizon based on the existence of an aggregate item in terms of weight, volume, manufacturing time or economic value.

Of the reviewed works, 142 of them address MPS problems, followed by a group of 47 references which deal with SCP and 39 references which consider MRP problems. APP and HPP are tackled by only 15 and 7 references, respectively (Table 2).

**Table 2. Problem type of the reviewed works**

<table>
<thead>
<tr>
<th>Problem type</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPS</td>
<td>142</td>
</tr>
<tr>
<td>SCP</td>
<td>47</td>
</tr>
<tr>
<td>MRP</td>
<td>39</td>
</tr>
<tr>
<td>APP</td>
<td>15</td>
</tr>
<tr>
<td>HPP</td>
<td>7</td>
</tr>
</tbody>
</table>

### 3.2 Number of products and number of levels

The complexity of not only the production planning problem, but also its modeling, may be influenced by the number of items manufactured in the production system. In terms of number of products, we consider single-item models, in which production is planned for only a single final product, and also multi-item models which provide the production planning of several items, which may be end products, parts or components. Among the papers analyzed, 71 references address production planning for a single product, while the remaining 172 correspond to multi-item models.

Another important characteristic that can affect the complexity of production planning problems is products structure and its number of levels. In this work, we contemplate the mono-level and multi-level product structures. The former corresponds to production systems where only final products are manufactured according to the demand obtained directly from customer orders or market forecasts. In multi-level production planning models, BOM establishes a parent-component relationship among the items and define the number of levels in the product structure. Of the 177 references addressing production planning for multiple items, 106 references correspond to final products and 71 references consider multi-level product structures. This latter group of papers corresponds not only to MRP models, but also to SCP (27 references), APP (Jayaraman, 2006; Leung and Ng, 2007a, 2007b; Leung et al., 2007a) and HPP (Aghezzaf et al., 2011; Timm and Blecken, 2011). Table 3 summarizes the works reviewed in terms of number of products and number of levels.

**Table 3. Number of products and number of levels in the product structure**

<table>
<thead>
<tr>
<th>Number of products</th>
<th>References</th>
<th>Number of levels</th>
<th>References</th>
<th>Problem type</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-item</td>
<td>73</td>
<td>Mono-level</td>
<td>106</td>
<td>MRP</td>
<td>38</td>
</tr>
<tr>
<td>Multi-item</td>
<td>177</td>
<td>Multi-level</td>
<td>71</td>
<td>SCP</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>APP</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>HPP</td>
<td>2</td>
</tr>
</tbody>
</table>

### 3.3 Time period
In terms of the time period terminology, multi-item production planning problems fall into the big or small bucket problems categories (Karimi et al., 2003). In small bucket models, only one type of item can be manufactured, or at most one item can be set up per period, while the time period is long enough to produce multiple items in big bucket models. Table 4 presents the time period and the product structure details of the references addressing multi-product planning problems. Among the 177 references considered which address multi-item production planning, 169 references correspond to big bucket models, 6 papers present small bucket models (Bjork and Carlsson, 2007; Gicquel et al., 2009; Kaczmarczyk, 2011; Kucukyavuz and Pochet, 2009; Lukac et al., 2008; Stadtler, 2011) and 2 references propose both small bucket and big bucket models (Transchel et al., 2011; Van Vyve and Wolsey, 2006). Moreover, among the 169 papers presenting big bucket models, 99 address mono-level production planning problems, while the 70 remaining ones consider multi-level production systems. With regard to small bucket models, only Stadtler (2011) deals with multi-level planning problems, while those references which present both small bucket and big bucket models (Transchel et al., 2011; Van Vyve and Wolsey, 2006) only consider mono-level product structures.

<table>
<thead>
<tr>
<th>Time period</th>
<th>Number of levels</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Big-bucket</td>
<td>Mono-level</td>
<td>99</td>
</tr>
<tr>
<td></td>
<td>Multi-level</td>
<td>70</td>
</tr>
<tr>
<td>Small-bucket</td>
<td>Mono-level</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Multi-level</td>
<td>1</td>
</tr>
<tr>
<td>Small-bucket and big-bucket</td>
<td>Mono-level</td>
<td>2</td>
</tr>
</tbody>
</table>

3.4 Nature of demand

Demand acts as a typical parameter of production planning models and its nature can affect their complexity. If demand levels are known exactly, demand is called deterministic. Yet if demand is not known, it can be termed uncertain. In production planning models, uncertainty is modeled by using probability distributions, fuzzy sets, stochastic approaches based on stochastic values, or several scenarios and robust approaches.

Of the references considering dynamic demand, a group of 10 papers model demand levels in accordance with selling prices (Deng and Yano, 2006; Geunes et al., 2006; Gonzalez-Ramirez et al., 2011; Guan and Philpott, 2011; Haugen et al., 2007; Huh et al., 2010; Merzifonluoglu et al., 2007; Onal and Romeijn, 2010; Smith and Martinez-Flores, 2007; van den Heuvel and Wagelmans, 2006). On the other hand, 207 references consider deterministic demand and 37 uncertain demand levels. Moreover, 6 articles propose models for both deterministic and uncertain demand patterns (Aghezzaf et al., 2011, 2010; Feng et al., 2011; Ferguson et al., 2009; Grubbstrom and Huynh, 2006b, Naeem et al., 2013). Demand uncertainty is modeled mainly by stochastic approaches (31 references), and less commonly by fuzzy approaches (Chen and Huang, 2010; Lan et al., 2011; Liang, 2007; Mula et al., 2010b, 2008; Peidro et al., 2010; Petrovic and Akoez, 2008; Torabi and Hassini, 2009; Zhang et al., 2011), robust approaches with intervals (Wei et al., 2011), probability distributions (Shi et al., 2011) and by adding noise to forecasted demand values (Genin et al., 2008). Table 5 classifies the references reviewed according to the nature of demand and the uncertainty approaches considered.

<table>
<thead>
<tr>
<th>Nature of demand</th>
<th>References</th>
<th>Uncertainty approaches</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deterministic</td>
<td>207</td>
<td>Stochastic</td>
<td>31</td>
</tr>
<tr>
<td>Uncertain</td>
<td>37</td>
<td>Fuzzy</td>
<td>9</td>
</tr>
<tr>
<td>Deterministic + uncertain</td>
<td>6</td>
<td>Robust with intervals</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Probability distributions</td>
<td>1</td>
</tr>
</tbody>
</table>
3.5 Capacities or resource constraints

A production system can be characterized by restrictions imposed by the available resources. Capacity constraints may increase the complexity of the production planning models and their resolution, but enable more realistic models. However, a group of 43 references presents uncapacitated models with no capacity constraint. In this work, we identify the constraints related to inventory limitations (48 references), supply of parts and raw materials from suppliers (24 references), productive resources such as machines and workforce (194 references) and transportation resources (21 references). Such constraints may be included in the models in isolation or in combination with others. In this sense, some of these constraints can be included in more than one capacity constraints class. For example, a model may have only production capacity constraints, while another might also include limitations related to inventory capacity constraints and/or supply from suppliers.

Table 6 shows the different combinations associated with each capacity constraint class. Most of the analyzed papers (143 references) present only capacity constraints related to productive resources. Furthermore, the combination of production capacity constraints with inventory constraints, and production capacity constraints with inventory constraints and supply constraints, are the other most common combinations, with 19 and 10 references, respectively. A group of 7 references (Gutierrez et al., 2008; Li et al., 2009a; Liu and Tu, 2008a; Liu et al., 2007; Mcquillen et al., 2011; Naeem et al., 2013; Pal et al., 2011) presents inventory constraints in isolation, while another group of 6 references (Akbalik and Penz, 2011; Baptiste et al., 2008; Rizk et al., 2008, 2006a; Wu et al., 2010; Zhang et al., 2011) addresses the production planning problem by taking into account the production and transport resources constraints.

Boudia et al. (2008), Jung et al. (2008), Almeder et al. (2009), Bard and Nananukul (2009) and Armentano et al. (2011) consider inventory, productive and transport resources constraints simultaneously, while a group of 5 references (Demirli and Yimer, 2008; Feng et al., 2010, 2008; Gunnarsson and Ronqvist, 2008; Peidro et al., 2010) adds supply constraints to the latter combination. The remaining combinations of capacity and resource constraints appear in 4 references or less each.

Table 6. Combinations of capacity constraints classes

<table>
<thead>
<tr>
<th>Capacity constraints classes</th>
<th>Combinations</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inventory</td>
<td>Inventory (in isolation)</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Supply (in isolation)</td>
<td>2</td>
</tr>
<tr>
<td>(48 references)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supply</td>
<td>Productive resources (in isolation)</td>
<td>143</td>
</tr>
<tr>
<td></td>
<td>Transport resources (in isolation)</td>
<td>1</td>
</tr>
<tr>
<td>(24 references)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Productive resources</td>
<td>Inventory + Productive resources</td>
<td>19</td>
</tr>
<tr>
<td>(194 references)</td>
<td>Inventory + Transport resources</td>
<td>1</td>
</tr>
<tr>
<td>Transport resources</td>
<td>Inventory + Supply + Productive resources</td>
<td>10</td>
</tr>
<tr>
<td>(21 references)</td>
<td>Inventory + Supply + Transport resources</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Inventory + Productive resources + Transport resources</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Supply + Productive resources</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Supply + Productive resources + Transport resources</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Productive resources + Transport resources</td>
<td>6</td>
</tr>
</tbody>
</table>

3.6 Extensions on:
In order to obtain production planning models that come closer to reality, in addition to considering price-dependent demand levels, several extensions related to demand are identified. For instance, the ability to meet demand through product substitution, the existence of time windows, the option of backlogs to meet demand in following periods, and modeling lost sales if demand cannot be met during the corresponding period or during the subsequent one. Table 7 presents the different extensions related to demand considered in this work. Among the reviewed references, 80 papers address the possibility of backlogging, while 30 present modeling lost sales.

There is a group of 12 papers that considers product substitutions with several approaches. A group of 4 references addresses component and subassembly substitutions by using flexible BOM (Ram et al., 2006), flexible production sequences (Begnaud et al., 2009) and alternative BOM (Lin et al., 2009; Wu et al., 2010). Substitutions for remanufactured products are considered in Li et al. (2006), Schulz (2011), Wei et al. (2011), Naeem et al. (2013) and Fazle Baki (2014), while Li et al. (2007) allow substitutions for both remanufactured products or new products with better characteristics. Conversely, Pineyro and Viera (2010) model the demand substitution of remanufactured products for new ones, and Taskin and Uenal (2009) deal with substitutions in float glass industry by using lower quality products, but with the same size and thickness as the substituted product. Lastly, Lang and Domschke (2010) and Lang and Shen (2011) use the demand classes concept to incorporate substitution options into their proposed models.

Pricing decisions, hence price-dependent demand levels, are addressed by a group of 10 references (Deng and Yano, 2006; Geunes et al., 2006; Gonzalez-Ramirez et al., 2011; Guan and Philpott, 2011; Haugen et al., 2007; Huh et al., 2010; Merzifonluoglu et al., 2007; Onal and Romeijn, 2010; Smith and Martinez-Flores, 2007; van den Heuvel and Wagelmans, 2006). Moreover, the time window notion is obtained if demands levels are considered between a release (availability) date and a due date. Of the reviewed works, 7 references propose time window models. According to Brahimi et al. (2010), it is possible to distinguish between production time windows and demand time windows. A production time window is defined by subinterval \([s, t]\) of time horizon \([1, n]\), whereas demand quantity \(d_{st}\) is to be produced in interval \([s, t]\) and delivered to the client during period \(t\). Conversely in a demand time window (Lee et al., 2001), delivery to the client can take place during any period in interval \([s, t]\). A group of 5 references (Absi et al., 2011; Bilgen and Guenther, 2010; Brahimi et al., 2010, 2006a; Hwang, 2007) considers production time windows, while Hwang and Jaruphongsa (2008) and Akbalik and Penz (2011) propose production planning models with demand time windows. Moreover, one of the reviewed papers (Wolsey, 2006) presents models with production and time windows separately.

<table>
<thead>
<tr>
<th>Demand extensions</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Backlogs</td>
<td>80</td>
</tr>
<tr>
<td>Lost sales</td>
<td>30</td>
</tr>
<tr>
<td>Substitution</td>
<td>14</td>
</tr>
<tr>
<td>Price-dependent levels</td>
<td>10</td>
</tr>
<tr>
<td>Time windows</td>
<td>7</td>
</tr>
</tbody>
</table>

3.6.b Setups
Generally, setup activities are included in production planning models by considering the setup costs and/or setup times which model the production changeovers between different products. The inclusion of setup times involves reducing the production capacity available per period and increases the models' complexity because they are usually modeled by introducing zero-one variables. Moreover according to Karimi et al. (2003), three other setup types of complex setups can be contemplated: setup carry-overs; sequence-dependent setups; family setups. A setup carry-over implies that the last product per period may be produced without an additional setup during the subsequent period. The inclusion of setup carry-overs reduces the setup times needed as compared to standard production planning models, which use a setup for each product produced per period. If setup parameters depend on the production sequence, then another extension relating to scheduling decisions made on production resources can be considered. The third type of complex setup structure corresponds to family setups, caused by similarities in manufacturing process.

Table 8 provides details of the number of references dealing with the considered setup extensions. Of the reviewed works, 70 include setup times, 26 consider sequence-dependent setups, and only 14 (Almada-Lobo and James, 2010; Almada-Lobo et al., 2008, 2007; Clark et al., 2010; Karimi et al., 2006; Lang and Shen, 2011; Ozturk and Ornek, 2010; Quadt and Kuhn, 2009; Sahling et al., 2009; Santos et al., 2010; Tempelmeier and Buschkuehl, 2009, 2008) and 9 references (Anily et al., 2009; Clark et al., 2010; Federgruen et al., 2007; Goren et al., 2012; Mohan et al., 2012; Mula et al., 2010b; Omar and Teo, 2007; Pastor et al., 2009; Tempelmeier and Buschkuehl, 2008; Tosco et al., 2009; Xue et al., 2011) present setup carry-overs and family setups. Omar and Teo (2007), Pastor et al. (2009) and Bilgen and Guenther (2010) tackle different production planning problems with product family setup times. However, Suerie (2006) and Stadtler (2011) represent long setup times in relation to the planning period length by modeling overlapping setup times, which are typical in process industries. Moreover, Menezes et al. (2011) incorporate sequence-dependent and period-overlapping setup times. Of the 26 references addressing scheduling decisions, 19 present sequence-dependent setup times related to products, while a group of 3 references (Clark et al., 2010; Tosco et al., 2009; Xue et al., 2011) includes sequence-dependent setup times which focus on family products. Bjork and Carlsson (2007), Karabuk (2008) and Gicquel et al. (2009) consider sequence-dependent setups by modeling the corresponding costs in the objective function.

<table>
<thead>
<tr>
<th>Setup extensions</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Setup times</td>
<td>70</td>
</tr>
<tr>
<td>Setup sequence-dependent</td>
<td>26</td>
</tr>
<tr>
<td>Setup carry-over</td>
<td>14</td>
</tr>
<tr>
<td>Family setup</td>
<td>9</td>
</tr>
</tbody>
</table>

3.6.c Production times

In order to adjust the capacity usage level of productive resources, production planning models include overtime, subcontracting and undertime decisions. If during a period production capacity is less than customer demand, the decision maker may choose to produce in overtime or to outsource part of the production to meet demand without backlogs. If, however, production capacity is higher than demand, production resources may be idle for some time, which can be modeled with undertime variables. Of the reviewed works, 35 references consider overtime decisions, 19 include the possibility of subcontracting production, and only 4 references (Fandel and Stammen-Hegene, 2006; Lusa et al., 2009; Mula et al., 2008; Peidro et al., 2010) contemplate modeling idle time. Moreover, we identify that overtime and subcontracting decisions can be modeled for either the extra time or the amounts of products needed to meet customer demand. With regard to overtime decisions, 21 references opt to represent the time needed to complete the production of customers’ orders in non-regular time, while 14 references
model the amounts of products to manufacture in extra time. Besides, all the references that consider outsourcing decisions model them in terms of the amounts of products to manufacture by subcontractors.

Table 9 shows the different combinations associated with extensions on production times. Most of these works present only overtime (23 references) or subcontracting (10 references) decisions in isolation. Moreover, the combination of overtime and subcontracting production is addressed by 10 references (Erromdhani et al., 2012; Galasso et al., 2009; Jamalnia and Soukhakian, 2009; Leung et al., 2006; Liang, 2007; Merzifonluoglu et al., 2007; Mirzapour Al-e-hashem et al., 2011; Pastor et al., 2009; Timm and Blecken, 2011; Xue et al., 2011). Mula et al. (2008), Lusa et al. (2009) and Peidro et al. (2010) propose the simultaneous modeling of overtime and undertime decisions, while only Fandel and Stammen-Hegene (2006) consider undertime decisions in isolation.

<table>
<thead>
<tr>
<th>Production time extensions</th>
<th>Combinations</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overtime</td>
<td>Overtime (in isolation)</td>
<td>23</td>
</tr>
<tr>
<td>(36 references)</td>
<td>Undertime (in isolation)</td>
<td>1</td>
</tr>
<tr>
<td>Undertime</td>
<td>Subcontracting (in isolation)</td>
<td>10</td>
</tr>
<tr>
<td>(4 references)</td>
<td>Overtime + undertime</td>
<td>3</td>
</tr>
<tr>
<td>Subcontracting</td>
<td>Overtime + subcontracting</td>
<td>10</td>
</tr>
<tr>
<td>(20 references)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.6.d  Multiple and parallel machines

According to Quadt and Kuhn (2007), standard production planning models can represent the existence of parallel machines by augmenting the production variables and the capacity parameters by an additional index indicating the individual machines. However, there is an alternative way of modeling parallel machines without including the additional index in the production variables. Of all the reviewed works, 34 references consider the production planning problem with multiple parallel machines. Seventeen references model parallel production systems following the approach by Quadt and Kuhn (2007), whereas 12 papers opt for the alternative formulation. Moreover, 3 references (Kaczmarczyk, 2011; Omar and Teo, 2007; Quadt and Kuhn, 2009) consider production environments with parallel identical machines (where the task’s processing time is independent of the machine where it is processed). Finally, 2 references (Jozefovska and Zimmian, 2008; Mateus et al., 2010) deal with production planning problems with parallel unrelated machines (with no particular relationship between the processing times in the different machines).

We also review other approaches related to production systems with multiple machines, such as modeling multistage systems (Aghazzaf et al., 2010; Asmundsson et al., 2009; Li et al., 2006a; Rong et al., 2006; Selcuk et al., 2006; Stadler and Sahling, 2012; Van den broecke et al., 2008), production lines (Baptiste et al., 2008; Christou and Ponis, 2009; Christou et al., 2007; Ferreira et al., 2009; Mehrotra et al., 2011; Taskin and Uenal, 2009) and groups of identical machines (Albey and Bilge, 2011). Table 10 summarizes the different approaches related to multiple and parallel machines extensions.

<table>
<thead>
<tr>
<th>Multiple and parallel machines extensions</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parallel machines (34 references)</td>
<td></td>
</tr>
<tr>
<td>Including the machine index in the production variables</td>
<td>17</td>
</tr>
<tr>
<td>Not including the machine index in the production variables</td>
<td>12</td>
</tr>
<tr>
<td>Identical</td>
<td>3</td>
</tr>
</tbody>
</table>
3.6.e Multi-site

Mono-site production planning models can be extended to multi-site ones by considering several manufacturing plants and/or by incorporating the suppliers, warehouses, distribution centers and customers constituting a supply chain. As in our previous work (Mula et al., 2010a), we propose the classification by Beamon and Chen (2001) to define the way that the organizations within the supply chain are arranged and how they relate to each other. The supply chain structure is classified into four main types: convergent, divergent, conjoined and network. Moreover, we incorporate serial supply chains formed by one actor in each echelon.

Table 11 provides details of the different configurations considered by those reviewed works addressing multi-site production planning. Most (36 references) present a network structure generally formed by manufacturing and distribution centers and demand points or customers. Twelve references propose a divergent supply chain with different structures. For example, a group of 9 references (Armentano et al., 2011; Bard and Nananukul, 2009; Boudia and Prins, 2009; Boudia et al., 2008, 2007; Chand et al., 2007; Dudek and Stadtler, 2007; Taskin and Uenal, 2009; van den Heuvel et al., 2007) considers a supply chain consisting of one production plant and several customers. Moreover, Rizk et al. (2006, 2008) present a divergent supply chain with one manufacturer and several distribution centers, while Tian et al. (2011) model a divergent structure with one supplier and several manufacturing centers. Those references dealing with a serial supply chain consider two members (Akbalik and Penz, 2011; Sargut and Romeijn, 2007; Selcuk et al., 2008), except Sodhi and Tang (2009), who model a supply chain formed by one supplier, a manufacturer and one customer. Convergent supply chains, with different members and only one final demand center, are addressed by Galasso et al. (2009) and Lan et al. (2011). Finally, 2 references present conjoined supply chains formed by several suppliers, one manufacturer and several customers (Zolghadri et al., 2008), and by several plants, a distribution center and several customers (Romero and Vermeulen, 2009).

In this section, we have also included those multi-site models related to APP (Leung et al., 2006; Leung et al., 2007 and Leung and Chan, 2009) and MPS (Chand et al., 2007; van den Heuvel et al., 2007; Boudia et al., 2008; Nascimento et al., 2010; Akbalik and Penz, 2010; Drechsel and Kimms, 2011 and Lan et al., 2011).

<table>
<thead>
<tr>
<th>Multi-site configuration</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network</td>
<td>37</td>
</tr>
<tr>
<td>Divergent</td>
<td>12</td>
</tr>
<tr>
<td>Serial</td>
<td>4</td>
</tr>
<tr>
<td>Convergent</td>
<td>2</td>
</tr>
<tr>
<td>Conjoined</td>
<td>2</td>
</tr>
</tbody>
</table>

3.6.f Remanufacturing activities and/or quality issues

In recent years, manufacturers have started to integrate remanufacturing activities into the traditional production environment. For example, remanufacturing returned products is a common practice in production plants of high valued products like computers, copiers or
medical equipment. Thus, customers’ demand can be met with new products or returned remanufactured products. Remanufacturing returned products, however, creates many new operations management problems. These include the collection of used products, dismantlement or disassembly of returned products, incorporation of remanufacturing activities into the overall production planning (Guide and Van Wassenhove, 2002), and the recycling or disposal of unused products.

Of the reviewed works, only 11 references deal with remanufacturing issues integrated into a production system, which also manufactures new products. Of these, 8 (Fazle Baki et al., 2014; Li et al., 2006; Naeem et al., 2013; Teunter et al., 2006; Li et al., 2007; Schulz, 2011; Shi et al., 2011; Zhang et al., 2012) globally consider remanufacturing tasks without modeling them individually, while Pan et al. (2009), Pineyro and Viera (2010) and Wei et al. (2011) consider only remanufacturing and disposal activities separately. Furthermore, 9 references separately deal with remanufacturing tasks from a standard production environment. Of these, 4 (Depuy et al., 2007; Jayaraman, 2006; Li et al., 2009a, 2009b) model disassembly and remanufacturing planning activities simultaneously. Nevertheless, disassembly scheduling is contemplated by Kim et al. (2006) and by Barba-Gutierrez et al. (2008) and Kim and Xirouchakis (2010), who deal with disassembly scheduling in a reverse MRP system. Moreover, Ferguson et al. (2009) and Denizel et al. (2010) propose tactical production planning models for remanufactured products by considering remanufacturing tasks generally. Table 12 details the number of references dealing with the considered remanufacturing extensions.

<table>
<thead>
<tr>
<th>Planning</th>
<th>Remanufacturing activities</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manufacturing and remanufacturing</td>
<td>Remanufacturing (globally)</td>
<td>8</td>
</tr>
<tr>
<td>(11 references)</td>
<td>Remanufacturing + disposal</td>
<td>3</td>
</tr>
<tr>
<td>Remanufacturing</td>
<td>Remanufacturing (globally)</td>
<td>2</td>
</tr>
<tr>
<td>(9 references)</td>
<td>Disassembly + remanufacturing</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Disassembly scheduling</td>
<td>3</td>
</tr>
</tbody>
</table>

The quality of the returned products to be remanufactured is an important aspect to consider when organizing and planning remanufacturing activities. A common way of considering the quality of returned products is by assigning different degrees of quality and, depending on which, the necessary remanufacturing operations to which they must be submitted to meet customers demand may vary. In this sense, Jayaraman (2006), Ferguson et al. (2009) and Denizel et al. (2010) consider different quality levels for the products returned to remanufacturing facilities. Quality levels are another consideration in traditional production systems without remanufacturing, where customer requirements can be fulfilled by using products of a higher quality than demanded, as in TFT-LCD (Wu et al., 2010) or in float glass (Taskin and Uenal, 2009) industries. Defersha and Chen (2008) study the impact of run length on product quality, while Leung and Chan (2009) contemplate defective products production rates and the necessary machine repairing costs to increase the quality of manufactured products. Defective products from suppliers can affect production system yields and the quality of manufactured end products. Accordingly, Liang (2008) and Torabi and Hassini (2009) examine the defective rates of the products received from suppliers for the purpose of minimizing the total number of products rejected. Moreover, there are times when it is not possible to know the quality levels of the products received from suppliers in advance, and this aspect has to be modeled as an uncertain parameter (Zanjani et al., 2011, 2010a, 2010b). Table 13 presents the number of references addressing each quality extension.

<table>
<thead>
<tr>
<th>Quality extension</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality levels</td>
<td>5</td>
</tr>
<tr>
<td>Uncertain quality of products from suppliers</td>
<td>3</td>
</tr>
<tr>
<td>Defective product rates from suppliers</td>
<td>2</td>
</tr>
</tbody>
</table>
Defective product rates from production machines | 1
Impact of run length on the quality of products | 1

3.7 Modeling approach

Since the 1950s, mathematical programming formulations have been proposed for a wide range of production-related problems to address problems of aggregate production planning, lot sizing and detailed short-term production scheduling, among others (Missbauer and Uzsoy, 2011). These formulations are optimization methods based on operations research, which determines the best possible production plan by generally minimizing total costs or by maximizing total profit. The typical mathematical programming approaches considered in production planning problems are linear programming, integer linear programming and mixed integer linear programming (MILP), and quadratic programming if there is a quadratic objective function of several variables subject to linear constraints in these variables. However, the need to optimize more than one objective simultaneously and to express the nonlinear relationships among the different variables of a production system involves the use of multi-objective programming (MOP) and nonlinear programming (NLP), respectively. Moreover, multi-stage decision processes can be modeled by dynamic programming (DP) approaches. Additionally, when the mathematical modeling of production systems dynamics proves a complex task, simulation models can prove a good alternative. Simulation can help firms become more aware of the dynamics and efficiency of their processes in a production planning context (Biswas and Narahari, 2004). However, simulation does not guarantee optimal solutions, so hybrid models which contemplate the use of simulation tools to complement mathematical programming models have appeared. According to Mula et al. (2006), there are many research works and applications which aim to formalize uncertainty in manufacturing systems. Stochastic programming (SP), fuzzy programming (FP), robust optimization (RO) and stochastic dynamic programming (SDP) are some of the most used approaches to model uncertainty in production planning problems (Sahinidis, 2004). Readers are referred to Aloulou et al. (2013), Dolgui and Prodhon (2007), Dolgui et al. (2013), Grosfeld-Nir and Gerchak (2004), Koh et al. (2002), Mula et al. (2006), Yang et al. (2007) and Ko et al. (2010) and Peidro et al. (2009) for reviews of modeling uncertainty in production planning and supply chain planning problems, respectively.

Table 14 shows the number of references relating to each modeling approach. The vast majority of the reviewed papers (165 references) opt for linear, mixed integer or integer linear programming-based modeling approaches, while only 3 references consider quadratic programs (Gonzalez-Ramirez et al., 2011; Haugen et al., 2007; Ibarra-Rojas et al., 2011). Moreover, Onal and Romeijn (2010) propose an integer and quadratic programming model to address different production planning problems with setup times and pricing decisions. Modeling two or more conflicting objectives is addressed by only 11 references, and only 2 references (Omar and Bennell, 2009; Omar and Teo, 2007) present both MILP and MOP models separately. In general terms, in order to solve multi-objective problems using a standard MILP solver, multi-objective programs are converted into an equivalent MILP model with goal programming or fuzzy programming approaches and their variants. In this sense, Li et al. (2006), Kanyalkar and Adil (2007), Leung and Ng (2007), Leung and Chan (2009), Omar and Teo (2007) and Omar and Bennell (2009) present goal programming (GP) approaches to solve their multi-objective problems, while Zolghadri et al. (2008) use a lexicographic linear goal programming method. Liang (2007, 2008) consider an FP approach, while Jamalnia and Soukhakian (2009), Petrovic and Akoez (2008) and Torabi and Hassini (2009) propose different fuzzy goal programming approaches.
Although the inclusion of nonlinearities in models may be more realistic than linear relationships, the difficulty of solving NLP problems given their complexity and time-consuming properties mean that they do not appear as frequently as linear models. Of the 11 references addressing nonlinearities, 5 (Ahkioon et al., 2009; Asmundsson et al., 2009; Defersha and Chen, 2008; Lin et al., 2009; Safaei and Tavakkoli-Moghaddam, 2009) propose linearization methods to accomplish solutions more easily, while Li and Meissner (2011) and Shi et al. (2011) respectively consider a discretization method and a Lagrangian relaxation procedure. Other solution approaches for nonlinear programs considered in the reviewed papers are genetic (Palaniappan and Jawahar, 2011) and column generation and gradient search algorithms (Sun et al., 2010). However, Qu and Williams (2008) use a commercial NLP solver with default settings to solve their proposed nonlinear model, whereas Fandel and Stammen-Hegene (2006) present neither a solution procedure nor results. Lastly, Tian et al. (2011) propose an iterative method to solve a tactical production planning problem based on one linear and one nonlinear programming models.

One way of simplifying the solution process of a complex production planning problem is to divide it into several simpler subproblems in a recursive manner by using dynamic programming, as these authors do: Berk et al. (2008); Cheaitou et al. (2009); Hsu et al. (2009); Huh et al. (2010); Feng et al. (2011); Fleischhacker and Zhao (2011); Wu et al. (2011). Moreover, the simulation tools are used either in isolation (Alwan et al., 2008; Li et al., 2009b; Mohiebbei et al., 2007) or combined with mathematical programming in hybrid models (Albey and Bilge, 2011; Almeder et al., 2009), which are complementary approaches that can be applied to model complex production planning problems. Other modeling approaches, such as Laplace transform (Bogataj and Bogataj, 2007; Grubbstrom and Huynh, 2006a, 2006b), heuristics (Ho et al., 2007, 2006) and MRP logic (Barba-Gutierrez et al., 2008; Ram et al., 2006), are also considered in the reviewed papers.

Uncertainty in the production environment is addressed by 39 references which employ different modeling approaches. Stochastic programming models are considered with distinct approaches, such as two-stage stochastic programming (Leung et al., 2006; Leung and Ng, 2007a; Nagar and Jain, 2008; Schütz and Tomasgard, 2011; Wu, 2011; Zanjani et al., 2011) or multi-stage stochastic programming (Brandimarte, 2006; Denizel et al., 2010; Guan and Miller, 2008; Guan et al., 2009; Guan and Philpott, 2011; Koerpeoglu et al., 2011; Nagar and Jain, 2008; Zanjani et al., 2010b). Other stochastic programming proposals are presented by Karabuk (2008), Kim and Xirouchakis (2010), Sodhi and Tang (2009), Tempelmeier and Herpers (2011) and Tempelmeier (2007). Most of these papers consider only demand uncertainty, but others also add uncertain costs (Leung and Ng, 2007a), import quotas (Wu, 2011), quality of raw materials (Zanjani et al., 2010b) or other problem parameters (Guan and Miller, 2008; Tempelmeier, 2007). Moreover, Zanjani et al. (2011) also contemplate uncertain quality of raw materials, as do Denizel et al. (2010) and Guan and Philpott (2011), who examine uncertainty in the quality of returned products in a remanufacturing production system and for supplies in a dairy supply chain, respectively. Seven references introduce uncertain parameters into production planning problems by fuzzy programming (Chen and Huang, 2010; Demirli and Yimer, 2008; Lan et al., 2011; Mula et al., 2010b, 2008; Peidro et al., 2010; Zhang et al., 2011). Moreover, 3 other references (Liang, 2007; Petrovic and Akoez, 2008; Torabi and Hassini, 2009), which propose multi-objective models solved by developing an equivalent single-objective model with fuzzy approaches, also address production problems in an uncertain environment. Among them, Demirli and Yimer (2008) contemplate uncertain operational costs, while Mula et al. (2010b) opt for uncertainty in market demand. The remaining references present different combinations of uncertain parameters added to uncertain demand, such as production costs (Lan et al., 2011), available capacities (Chen and Huang, 2010; Torabi and Hassini, 2009), capacities data and costs (Liang, 2007; Mula et al., 2008) raw material prices (Zhang et al., 2011), supply and process parameters (Peidro et al., 2010) or average sales and target inventory levels (Petrovic and Akoez, 2008).
Of the remaining reviewed papers dealing with production planning problems with uncertainty, a group of 7 references (Aghezzaf et al., 2010; Leung et al., 2007a, 2007b; Mirzapour Al-e-hashem et al., 2011; Wei et al., 2011; Wu et al., 2010; Zanjani et al., 2010a) proposes robust optimization approaches. Among them, Zanjani et al. (2010a) consider random yields due to uncertain quality levels of raw materials, while Aghezzaf et al. (2010) contemplate uncertainty in demand levels. Besides, Leung et al. (2007a, 2007b) present production planning models with uncertain demand and costs, Wu et al. (2010) do so, but with uncertain demand and sales prices, and Mirzapour Al-e-hashem et al. (2011) simultaneously do so with uncertain demand, costs and sales prices. Lastly, Wei et al. (2011) tackles a production planning problem with remanufacturing to face uncertain demand and returns quantities. In this sense, Ferguson et al. (2009), Li et al. (2009) and Naeem et al. (2013) study a production planning problem in a remanufacturing environment with the same uncertain parameters by proposing stochastic dynamic programming models. Azaron et al. (2009) and Cristobal et al. (2009) also opt for this modeling approach and they respectively model uncertain production costs and uncertain demands and production costs and available capacities.

Table 14. Modeling approaches

<table>
<thead>
<tr>
<th>Modeling approach</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear/Integer/Mixed integer linear programming</td>
<td>165</td>
</tr>
<tr>
<td>Stochastic programming</td>
<td>18</td>
</tr>
<tr>
<td>Nonlinear programming</td>
<td>11</td>
</tr>
<tr>
<td>Multi-objective programming</td>
<td>11</td>
</tr>
<tr>
<td>Fuzzy programming</td>
<td>7</td>
</tr>
<tr>
<td>Robust Optimization</td>
<td>7</td>
</tr>
<tr>
<td>Dynamic programming</td>
<td>7</td>
</tr>
<tr>
<td>Other analytical approaches</td>
<td>4</td>
</tr>
<tr>
<td>Stochastic Dynamic Programming</td>
<td>5</td>
</tr>
<tr>
<td>Simulation</td>
<td>3</td>
</tr>
<tr>
<td>Quadratic programming</td>
<td>3</td>
</tr>
<tr>
<td>Laplace transform</td>
<td>3</td>
</tr>
<tr>
<td>Hybrid models</td>
<td>2</td>
</tr>
<tr>
<td>Mixed integer/integer linear programming + Multi-objective programming</td>
<td>2</td>
</tr>
<tr>
<td>Linear/Integer/Mixed integer Linear programming + Quadratic programming</td>
<td>1</td>
</tr>
<tr>
<td>Linear/Integer/Mixed integer Linear programming + Nonlinear programming</td>
<td>1</td>
</tr>
</tbody>
</table>

3.8 Solution approach

According to Buschkühl et al. (2010), the approaches to solve different types of production planning or capacitated lot-sizing models can be classified into five groups: mathematical programming-based (MP-based) approaches, Lagrangian heuristics; decomposition and aggregation heuristics; metaheuristics; problem-specific and greedy heuristics.

Among the MP-based approaches, it is possible to distinguish between exact methods, which stop after an optimal solution has been found regardless of efforts made in terms of required computation time and memory, and MP-based heuristics, which only explores parts of the solution space and attempts to find a good feasible solution in a reasonable time. This work considers exact methods as those embedded in default solvers, such as the typical branch-and-bound algorithm for solving mixed-integer programs to optimality. Fix-and-relax heuristics divide the problem to be solved into several subproblems with a view to reducing the number of binary variables to be treated simultaneously, which are distinguished as three different sets. The first is solved to optimality, the second is relaxed and the setup states that the third set is fixed to the values of a previous iteration (Buschkühl et al., 2010). In addition, column generation can be considered an efficient algorithm for solving larger linear programs. Based on
the idea that most variables are nonbasic and assume a value of zero in the optimal solution, in theory it is necessary to consider only one subset of variables when solving the problem. In this sense, this solution method takes into account only those variables which have the potential to improve the objective function. Column generation can be hybridized with the branch-and-bound algorithm to generate a solution method called branch-and-price. Rounding heuristics solution approaches are based on solving the mathematical programming problem by rounding up and rounding down fractional binary variables in relation to only a given threshold. Finally, primal-dual heuristics are based on the equivalence properties between primal and dual problems.

Other solution approaches to solve a difficult optimization problem by approximating it by a simpler one are Lagrangian heuristics, and decomposition and aggregation heuristics. Lagrangian heuristics includes iterative solution approaches based on Lagrangian relaxation. This method incurs an additional cost for the violations of relaxed inequality constraints by using Lagrangian multipliers. The solution to the relaxed problem comes very close to the optimal solution of the original problem. A special form of Lagrangian relaxation is the Lagrangian decomposition method, in which all the original constraints remain unaltered. The original problem is decomposed into subproblems by duplicating variables, where each subproblem only contains some constraints. For the solutions to the subproblems to become a valid solution to the original problem, duplicates must equal the corresponding original variables. These coupling constraints are finally relaxed (Buschkühl et al., 2010). On the other hand, aggregation heuristics is based on obtaining a reduced problem by omitting certain details and the subsequent division of the obtained solution. On the contrary, decomposition heuristics divides the original problem into subproblems and then coordinates the solutions obtained. Product-based, time-based and resource-based are the most popular decomposition and aggregation approaches to solve production planning problems.

Moreover, the impossibility of discovering the exact solutions corresponding to optimization problems and the need to respond to the practical situations considered in many real-world cases have led to an increased use of heuristic-type algorithms, which have proven to be valuable tools that provide solutions where exact algorithms do not (Verdegay et al., 2008). Metaheuristics have emerged as a result of the extensive application of these heuristic-type algorithms to many optimization problems. According to Voss et al. (1999), a metaheuristic can be defined as an iterative master process that guides and modifies the operations of subordinate heuristics to efficiently produce high quality solutions. Metaheuristic procedures start from an initially provided solution. By exploring the search space and by exploiting accumulated search experience, they are able to obtain non optimal solutions, which can largely satisfy the decision maker. Examples of metaheuristics algorithms include genetic algorithms (Holland, 1975), memetic algorithms (Moscato, 1989), variable neighborhood searches (Mladenović and Hansen, 1997), simulated annealing (Černý, 1985; Kirkpatrick et al., 1983), tabu searches (Glover and McMillan, 1986; Glover, 1989, 1990), ant colony optimization (Dorigo et al., 1996), bee colony optimization (Pham et al., 2005), particle swarm optimization (Kennedy and Eberhart, 1995; Shi and Eberhart, 1998), greedy randomized adaptive search procedure (GRASP) (Feo and Resende, 1989), scatter searches and path relinking (Glover, 1998; Glover et al., 2000), etc. This classification also contemplates other specific solution methods based on the problem structure and its properties: constructive heuristic algorithms; greedy algorithms; dynamic programming-based algorithms.

Table 15 presents the solution approaches proposed in the reviewed papers. Most analyzed works opt for MP-based approaches, especially exact methods, which are embedded by default in typical solvers (82 references). Moreover, these exact methods are also presented in combination with other solution approaches, such as Lagrangian relaxation (Brahimi et al., 2010), ant colony optimization (Almeder, 2010; Pitakaso et al., 2007), GRASP (Mateus et al., 2010) and dynamic programming algorithms (Akbalik and Penz, 2011). Furthermore, several solution methods based on fix-and-relax heuristics are proposed by Brandimarte (2006),
Akartunali and Miller (2009), Ferreira et al. (2009, 2010) and Toso et al. (2009). Column generation solution procedures are presented as being hybridized in branch-and-price algorithms (Degraeve and Jans, 2007; Onal and Romeijn, 2010), and are combined with gradient search procedures (Sun et al., 2010). Primal-dual heuristics and rounding heuristics are used only by Eksioglu et al. (2006) and Denizel and Sural (2006), respectively. Another class of MP-based heuristics called fix-and-optimize heuristics is proposed by Sahling et al. (2009) and Helber and Sahling (2010). Finally, other combinations of MP-based heuristics can be found in Stadtler and Sahling (2013) which propose a solution approach based on fix-and-relax and fix-and-optimize procedures; Lang and Shen (2011), which combine relax-and-fix, fix-and-optimize and time-decomposition approaches; De Araujo et al. (2008) and James and Almada-Lobo (2011), who present relax-and-fix heuristics and different metaheuristic solution procedures simultaneously; Goren et al (2012) who propose a hybrid solution method base don fix-and-optimize and genetic algorithms; Aghezzaf (2007), who combines primal-dual heuristics with a Lagrangian relaxation approach; Merzifonluoglu and Geunes (2006), who propose a dual-based heuristic algorithm and a dynamic programming-based one.

Fourteen references propose Lagrangian heuristics as a solution approach. Of these, 13 opt for Lagrangian relaxation with different combinations and 2 for Lagrangian decomposition methods. Regarding the papers that propose Lagrangian relaxation approaches, a group of 6 references (Brahimi et al., 2006a; Haugen et al., 2007; Kim and Xirouchakis, 2010; Shi et al., 2011; Tonaki and Toledo, 2010; Zhang et al., 2012) presents this solution method in isolation, while 4 references (Gramani et al., 2009; Rizk et al., 2006b; Sural et al., 2009; Toledo and Armentano, 2006) propose its combination with a subgradient optimization paradigm. Another combination of Lagrangian relaxation heuristics with a dynamic programming algorithm can be found in Tempelmeier and Buschkuelh (2009). Lagrangian relaxation is considered by Eksioglu et al. (2007) and Gunnarsson and Ronnqvist (2008), who complement this solution approach with a subgradient algorithm. Decomposition heuristics is used as a solution approach in 3 references, where Denton et al. (2006) exploit the supply chain structure of the MILP model by employing an product-based decomposition heuristics as a presolving stage to obtain a near-optimal solution before obtaining a final one. Ouhimmou et al. (2008) use a time-decomposition approach to obtain good solutions in a reasonable time limit for large-sized problems. Other decomposition heuristics combinations with MP-based heuristics can be found in Lang and Shen (2011).

Thirty references include different metaheuristics to efficiently solve production planning problems. Among them, genetic algorithms are the most used metaheuristics, which are proposed by 11 references (Bjork and Carlsson, 2007; Defersha and Chen, 2008; Jamalnia and Soukhakian, 2009; Jozefowska and Zimniak, 2008; Li et al., 2009b, 2007; Liu et al., 2008; Palaniappan and Jawahar, 2011; Santos et al., 2010; Toledo et al., 2009; Yimer and Demirli, 2010). GRASP metaheuristics is considered in 4 references and is combined with other solution approaches, such as exact methods (Mateus et al., 2010), memetic algorithms (Boudia and Prins, 2009), path relinking (Nascimento et al., 2010) and path relinking and a reactive mechanism (Boudia et al., 2007). Tabu search algorithms are also associated with path relinking procedures (Armentano et al., 2011) and have been developed simultaneously with variable neighborhood metaheuristics (Almada-Lobo and James, 2010). Other applications of tabu search approaches can be found in Bard and Nananukul (2009), Karimi et al. (2006), Lukac et al. (2008) and Pineyro and Viera (2010). Besides other search solution procedures, such as neighborhood search strategies or variable neighborhood search-based metaheuristic, are applied by Aksen (2007), Almada-Lobo et al. (2008), James and Almada-Lobo (2011) and Xiao et al. (2011a, 2011b). Several references consider solution procedures based on metaheuristics inspired in nature phenomena or animal behavior, such as ant colony optimization (Almeder, 2010; Pitakaso et al., 2007, 2006), monkey algorithms (Lan et al., 2011), particle swarm optimization and bee colony optimization (Pal et al., 2011), simulated annealing (De Araujo et al., 2008) or scatter evolutionary algorithms (Zhang et al., 2011).
Finally, specific solution methods, such as constructive heuristics or tailored algorithms, hierarchical solution methods or simulation frameworks, are proposed in 56 references, while greedy heuristics is considered in 4 of the reviewed works (Bollapragada et al., 2011; Boudia et al., 2008; Ferguson et al., 2009; Moquillon et al., 2011). Other solution methods, such as dynamic programming-based algorithms, are presented in 34 of the analyzed papers.

Table 15. Solution approaches

<table>
<thead>
<tr>
<th>Solution approaches</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mathematical programming-based</td>
<td></td>
</tr>
<tr>
<td>Exact methods</td>
<td>82</td>
</tr>
<tr>
<td>Fix-and-relax heuristics</td>
<td>5</td>
</tr>
<tr>
<td>Column generation and/or branch and price</td>
<td>3</td>
</tr>
<tr>
<td>Fix-and-optimize heuristics</td>
<td>2</td>
</tr>
<tr>
<td>Primal-dual heuristics</td>
<td>1</td>
</tr>
<tr>
<td>Rounding heuristics</td>
<td>1</td>
</tr>
<tr>
<td>Other combinations of exact methods</td>
<td>5</td>
</tr>
<tr>
<td>Other mathematical programming-based heuristics</td>
<td>7</td>
</tr>
<tr>
<td>Lagrangian heuristics</td>
<td></td>
</tr>
<tr>
<td>Lagrangian relaxation</td>
<td>6</td>
</tr>
<tr>
<td>Lagrangian relaxation and subgradient algorithm</td>
<td>4</td>
</tr>
<tr>
<td>Lagrangian decomposition</td>
<td>1</td>
</tr>
<tr>
<td>Lagrangian decomposition and subgradient algorithm</td>
<td>1</td>
</tr>
<tr>
<td>Other Lagrangian relaxation combinations</td>
<td>3</td>
</tr>
<tr>
<td>Decomposition and aggregation heuristics</td>
<td></td>
</tr>
<tr>
<td>Product-based decomposition heuristics</td>
<td>1</td>
</tr>
<tr>
<td>Time-decomposition heuristics</td>
<td>1</td>
</tr>
<tr>
<td>Other decomposition heuristics combinations</td>
<td>1</td>
</tr>
<tr>
<td>Metaheuristics</td>
<td></td>
</tr>
<tr>
<td>Genetic algorithm</td>
<td>11</td>
</tr>
<tr>
<td>Tabu search combinations</td>
<td>6</td>
</tr>
<tr>
<td>Neighborhood search and Variable neighborhood search</td>
<td>5</td>
</tr>
<tr>
<td>GRASP combinations</td>
<td>4</td>
</tr>
<tr>
<td>Ant Colony</td>
<td>3</td>
</tr>
<tr>
<td>Other metaheuristics</td>
<td>4</td>
</tr>
<tr>
<td>Problem-specific, greedy heuristics and dynamic programming approaches</td>
<td>56</td>
</tr>
<tr>
<td>Specific solution method</td>
<td></td>
</tr>
<tr>
<td>Greedy algorithms</td>
<td>4</td>
</tr>
<tr>
<td>Dynamic programming algorithms</td>
<td>34</td>
</tr>
</tbody>
</table>

3.9 Development tool

Sixty-three references do not provide any implementation or development details. However, 180 references report the names of the tools used to develop and solve the proposed production planning models. These software tools can be solvers (CPLEX, LINGO, Xpress-MP, Gurobi, LP-Solve, GLPK, etc.), programming languages (C, C++, Visual C, Java, Basic, Fortran, etc.), optimization modeling languages (GAMS, AMPL, OPL, AIMMS, MPL, Matlab, Xpress-MOSEL, etc.) and simulation systems (Anylogic, Arena, FMS.net, AutoSchedAP, etc.).

Tables 16a, 16b, 16c and 16d show the various main combinations associated with each development tool, classified as solvers, programming languages, modeling languages, simulation systems and other software tools. CPLEX solver is the most widely used tool and is reported in 102 references. In 27 of them, CPLEX appears as the only development tool, while it is used jointly with the C programming language in 24 articles. Besides, CPLEX is combined with other programming languages such as Java (Akbalik and Penz, 2011, 2009; Bard and Nanukul, 2009; Lang and Domschke, 2010; Lang and Shen, 2011) or Delphi (Helber and Sahling, 2010; Rizk et al., 2006b; Sahling et al., 2009). Moreover, CPLEX is frequently associated with optimization modeling tools such as OPL (Aghezzaf et al., 2011, 2010; Bilgen
and Guenther, 2010; Feng et al., 2010, 2008; Kaczmarczyk, 2011; Quadt and Kuhn, 2009; Zanjani et al., 2010a, 2010b; Zhang et al., 2012), AMPL (Clark et al., 2010; Drechsel and Kimms, 2011; Ferreira et al., 2010, 2009; Gunnarsson and Ronnqvist, 2008; Tempelmeier and Buschkuehl, 2008; Tosso et al., 2009), GAMS (Al-Ameri et al., 2008; Ibarra-Rojas et al., 2011; Pineyro and Viera, 2010; Stadttler and Sahling, 2013; Wu et al., 2011b) or MPL (Mula et al., 2010b, 2008; Peidro et al., 2010). Nine references report XPRESS-MP solver as the development tool (Anily et al., 2009; Asmundsson et al., 2009; Najid et al., 2011; Pochet and Wolsey, 2010; Schütz and Tomassgard, 2011; Stadttler, 2011; Suerie, 2006; Van Vyve and Wolsey, 2006; Van Vyve, 2006) and it is combined with the C programming language in Brahim et al. (2006a, 2010). Other commercial solvers, like Gurobi, Minos and OSL, can be found in Lu and Qi (2011), Qu and Williams (2008) and Torabi and Hassini (2009), respectively. Besides, other non-commercial solvers are considered an optimization tool by Bjork and Carlsson (2007) and Gonzalez-Ramirez et al. (2011), who use LP-Solve, Christou and Ponis (2009), and who opt for QSOpt running in the NEOS Server (Czyzyk et al., 1998; Gropp and Moré, 1997), and by Haugen et al. (2007) who develop an optimization algorithm with Java and LOQO solver.

The second most frequently used tool considered in the reviewed papers is the C programming language and its variants, such as C++ or Visual C, which appears in 49 references. Apart from its combination with CPLEX solver, the C programming language is used in isolation (in 13 references), or is combined with other modeling systems such as Lingo (Karimi et al., 2006; Palaniappan and Jawahar, 2011; Petrovic and Akoez, 2008; Yimer and Demirli, 2010), or with optimization solvers such as Xpress-MP (Brahimi et al., 2010, 2006a). Moreover, other combinations with GAMS, AMPL, OPL, CPLEX and LP-Solve, among others, have been found in this review work. Among the other programming languages, Java is the second most used with 11 references, Delphi appears in 6 articles, while Fortran and Basic are reported in 3 articles each. Apart from their combinations with CPLEX, these programming languages are used in isolation to develop solution algorithms; e.g., Feng et al. (2011) and Okhrin and Richter (2011a, 2011b), who use Java, Boudia and Prins (2009) and Boudia et al. (2008, 2007), who opt for Delphi, and Ho et al. (2007, 2006) who use Fortran. On the other hand, Basic is used jointly with other software tools such as MS Excel (Baptiste et al., 2008; Depuy et al., 2007) or Lingo (Wu et al., 2010).

Lingo is the modeling language most frequently used in the reviewed papers as it appears in 26 references, of which 16 employ it as the only development tool. In the rest of the articles, it is utilized in combination with the C programming language, Matlab (Li et al., 2007, 2006b) or other software tools. The second most frequently used modeling system is OPL, considered in 15 references. Apart from its combination with CPLEX, OPL is used in isolation in 2 references (Jung et al., 2008a; Kefeli et al., 2011) or is combined with other development tools, such as Java, CPLEX or Minitab. Besides, AMPL and GAMS are used mainly with CPLEX solver, and are presented in 11 and 9 references, respectively, while Xpress-MOSEL is presented as the main development tool in Akartunali and Miller (2009), Akbalik and Pochet (2009) and Transchel et al. (2011). Although Matlab is not an optimization modeling language, it is employed for its good performance and given its possibility of being linked with standard solvers or programming tools. Of all the reviewed papers, Matlab is used in isolation in 3 references (Azaron et al., 2009; Naeem et al., 2013; Shi et al., 2011), and is linked with Lingo in 2 references, and with other combinations in 3 references (Brandimarte, 2006; Li et al., 2011; Pal et al., 2011). Finally, WINQSB is used as development tool in Erromdhani et al. (2012). On the other hand, the reviewed papers contemplate several simulation systems in isolation, such as Arena (Li et al., 2009b) or AutoSchedAP (Chen et al., 2010), or in combination with solvers, such as Anylogic (Almeder et al., 2009) and FMS.net (Albey and Bilge, 2011).

Despite the large number of tools detailed in the reviewed papers, it is worth highlighting that their integration with commercial information systems is reported only by Mehrotra et al. (2011) who combine CPLEX with SAP ERP, and by Jozefowska and Zimniak (2008) who develop a decision support system which interacts with Microsoft Dynamics Axapta.
### Table 16a. Solvers used and main combinations

<table>
<thead>
<tr>
<th>Solvers</th>
<th>Main combinations</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPLEX</td>
<td>CPLEX</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>C+CPLEX</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>OPL+CPLEX</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>AMPL+CPLEX</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Java+CPLEX</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>GAMS+CPLEX</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>DELPHI+CPLEX</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>MPL+CPLEX</td>
<td>3</td>
</tr>
<tr>
<td>Xpress-MP</td>
<td>Xpress-MP</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>C+Xpress-MP</td>
<td>2</td>
</tr>
<tr>
<td>LP-Solve</td>
<td>LP-Solve</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>AMPL+CPLEX+C+LP-Solve</td>
<td>1</td>
</tr>
<tr>
<td>Other solvers</td>
<td></td>
<td>6</td>
</tr>
</tbody>
</table>

### Table 16b. Programming languages used and main combinations

<table>
<thead>
<tr>
<th>Programming languages</th>
<th>Main combinations</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>C/C++/Visual C</td>
<td>C+CPLEX</td>
<td>24</td>
</tr>
<tr>
<td>(49 references)</td>
<td>C</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>C+LINGO</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>C+Xpress-MP</td>
<td>2</td>
</tr>
<tr>
<td>Java</td>
<td>Java+CPLEX</td>
<td>5</td>
</tr>
<tr>
<td>(11 references)</td>
<td>Java</td>
<td>3</td>
</tr>
<tr>
<td>Delphi</td>
<td>DELPHI</td>
<td>3</td>
</tr>
<tr>
<td>(6 references)</td>
<td>DELPHI+CPLEX</td>
<td>3</td>
</tr>
<tr>
<td>Fortran</td>
<td>Fortran</td>
<td>2</td>
</tr>
<tr>
<td>(3 references)</td>
<td>Fortran+LINGO</td>
<td>1</td>
</tr>
<tr>
<td>Basic</td>
<td>Basic+Excel</td>
<td>2</td>
</tr>
<tr>
<td>(3 references)</td>
<td>Basic+LINGO</td>
<td>1</td>
</tr>
</tbody>
</table>

### Table 16c. Modeling languages used and main combinations

<table>
<thead>
<tr>
<th>Modeling languages</th>
<th>Main combinations</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lindo/Lingo</td>
<td>LINGO</td>
<td>16</td>
</tr>
<tr>
<td>(26 references)</td>
<td>C+LINGO</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>MATLAB+LINGO</td>
<td>2</td>
</tr>
<tr>
<td>OPL</td>
<td>OPL+CPLEX</td>
<td>10</td>
</tr>
<tr>
<td>(15 references)</td>
<td>OPL</td>
<td>2</td>
</tr>
<tr>
<td>AMPL</td>
<td>AMPL+CPLEX</td>
<td>7</td>
</tr>
<tr>
<td>GAMS</td>
<td>GAMS+CPLEX</td>
<td>5</td>
</tr>
<tr>
<td>MATLAB</td>
<td>MATLAB</td>
<td>3</td>
</tr>
<tr>
<td>(8 references)</td>
<td>MATLAB+LINGO</td>
<td>2</td>
</tr>
<tr>
<td>MPL</td>
<td>MPL+CPLEX</td>
<td>3</td>
</tr>
<tr>
<td>Xpress-Mosel</td>
<td>Xpress-Mosel</td>
<td>3</td>
</tr>
<tr>
<td>AIMMS</td>
<td>AIMMS+CPLEX</td>
<td>1</td>
</tr>
<tr>
<td>WINQSB</td>
<td>WINQSB</td>
<td>1</td>
</tr>
</tbody>
</table>

### Table 16d. Simulation systems used and main combinations

<table>
<thead>
<tr>
<th>Simulation systems</th>
<th>Main combinations</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>AnyLogic</td>
<td>AnyLogic+Xpress-MP</td>
<td>1</td>
</tr>
<tr>
<td>Arena</td>
<td>Arena</td>
<td>1</td>
</tr>
<tr>
<td>AutoSchedAP</td>
<td>AutoSchedAP</td>
<td>1</td>
</tr>
<tr>
<td>FMS.net</td>
<td>FMS.net+CPLEX</td>
<td>1</td>
</tr>
</tbody>
</table>
The proposed models can be validated by using data from real-world production systems or by carrying out numerical experiments based on artificially generated instances. Of the 250 papers analyzed, 71 were validated by practical applications in real-world environments and 160 by numerical experiments, 18 of which were inspired in real practices from several industrial sectors. Moreover, 14 references do not present any application result. Tables 17 and 18 present the industrial areas in which each reference was validated with a practical application or with a numerical experiment inspired in real environments, respectively. These tables show the variety of industries in which the reviewed models were validated; sawmills, wood and furniture, automobile and semiconductor and electronic devices industries in the case of practical applications, and processed food, beverages and dairy and pulp and paper industries with regard to numerical experiments, are highlighted.

Table 17. Practical applications

<table>
<thead>
<tr>
<th>Practical applications</th>
<th>Number of references</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sawmills, wood and furniture industry</td>
<td>9</td>
<td>Feng et al. (2008); Liu et al. (2008); Liu and Tu (2008b); Ouhimmou et al. (2008); Pastor et al. (2009); Feng et al. (2010); Zanjani et al. (2010a); Zanjani et al. (2010b); Zanjani et al. (2011)</td>
</tr>
<tr>
<td>Automobile industry</td>
<td>7</td>
<td>Mula et al. (2008); Qu and Williams (2008); Tempelmeier and Buschkuehl (2008); Zolghadri et al. (2008); Tarabi and Hassini (2009); Peidro et al. (2010); Zhang et al. (2011)</td>
</tr>
<tr>
<td>Semiconductor and electronic devices industry</td>
<td>7</td>
<td>Denton et al. (2006); Jayaraman (2006); Depuy et al. (2007); Lin et al. (2009); Chen et al. (2010); Wu et al. (2010); Tian et al. (2011)</td>
</tr>
<tr>
<td>Textile industry</td>
<td>5</td>
<td>Leung et al. (2006); Bjork and Carlsson (2007); Leung et al. (2007b); Karabuk (2008); Wu (2011)</td>
</tr>
<tr>
<td>Foundry, steel and machinery industry</td>
<td>4</td>
<td>Liang (2007); De Araujo et al. (2008); Genin et al. (2008); Tonaki and Toledo (2010)</td>
</tr>
<tr>
<td>Fruit juice and soft drink industry</td>
<td>4</td>
<td>Liang (2008); Toledo et al. (2009); Bilgen and Guenther (2010); Ferreira et al. (2010)</td>
</tr>
<tr>
<td>Processed food, beverages and dairy industry</td>
<td>5</td>
<td>Christou and Ponis (2009); Guan and Philpott (2011); Mehrrota et al. (2011); Schütz and Tomasgard (2011); Erromdhani et al. (2012)</td>
</tr>
<tr>
<td>Pulp and paper industry</td>
<td>4</td>
<td>Bouchriha et al. (2007); Gunnarsson and Ronqvist (2008); Rizk et al. (2008); Mirzapour Al-e-hashem et al. (2011)</td>
</tr>
<tr>
<td>Toy industry</td>
<td>3</td>
<td>Leung and Ng (2007a); Leung and Ng (2007b); Leung et al. (2007a)</td>
</tr>
<tr>
<td>Animal nutrition industry</td>
<td>2</td>
<td>Toso et al. (2009); Clark et al. (2010)</td>
</tr>
<tr>
<td>Consumer goods manufacturers</td>
<td>2</td>
<td>Van Vyve and Wolsey (2006); Kanyalkar and Adil (2007)</td>
</tr>
<tr>
<td>Glass manufacturers</td>
<td>2</td>
<td>Almada-Lobo et al. (2008); Taskin and Uenal (2009)</td>
</tr>
<tr>
<td>Hygiene products industry</td>
<td>2</td>
<td>Mocquillon et al. (2011); Shaikh et al. (2011)</td>
</tr>
<tr>
<td>Mail management systems manufacturers</td>
<td>2</td>
<td>Ferguson et al. (2009); Denizel et al. (2010)</td>
</tr>
<tr>
<td>Refinery industry</td>
<td>2</td>
<td>Liu et al. (2007); Liu and Tu (2008)</td>
</tr>
<tr>
<td>Practical applications</td>
<td>Number of references</td>
<td>References</td>
</tr>
<tr>
<td>------------------------------------------------</td>
<td>----------------------</td>
<td>--------------------------</td>
</tr>
<tr>
<td>Pharmaceutical company</td>
<td>1</td>
<td>Stadtler (2011)</td>
</tr>
<tr>
<td>Photographic film-producing company</td>
<td>1</td>
<td>Van den broecke et al. (2008)</td>
</tr>
<tr>
<td>Plastic industry</td>
<td>1</td>
<td>Jozefowska and Zimniak (2008)</td>
</tr>
<tr>
<td>Refrigerators manufacturer</td>
<td>1</td>
<td>Jamalnia and Soukhakian (2009)</td>
</tr>
<tr>
<td>Remanufacturer of computers and laptops</td>
<td>1</td>
<td>Li et al. (2009b)</td>
</tr>
<tr>
<td>Remanufacturer of tools</td>
<td>1</td>
<td>Li et al. (2009a)</td>
</tr>
<tr>
<td>Resin manufacturer</td>
<td>1</td>
<td>Omar and Teo (2007)</td>
</tr>
<tr>
<td>Surface and material science company</td>
<td>1</td>
<td>Leung and Chan (2009)</td>
</tr>
<tr>
<td>Surfactant manufacturer</td>
<td>1</td>
<td>Transchel et al. (2011)</td>
</tr>
<tr>
<td>Valve manufacturing company</td>
<td>1</td>
<td>Timm and Blecken (2011)</td>
</tr>
<tr>
<td>Not provided</td>
<td>1</td>
<td>Baptiste et al. (2008)</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td><strong>70</strong></td>
<td></td>
</tr>
</tbody>
</table>

**Table 18.** Numerical experiments inspired in real environments

<table>
<thead>
<tr>
<th>Numerical examples inspired in:</th>
<th>Number of references</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processed food, beverages and dairy industry</td>
<td>2</td>
<td>Ram et al. (2006), Christou et al. (2007)</td>
</tr>
<tr>
<td>Pulp and paper industry</td>
<td>2</td>
<td>Rizk et al. (2006), Almeder et al. (2009)</td>
</tr>
<tr>
<td>Sawmills, wood and furniture industry</td>
<td>1</td>
<td>Demirli and Yimer (2008)</td>
</tr>
<tr>
<td>Pharmaceutical company</td>
<td>1</td>
<td>Lukac et al. (2008)</td>
</tr>
<tr>
<td>Pottery company</td>
<td>1</td>
<td>Petrovic and Akoez (2008)</td>
</tr>
<tr>
<td>Fruit juice and soft drink industry</td>
<td>1</td>
<td>Ferreira et al. (2009)</td>
</tr>
<tr>
<td>Iron factory</td>
<td>1</td>
<td>Pan et al. (2009)</td>
</tr>
<tr>
<td>Semiconductor and electronic devices industry</td>
<td>1</td>
<td>Quadt and Kuhn (2009)</td>
</tr>
<tr>
<td>Magazine publishing firm</td>
<td>1</td>
<td>Huh et al. (2010)</td>
</tr>
<tr>
<td>Refractory bricks manufacturer</td>
<td>1</td>
<td>Mateus et al. (2010)</td>
</tr>
<tr>
<td>X-ray film producer</td>
<td>1</td>
<td>Aghezzaf et al. (2011)</td>
</tr>
<tr>
<td>Clinical trial</td>
<td>1</td>
<td>Fleischhacker and Zhao (2011)</td>
</tr>
</tbody>
</table>
Numerical examples inspired in:

<table>
<thead>
<tr>
<th>Industry</th>
<th>Number of references</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Automobile industry</td>
<td>1</td>
<td>Koerpeoglu et al. (2011)</td>
</tr>
<tr>
<td>Plastic industry</td>
<td>1</td>
<td>Lang and Shen (2011)</td>
</tr>
<tr>
<td>Poultry industry</td>
<td>1</td>
<td>Lu and Qi (2011)</td>
</tr>
<tr>
<td>Remanufacturing of printers and copy cartridges</td>
<td>1</td>
<td>Wei et al. (2011)</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td><strong>18</strong></td>
<td></td>
</tr>
</tbody>
</table>

### 3.11 Limitations

Some of the limitations pointed out by the authors of the proposals are related to the solution method used, the considered production systems, demand issues, capacities, the non consideration of uncertain parameters, product properties, applications in non real-world environments, supply chain issues and costs. These limitations are possibly improvements of the proposed models and they identify future lines of work for academic researchers and practitioners.

Table 19 provides details of the different limitations associated with all the previous groups according to the authors. A hundred and two references present limitations related to solution methods. Among them, the vast majority (90 references) obtain improvable solutions in terms of the optimality or CPU time needed with the considered solution procedure. One group of 4 references (Fandel and Stammen-Hegene, 2006; Grubbstrom and Huynh, 2006a; Tempelmeier and Buschkuehl, 2009; Zolghadri et al., 2008) proposes models with a high grade of complexity due to the number of variables considered or to the mathematical expressions included, and are considered time-consuming solution procedures. The changes made in the information on production or market environments in Cheaitou et al. (2009), Wei et al. (2011) and Wu (2011) are not considered with a proper updating information method embedded in the solution process. Moreover, Galasso et al. (2009) and Leung et al. (2006) point out that the variations in specific parameters made by a sensitivity analysis are a weak point.

Production system limitations are indicated in 49 references. These weaknesses are due mainly to single-machine production environments and other parameters such as setups, lead times or safety stocks. Hence, a group of 14 references model production systems report only one production resource (Aghezzaf et al., 2007; Almada-Lobo and James, 2010; Almada-Lobo et al., 2007; Bouchriha et al., 2007; Gicquel et al., 2009; Koerpeoglu et al., 2011; Lang and Shen, 2011; Menezes et al., 2011; Ozturk and Ornek, 2010; Petrovic and Akoez, 2008; Sahling et al., 2009; Schulz, 2011; Stadtler, 2011; Stadtler and Sahling, 2013). Furthermore, setup limitations are caused by not considering setup times (Asmundsson et al., 2009; Brahim et al., 2010; Deng and Yano, 2006; Gicquel et al., 2009; Grubbstrom and Huynh, 2006a), setup carry-overs (Helber and Sahling, 2010; Kaczmarczyk, 2011; Nascimento et al., 2010), setup sequence-dependents (Goren et al., 2012; Mohan et al., 2012; Ozturk and Ornek, 2010) or setup groups (Absi and Kedad-Sidhoum, 2008). Moreover, Bjork and Carlsson (2007) and Merzifonluoglu et al. (2007) do not reflect lead time flexibility, while Aghezzaf et al. (2007), Kanyalkar and Adil (2007) and Rong et al. (2006) assume that lead times are zero. Alwan et al. (2008), Brandimarte (2006), Kanyalkar and Adil (2007) and Selcuk et al. (2006) do not include safety stocks as a model parameter in their proposals. Other production system limitations are related to the inclusion of disposal activities in remanufacturing systems (Defersha and Chen, 2008; Li et al., 2006b) and the small bucket modeling approach (Lang and Domschke, 2010; Sahling et al., 2009).
Demand limitations are described in 37 references. These weaknesses are due to not allowing backorders (Aksen, 2007; Almada-Lobo et al., 2007; Begnaud et al., 2009; Bilgen and Guenther, 2010; Bollapragada et al., 2011; Degraeve and Jans, 2007; Gaglioppa et al., 2008; Goren et al., 2012; Gutierrez et al., 2008; Kanyalkar and Adil, 2007; Lan et al., 2011; Liu and Tu, 2008a; Luisa et al., 2009; Menezes et al., 2011; Wolsey, 2006), lost sales (Bollapragada et al., 2011; Liu and Tu, 2008b), or are owing to not including pricing decisions (Bjork and Carlsson, 2007; Feng et al., 2010; Geunes et al., 2006; Huh et al., 2010; Jayaraman, 2006; Leung et al., 2006; Lu and Qi, 2011; Onal and Romeijn, 2010; Sargut and Romeijn, 2007; Shi et al., 2011; Xue et al., 2011) or discounts (Aksen, 2007; Ho et al., 2007). The other demand limitations reported by authors consider constant selling prices (Feng et al., 2008; van den Heuvel and Wagelmans, 2006), assume monopolistic demand (Haugen et al., 2007), or ignore demand patterns and seasonal demand (Alwan et al., 2008; Zanjani et al., 2010b), segregation of customers (Leung and Ng, 2007a) or time windows (Absi et al., 2011).

The capacity limitations pointed out by the authors are due to not considering production capacities (Aksen, 2007; Depuy et al., 2007; Ho et al., 2006; Kim et al., 2006; Li et al., 2006b; Liu et al., 2007; Merzifonluoglu and Geunes, 2006; Okhrin and Richter, 2011a; Palaniappan and Jawahar, 2011; Pitakaso et al., 2007; Rizk et al., 2006a; Tempelmeier, 2007; van den Heuvel and Wagelmans, 2006; van den Heuvel et al., 2007), storage capacities (Almada-Lobo and James, 2010; Bollapragada et al., 2011; Gonzalez-Ramirez et al., 2011; Gunnarsson and Ronqvist, 2008; Stadtl er and Sahling, 2013), outsourcing capacities (Errmodhani et al., 2012; Fleischhacker and Zhao, 2011; Gonzalez-Ramirez et al., 2011; Liu and Tu, 2008b; Ozturk and Ornek, 2010), overtime production capacities (Bilgen and Guenther, 2010; Gonzalez-Ramirez et al., 2011; Palaniappan and Jawahar, 2011) or transport capacities (Hwang, 2010; Sargut and Romeijn, 2007).

Product-related limitations appear in those papers addressing the production of only a single product (18 references) or in those that consider only mono-level product structures (Alwan et al., 2008; Degraeve and Jans, 2007; Gaglioppa et al., 2008; Ho et al., 2007, 2006; Kim and Xirouchakis, 2010; Mohan et al., 2012; Nascimento et al., 2010). Moreover, the product structures of Barba-Gutierrez et al. (2008), Kim and Xirouchakis (2010) and Ram et al. (2006) do not bear in mind possible product commonalities. Supply chain limitations are related to the specific nodes not included in the supply chain structure, such as suppliers (Jung et al., 2008a; Yang and Qi, 2010), more production plants (Guan and Philpott, 2011), warehouses (Guan and Philpott, 2011; Shaikh et al., 2011), distribution centers (Errmodhani et al., 2012; Torab i and Hassini, 2009), vendors (Jung et al., 2008b) or supplying very simple chain networks (Dudek and Stadtl er, 2007; Fleischhacker and Zhao, 2011; Huh et al., 2010; Rizk et al., 2006a; Selecuk et al., 2008). Moreover, transport issues and supplier selection are reported as drawbacks in Bilgen and Guenther (2010), Chen and Huang (2010), Gunnarsson and Ronqvist (2008), Qu and Williams (2008), and Lin et al. (2009) and Pal et al. (2011). Finally, the main limitation in relation to costs is the omission of setup costs, as pointed out by Bouchriha et al. (2007), Gramani and Franca (2006), Li et al. (2007), Ornek and Cengiz (2006) and Romero and Vermeulen (2009). The rest of cost drawbacks are due to contemplating constant costs over time (Azaron et al., 2009; Smith and Martinez-Flores, 2007), and to not considering transport costs (Chand et al., 2007), holding costs (Hwang, 2007), plant-specific manufacturing costs (Kanyalkar and Adil, 2007) or salvage costs (Hsu et al., 2009).

| Table 19. Main limitations of the reviewed works |
|----------------|------------------|
| Type            | Limitation                  | References |
| Solution method | Solution quality/procedure | 90         |
| (102 references)| Model complexity           | 4          |
|                 | Information update in solution process | 3         |
|                 | Sensitivity analysis on parameters | 2         |
|                 | Other solution method limitations | 3         |
| Production system| Single-machine            | 14         |
|                 | Setup limitations          | 12         |
Table 20 summarizes the main benefits pointed out by the reviewed references reported by their authors. In this work, benefits are classified into six groups: solution method, improvements, application, uncertainty, extensions and demand. Two hundred references present benefits relating to the solution method used. The vast majority (187 references) obtain good solutions in terms of either the CPU time needed or optimality, or they present solution procedures that outperform previous methods in the literature. Moreover, 11 references (Aghezzaf et al., 2011; Brahimi et al., 2006a; Genin et al., 2008; Leung and Chan, 2009; Leung and Ng, 2007b; Ornek and Cengiz, 2006; Rizk et al., 2006b; Van den broecke et al., 2008; Wei et al., 2011; Wu et al., 2010; Zanjani et al., 2010a) stand out for their robustness from the rest; namely, they are not affected when the problem parameters are varied. In this sense, flexibility in lead times (Bjork and Carlsson, 2007), routing and processes (Ahkioon et al., 2009), transport capacity (Hwang et al., 2010), related to uncertainty or different scenarios (Erromdhani et al., 2012; Leung and Chan, 2009; Schütz and Tomasmgard, 2011) and to modeling new constraints (Helber and Sahling, 2010) are an important advantage in dynamic production environments.

In all, there are 31 references which achieve significant improvements of different outputs of the proposed tactical production planning models. Most provide improvements in inventory levels or total inventory costs (Chen et al., 2010; Denton et al., 2006; Fandel and Stammen-Hegene, 2006; Fleischhacker and Zhao, 2011; Ho et al., 2006; Mehrotra et al., 2011; Mula et al., 2008; Shaikh et al., 2011; Taskin and Uenal, 2009; Wu et al., 2010), and in the total production costs (Boudia et al., 2008; Fleischhacker and Zhao, 2011; Liu et al., 2007; Mohan et al., 2012; Mula et al., 2008; Pastor et al., 2009; Peidro et al., 2010; Stadtler and Sahling, 2013; van den Heuvel et al., 2007). Other benefits corresponding to other performance measurements, such as
customer service levels (Denton et al., 2006; Mula et al., 2008; Nourelfath, 2011; Peidro et al., 2010; Shaikh et al., 2011), total setup costs (Fleischhacker and Zhao, 2011; Ho et al., 2006; Mehrotra et al., 2011), production throughput (Chen et al., 2010; Fandel and Stammen-Hegene, 2006) and total transport costs (Taskin and Uenal, 2009; Wu et al., 2010), are also identified in the reviewed works. Several references report the different extensions added to the standard production planning or lot sizing models, such as cellular manufacturing design (Akhioon et al., 2009; Safaei and Tavakkoli-Moghaddam, 2009), different quality levels in products (Denizel et al., 2010; Ferguson et al., 2009) or the inclusion of subcontracting activities (Merzifonluoglu et al., 2007; Safaei and Tavakkoli-Moghaddam, 2009). Moreover, the capability of extending their proposed models is emphasized by Li and Meissner (2011) and Stadtler (2011). According to several authors, other extensions relate to the consideration of non zero lead times (Grubbstrom and Huynh, 2006a; Safaei and Tavakkoli-Moghaddam, 2009), maintenance activities (Aghezzaf et al., 2007), and capacity decisions and overtime production (Merzifonluoglu et al., 2007). Finally, demand benefits are identified in relation to considering customer preferences by either using flexible or alternative BOM (Lin et al., 2009; Ram et al., 2006) or including marketing and pricing decisions (Barba-Gutierrez et al., 2008; Merzifonluoglu et al., 2007) or demand priorities (Denton et al., 2006).

The other benefits identified in the reviewed papers relate to their application in real-world firms (25 references) and to incorporating uncertainty into the input parameters inherent to real production environments (22 references).

<table>
<thead>
<tr>
<th>Type</th>
<th>Benefits</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solution method</td>
<td>Solution quality/procedure</td>
<td>187</td>
</tr>
<tr>
<td></td>
<td>Robustness</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>Flexibility</td>
<td>7</td>
</tr>
<tr>
<td>Improvements</td>
<td>Inventory levels/costs</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Total production costs</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>Customer service levels</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Setup costs</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Throughput</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Transport costs</td>
<td>2</td>
</tr>
<tr>
<td>Application</td>
<td>Application in real environments</td>
<td>25</td>
</tr>
<tr>
<td>Uncertainty</td>
<td>Uncertain parameters considered</td>
<td>22</td>
</tr>
<tr>
<td>Extensions</td>
<td>Cellular design</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Quality levels in products</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Subcontracting activities</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Non-zero lead times</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Capability to extend</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Other extensions</td>
<td>2</td>
</tr>
<tr>
<td>Demand</td>
<td>Customer preferences</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Other demand benefits</td>
<td>3</td>
</tr>
</tbody>
</table>

4 Discussion

After reviewing the selected papers on tactical production planning, this section provides some relevant streams and limitations in the literature on tactical production planning. In line with this, we confirm that, despite its importance and impact on existing production systems (Mabert, 2007) and the existence of numerous previous scientific papers, such as Benton and Whybark (1982), Billington et al. (1983), Bobko and Whybark (1985), Grubbström and Molinder (1994, 1996), Grubbström and Ovrin (1992), Grubbström (1999) and Whybark and Williams (1976), among others, very few works have been conducted within the MRP theory framework during
the study period. Most of the reviewed papers that deal with parts and raw materials planning correspond to multi-level lot-sizing modeling approaches. Generally, these papers focus mainly on developing efficient algorithms for typical lot-sizing extensions, such as inclusion of backlogs, setup times, sequence-dependent setups, etc. In this sense, the main contribution of the reviewed articles is to propose efficient solution methods which outperform previous procedures in the literature in terms of CPU time or optimality or production, inventory, setups or transport costs. The trade-off between efficient solution procedures and the modelling of realistic production systems is reflected in limitations related to production system (e.g., single-machine, setups, lead times), demand issues (e.g., backorders, lost sales, selling prices or discounts), capacities of the available resources and structure and number of products (e.g., multi-product models, multi-level BOM) that are neglected in order to reduce the computation times and improve the solution process. Despite that, multi-item big-bucket models are majority with respect to single-item models, but mono-level BOM is more common. Moreover, most of the reviewed articles consider capacity constraints related to productive resources and inventory space. On the other hand, the consideration of uncertain parameters related to unpredicted and variable production environments is an additional improvement in the proposed models. However, these parameters have been mainly modeled, especially uncertain demand, with stochastic models. In this case, when statistical data are unreliable or even unavailable, stochastic models may not be the best approach and fuzzy mathematical programming stands as an alternative modelling approach, but only has been considered in 7 of the reviewed papers. In our opinion, and independently of the production area, the reviewed articles address, but do not model, the situations related to current complex industrial environments and their impact on tactical decisions, such as the markets characterized by low demand and high competition, environmental aspects, offshoring of suppliers and importance of transport, etc. Instead, different extensions can be identified in the analyzed papers in addition to those cited above, for example, the consideration of production times (overtime, undertime and subcontracting), multiple and parallel machines and remanufacturing activities and quality issues. Among them, extensions related to demand and setup properties are those more included in the reviewed models. Nevertheless, we find such modeling efforts to reproduce real-world production problems relating to specific production sectors (examples can be found in the references of Table 17).

Although a considerable number of articles has been validated using data from real-world manufacturing firms, most of the reviewed articles perform numerical experiments with random created instances. With respect to the application industry, the automobile industry and the consumer goods industry have the main number of references. Moreover, although some proposals have been validated in real environments, very few of the proposed models are reported to be implemented and incorporated into the planning systems of the companies considered. We believe that this confirms a gap between academic research and industry. In general, industrial practitioners look for tools whose general purpose is to solve production problems easily without having to learn new modeling or programming languages. However, the reviewed articles focus on addressing production planning with problem-dependent solution methods based mainly on operations research principles and programming languages. Mathematical programming-based solution procedures and specific solution methods such as heuristic algorithms are proposed in most of the analyzed papers, and in a lesser extent metaheuristics. These solution approaches can be implemented by using modeling languages (e.g., Lingo, OPL, AMPL, GAMS, MATLAB), programming languages (e.g., C, Java, Delphi) or commercial solvers such as CPLEX or Xpress-MP, or combinations between them. The need to obtain optimal or near to optimal results makes the option of using a powerful tool such as CPLEX (in isolation or combined with other tools) becomes most frequent. This can prove a great difficulty for SMEs which cannot afford to buy these expensive, specific tools or to hire specialists in these fields. From our point of view, production planning models that reflect the current problems in complex industrial production environments are needed. These models should be solved with highly customizable and easy-to-use tools that integrate into firm’s current information systems (ERP, APS, etc.) in order to bridge this gap.
This research presents some limitations. First, the obtained results and findings are based on articles collected from 36 relevant operations research and management journals from Barman et al.’s (2001) ranking, and the 3rd and 4th levels from the ABS Academic Journal Quality Guide in the *Operations, Technology and Management*, and *Operations Research and Management Science* subjects. Other journals, which could cover production planning problems from a simulation or mathematical applied perspective, for example, are not considered. Moreover, based on the works of Chaudhry and Luo (2005) and of Wong and Lai (2011), we review only journal articles, hence conference proceedings and doctoral dissertations are not considered by assuming their subsequent publication in high-quality research journals. On the other hand, it is important to highlight new trends appeared recently in the literature, as sustainability, green production planning, or production planning with carbon emissions (Ashby et al., 2012; Brandenburg et al., 2014; Chaabane et al., 2012; Deif, 2011; Elhedhli and Merrick, 2012; Kenneth et al., 2012; Seuring, 2013; Sundarakani et al., 2010) have not been considered along this paper. Furthermore, given the aggregated presentation of the information, references may appear in more than one product within each classification criterion in many cases. Finally, only minority references are cited in each category as it is impossible to provide details of each one due to limited space. For this reason, the extended tables with each reference are available by clicking on the following link:

http://personales.upv.es/fcodiama/review/discrete-time%20models%20for%20tactical%20production%20planning.pdf

5 Conclusions

This work surveys 250 articles related to tactical planning in relevant operations research and management journals. To study the analyzed works, a classification based on the analysis of the following aspects is proposed: problem type, aim, number of products, time period, nature of demand, capacities constraints, extensions, modeling approach, solution approach, development tool, application, limitations and benefits. The main findings are summarized as follows: (1) most of the reviewed tactical production planning articles address master production scheduling problems; (2) multi-product big bucket production planning models are more prevalent, especially with mono-level product structures; (3) most of the limited resources considered in the reviewed papers correspond to productive resources and, to a lesser extent, to inventory capacities; (4) the inclusion of backlogs or backorders, setup times, parallel machines, overtime capacities, and the consideration of network-type multi-site configuration, stand out in terms of extensions; (5) the most widely used modeling approach is linear/integer/mixed integer linear programming; (6) exact algorithms, such as branch-and-bound in commercial MIP solvers, are the most widely used, followed by specific solution methods, such as tailored algorithms or hierarchical and simulation frameworks; (7) CPLEX, C and its variants and Lindo/Lingo are the most popular development tools among solvers, programming languages and modeling languages, respectively; (8) a small number of works has been validated in real production environments, of which the most outstanding are the sawmills, wood and furniture, automobile and semiconductors and electronic devices industries; (9) the most relevant criterion pointed by authors to evaluate the benefits and limitations of their works is the quality of the solution obtained in terms of optimality, the time needed, or the improvements made to previous solution procedures.

After conducting this review, we indicate some gaps in the literature with some proposed future research lines: (1) it is important to underline that we found no work that examines multi-level tactical production problems by considering not only the existence of near and offshore suppliers of parts and components, but also the impact that procurement transport may involve on accomplishing production plans. In this sense, like Mula et al. (2010a), we can confirm the need for optimization models and tools for the production and procurement transport planning processes which contemplate different forms of long- and short-distance transport (railway, air, full truck load, grouping, milk round, routes, etc.) and different characteristics (legal or
environmental restrictions). In this sense, we refer readers to Díaz-Madroñero et al. (2012) and Mula et al. (2012) for some conceptual models. Analytical models based on these conceptual models are a forthcoming work; (2) growing customer requests and increasing competition make demand management an important part of the success and applicability of tactical production planning models. Thus, consideration of demand-driven tools and mass customization practices can be an important extension to bear in mind; (3) applying tactical planning models in real-world production environments in which uncertain conditions can also be considered; (4) real-world industrial problems often have several conflicting objectives. Thus, modeling realistic tactical production planning problem implies the use of multi-objective programming, which can deal with the trade-off among the conflicting goals; (5) studying solution approaches, such as mathematical programming optimization, metaheuristics and/or matheuristics, which deal with the complexities associated with the extensions identified in this work and previous gaps; (6) integration of these models with companies’ information systems.
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