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Abstract. One problem created by the success of video lecture reposi-
tories is the difficulty faced by individual users when choosing the most
suitable video for their learning needs from among the vast numbers
available on a given site. Recommender systems have become extremely
common in recent years and are used in many areas. In the particular
case of video lectures, automatic speech transcriptions can be used to
zoom in on user interests at a semantic level, thereby improving the
quality of the recommendations made. In this paper, we describe a video
lecture recommender system that uses automatic speech transcriptions,
alongside other relevant text resources, to generate semantic lecture and
user models. In addition, we present a real-life implementation of this
system for the VideoLectures.NET repository.
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1 Introduction

Online multimedia repositories are rapidly growing and being increasingly recog-
nised as key knowledge assets. This is particularly true in the area of education,
where large repositories of video lectures and Massive Open Online Courses
(MOOCs) are becoming a permanent feature of the learning paradigm in higher
education. A well-known example of this is the VideoLectures.NET repository,
which currently includes more than 18,000 educational videos covering different
topics of science.

These repositories are being subtitled in several languages in order to make
them accessible to speakers of different languages and to people with disabil-
ities [4,21]. The lack of efficient solutions to meet this need is the motivation
behind the European project transLectures [15,19], which aims at develop-
ing innovative, cost-effective solutions for producing accurate transcriptions and
translations for large video repositories. Transcriptions and translations of video
lectures are the basis from which numerous other technologies can be derived.
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For instance, digital content management applications such as lecture categorisa-
tion, summarisation, automated topic finding, plagiarism detection and lecture
recommendation.

This latter has become essential due to the significant growth of video lecture
repositories. Users are often overwhelmed by the amount of lectures available
and may not have the time or knowledge to find the most suitable videos for
their learning requirements. Up until recently, recommender systems have mainly
been applied in areas such as music [8,10], movies [2,22], books [11] and e-
commerce [3], leaving video lectures largely to one side. Only a few contributions
to this particular area can be found in the literature, most of them focused on
VideoLectures.NET [1]. However, none of them has explored the possibility of
using lecture transcriptions to better represent lecture contents at a semantic
level.

In this paper we describe a content-based lecture recommender system that
uses automatic speech transcriptions, alongside lecture slides and other relevant
external documents, to generate semantic lecture and user models. In Section 2
we give an overview of this system, focusing on the text extraction and informa-
tion retrieval process, topic and user modeling and the recommendation process.
In Section 3 we address the dynamic update of the recommender system and the
required optimisations needed to maximise the scalability of the system. The in-
tegration of the system presented in Sections 2 and 3 into VideoLectures.NET,
carried out as part of the PASCAL Harvest Project La Vie, is described in detail
in Section 4. Finally, we close with some concluding remarks, in Section 5.

2 System Overview

Fig. 1 gives an overview of the recommender system. The left-hand side of the
figure show the topic and user modeling procedure, which can be seen as the
training process of the recommender system. To the right we see the recommen-
dation process. The aim of topic and user modeling is to obtain a simplified
representation of each video lecture and user. The resulting representations are
stored in a recommender database. This database will be exploited later in the
recommendation process in order to recommend lectures to users.

As shown in Fig. 1, every lecture in the repository goes through the topic
and user modeling process, which involves three steps. The first step is carried
out by the text extraction module. This module comprises three submodules:
ASR (Automatic Speech Recognition), WS (Web Search) and OCR (Optical
Character Recognition). As its name suggests, the ASR submodule generates an
automatic speech transcription of the video lecture. The WS submodule uses
the lecture title to search for related documents and publications on the web.
The OCR submodule extracts text from the lecture slides, where available. The
second step takes the text retrieved by the text extraction module and computes
a bag-of-words representation. This bag-of-words representation consists of a
simplified text description commonly used in natural language processing and
information retrieval. More precisely, the bag-of-words representation of a given
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Fig. 1. System overview.
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text is its vector of word counts over a fixed vocabulary. Finally, in the third
step, lecture bags-of-words are used to represent the users of the system. That
is, each user is represented as the bag-of-words computed over all the lectures
the user has ever seen.

When the topic and user modeling process ends, the recommender database
is ready for exploitation by the recommender engine (see the right-hand side of
Fig. 1). This engine uses recommendation features to calculate a measure s of the
suitability of the recommendation for every (u, v, r) triplet, where u refers to a
particular user, v is the lecture they are currently viewing and r is a hypothetical
lecture recommendation. In recommender systems, this is usually referred to as
the wtility function [13]. Specifically, it indicates how likely it is that a user u
would want to watch lecture r after viewing lecture v. For instance, this utility
function can be computed as a linear combination of recommendation features:

N
S(’U/,’U,T):w'wzzwn'xn (1)
n=1

where x is a feature vector computed for the triplet (u, v, r), w is a feature
weight vector and N is the number of recommendation features. In this work,
the following recommendation features were considered:

1. Lecture popularity: number of visits to lecture r.

2. Content similarity: weighted dot product between the lecture bags-of-words
v and r [6].

3. Category similarity: number of categories (from a predefined set) that v and
r have in common.

4. User content similarity: weighted dot product between the bags-of-words u
and 7.

5. User category similarity: number of categories in common between lecture r
and all the categories of lectures the user u has watched in the past.

6. Co-visits: number of times lectures v and r have been seen in the same
browsing session.

7. User similarity: number of different users that have seen both v and r.

Feature weights w can be learned by training different statistical classification
models, such as support vector machines (SVMs), using positive and negative
(u, v, r) recommendation samples.

The most suitable recommendation 7 for a given v and v is computed as
follows:

7 = argmax s(u, v, 1) (2)

However, in recommender systems the most common practice is to provide
the user the M recommendations r that achieve the highest utility values s, for
instance, the first 10 lectures.
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3 System Updates and Optimisation

Lecture repositories are rarely static. They may grow to include new lectures,
or have outdated videos removed. Also, users’ learning progress or interactions
with the repository influence the user models. The recommender database must
therefore be constantly updated in order to include the new lectures added to the
repository and update the user models. Furthermore, the addition of new lectures
to the system might lead to changes to the bag-of-words (fixed) vocabulary. Any
variation to this vocabulary involves a complete regeneration of the recommender
database. That said, changes to the vocabulary may not be significant until a
substantial percentage of new lectures has been added to the repository.

Two different update scenarios can be defined: the incorporation of new lec-
tures and updating the user models, on the one hand, and the redefiniton of the
bag-of-words vocabulary, including the regeneration of both the lecture and user
bags-of-words, on the other. We will refer to these scenarios as regular update
and occasional update, respectively, after the different periodicities with which
they are meant to be run.

— Regular update: The regular update is responsible for including the new
lectures added to the repository and updating the user models with the last
user activity, both in the recommender database. As its name suggests, this
process is meant to be run on a daily basis, depending on the frequency
with which new lectures are added to the repository, since new lectures
cannot be recommended until they have been processed and included in the
recommender database.

— Occasional update: As mentioned in Section 2, lecture bags-of-words are cal-
culated under a fixed vocabulary. Since there is no vocabulary restriction on
the text extraction process, we need to modify the bag-of-words vocabulary
as new lectures are added to the system. The occasional update carries out
the process of updating this vocabulary, which involves recalculating both
the lecture and user bags-of-words.

In order to maximise the scalability of the system, while also reducing the
response time of the recommender, the features Content similarity, Category
simalarity, Co-visits and User similarity described in Section 2 are precomputed
for every possible lecture pair and stored in the recommender database. Then,
during the recommendation process, the recommender engine loads the values of
these features, leaving the computation of features User content similarity and
User category similarity until runtime. The decision to calculate the features
User content similarity and User category similarity at runtime was driven by
the highly dynamic nature of the user models, in contrast to the lecture models,
which remain constant until the bag-of-words vocabulary is changed.

4 Integration into VideoLectures.NET

The proposed recommendation system was implemented and integrated into the
VideoLectures. NET repository during the PASCAL2 Harvest Project La Vie
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(Learning Adapted Video Information Enhancer) [12]. Said integration is dis-
cussed here across five subsections. First, we describe the VideoLectures.NET
repository, in Section 4.1. In Section 4.2 we give a brief overview of the transLec-
tures project, as part of which transcriptions of sufficient accuracy as to be
usefully deployed were generated for lectures in this repository. Next, we ad-
dress topic and user modeling from video lecture transcriptions and other text
resources, in Section 4.3. In Section 4.4 we describe how recommender feature
weights were learned from data collected from the existing VideoLectures.NET
recommender system. Finally, we present our evaluation of the system in Sec-
tion 4.5.

4.1 The VideoLectures.NET Repository

VideoLectures.NET [20] is a free and open access repository of video lectures
mostly filmed by people from the Jozef Stefan Institute (JSI) at major confer-
ences, summer schools, workshops and other events from many fields of science.
It collects high quality educational content, recorded to high quality, homoge-
neous standards. The portal is aimed at promoting science, the exchange ideas
and knowledge sharing by providing high quality didactic contents not only for
the scientific community, but also the general public. VideoLectures.NET has so
far published more than 18,000 educational videos. Relevant details regarding
the repository can be found in Table 1.

Table 1. Basic statistics on the VideoLectures.NET repository (June 2014)

Number of videos 18,824
Total number of authors 12,252
Total duration (in hours) 11,608
Average lecture duration (in minutes) 37

4.2 transLectures

The generation of accurate speech transcriptions for the VideoLectures. NET
repository was carried out as part of the European research project transLec-
tures [19]. transLectures aims to develop a set of tools for the automatic genera-
tion of quality transcriptions and translations for large video lecture repositories.
At the scientific level, the goals of transLectures are to advance the state-of-the-
art in model adaptation (to the domain, to the speaker, and using title searches
and text data extracted from the presentation slides) and intelligent human-
machine interaction, both as means of efficiently improving the end quality of
the automatic transcriptions and translations generated.

The English subset of the VideoLectures.NET repository was automatically
transcribed using the transLectures-UPV Toolkit [18]. The recommender system
was able to access the transcriptions via the transLectures Platform API [16, 17].
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4.3 Topic and User Modeling

The first step in generating lecture and user models involved collecting textual
information from different sources. In particular, for VideoLectures.NET, the
text extraction module gathered textual information from the following sources:

— transLectures speech transcriptions.

— Web search-based textual information from Wikipedia, DBLP and Google
(abstracts and/or articles).

— Text extracted from lecture presentation slides (PPT, PDF or PNG using
Optical Character Recognition (OCR)).

— VideoLectures.NET internal database metadata.

Next, the text extraction module output was used to generate lecture bags-
of-words for every lecture in the repository. These bags-of-words, as mentioned
in Section 2, were calculated under a fixed vocabulary that was obtained by
applying a threshold to the number of different lectures in which a word must
appear in order to be included. By means of this threshold, vocabulary size
is significantly reduced, since uncommon and/or very specific words are disre-
garded. Once defined, term weights were calculated using term frequency-inverse
document frequency (td-idf), a statistical weighting scheme commonly used in
information retrieval and text mining [9]. Specifically, tf-idf weights are used to
calculate the features Content similarity and User content similarity. Finally,
the VideoLectures.NET user activity log was parsed in order to obtain values
for the feature Co-wvisits for all possible lecture pairs, as well as a list of lectures
viewed per user. This list was used together with the lectures bags-of-words
to generate the users bags-of-words and categories. These, in turn, were used
to calculate User content similarity and User category similarity, respectively,
as well as User similarity for all possible lecture pairs. In a final step, all this
data was stored in the recommender database in order to be exploited by the
recommender engine in the recommendation process.

4.4 Learning Recommendation Feature Weights

Once the data needed to compute recommendation feature values for every pos-
sible (u, v, r) triplet in the repository was made available, the next step was to
learn the optimum feature weights w for the calculation of the utility function
shown in Equation 1. To this end, an SVM classifier was trained using data col-
lected from the existing VideoLectures.NET naive recommender system (based
only on keywords extracted from the lecture titles). Specifically, every time a
user clicked on any of the 10 recommendation links provided by this recom-
mender system, 1 positive and 9 negative samples were registered. SVM training
was performed using the SVM! 9" open-source software [7]. The optimum fea-
ture weights were those that obtained the minimum classification error over the
recommendation data.
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4.5 Evaluation

Although there are many different approaches to the evaluation of recommender
systems [14, 5], it is difficult to state any firm conclusions regarding the quality
of the recommendations made until they are deployed in a real-life setting. The
La Vie project therefore provided an ideal evaluation framework, being deployed
across the official VideoLectures.NET site. The strategy followed for the objec-
tive evaluation of the La Vie recommender was to compare it against the existing
VideoLectures. NET recommender by means of a coin-flipping approach. Specif-
ically, this approach consisted of logging user clicks on recommendation links
provided by both systems on a 50/50 basis and comparing the total number of
clicks recorded for each system.

The results did not show any significant differences between the two rec-
ommenders in terms of user behaviour. This can be explained by the fact that
user-click count alone is not a legitimate point of comparison for recommendation
quality. For instance, random variables not taken into account might influence
how users respond to the recommendation links provided. As an alternative, we
can compare the rank of the recommendations clicked by users within each sys-
tem. Specifically, for each recommendation clicked by a user in either system,
we can compare how the same recommendation ranked in the other system.
This might be a more appropriate measure for comparing the recommendations
in terms of suitability. However, additional data need to be collected in order
to carry out this alternative evaluation. This data is currently being collected
and future evaluation results will be obtained following this rank comparison
approach.

Despite the lack of objective evidence for assessing the comparative perfor-
mance of the La Vie system, subjective evaluations indicate that the proposed
recommender system provides better recommendations than the existing Vide-
oLectures.NET recommender. Fig. 2 shows recommendation examples from both
systems for a new user viewing a random VideoLectures. NET lecture. Although
recommendation suitability is a subjective measure, La Vie recommendations
seem to be more appropriate in terms of content similarity.

5 Conclusions

In this paper we have shown how automatic speech transcriptions of video lec-
tures can be exploited to develop a lecture recommender system that can zoom
in on user interests at a semantic level. In addition, we have described how the
proposed recommender system has been particularly implemented for the Vide-
oLectures.NET repository. This implementation was later deployed in the official
VideoLectures.NET site.

The proposed system could also be extended for deployment across more
general video repositories, provided that video contents are well represented in
the data obtained by the text extraction module.

By way of future work we intend to evaluate the recommender system using
other evaluation approaches that measure the suitability of the recommendations
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Fig. 2. On the left, La Vie system recommendations for a new user after viewing
“Basics of probability and statistics” VideoLectures.NET lecture. On the right, recom-
mendations offered by VideoLectures.NET’s existing system.

more accurately, such as the aforementioned recommendation rank comparison.
In addition, it is our intention to perform several analysis on the importance of
the speech transcription with respect to other variables regarding recommenda-
tions quality.
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