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Abstract

The goal of this work is to present different detection techniques and its feasibility for detecting unknown acoustic signals with general applicability to different noise conditions. These conditions replicate those commonly found in real-world acoustic scenarios where information about the noise and signal characteristics is frequently lacking. For this purpose, different extensions of the energy detector and even new structures for improving the robustness in detection are considered and explained. Furthermore, three different research lines of application are presented in which the energy detector and its extensions are used to improve the localization accuracy and the classification rates of acoustic sounds.
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1. Introduction

The simplest problem in detection is to decide whether the observation vectors are formed by a known signal in the presence of noise, or just noise. However, this requires knowing the characteristics of the signal to be detected and the noise in which it is found. Therefore, the degree of difficulty of a detector is inversely related to the degree of knowledge about the signal and the background noise, in terms of probability density function (PDF). The ideal detection case occurs when the PDF of the signal and noise are fully known, since this situation offers the possibility of obtaining the optimum detector for both Bayes and Neyman Pearson criteria [1]. When the characteristics of the signals are not entirely known, some other detection solutions, though probably not optimal, can be attempted in order to obtain a suitable detector.

Gaussian distribution is frequently considered because of its widespread theory and practical applications. Detection of unknown deterministic signals in background Gaussian noise is a classic detection problem. The energy detector (ED) implements a generalized likelihood ratio test (GLRT) when the noise is Gaussian [1]; but when the noise is non-Gaussian and non-independent, the performance decreases. The Gaussian and independent noise assumptions are typically used in various scenarios for mathematical simplicity when studying the behavior of a detector. In numerous applications and real-world problems, utilizing this approach is very useful as it makes the implementation of simpler detectors feasible. However, not all scenarios can be characterized as independent Gaussian noise due to the unpredictable characteristics of each particular case. In these situations, it is necessary to study the detectors in the presence of noise with a non-Gaussian distribution and with dependence between the samples. Therefore, it is possible to apply several extensions to the classical ED to improve the behavior of the detector as it will be presented through this work.

It is also important to note a highly-relevant issue affecting detection, yet which is often overlooked: the actual duration of the signals to be detected, yet which is often overlooked: the actual duration of the signals to be detected. In some applications such as echo detection in radar, sonar or acoustics, an approximate idea of the signal length may be available. However, in the context of novelty or event detection, where the characteristics of the signals are unknown, no information about the duration is available since any type of signal may appear in the environment under study. Se-
lecting the temporal duration of the observation vector is very challenging and may significantly affect the detection, since the observation duration could be too long or too short for the actual signal duration, thereby producing a significant loss in the probability of detection. A similar problem is observed in the frequency domain, where signal bandwidth (instead of signal duration) is difficult to determine. Hence, signal duration introduces a degree of uncertainty to the detection problem. A detailed study is thus necessitated to determine how the behavior of the detector used will be affected.

Finally, this work will also focus on the description of new technologies in three growing and well differentiated application areas that incorporate techniques to automatically detect events or novelties in a monitored acoustic environment: surveillance systems, man-machine interaction and cultural heritage applications. Hence, sound-based systems are good candidates for verifying and evaluating the behavior of an energy detector; they define scenarios where both background noise and events may have variable and unpredictable characteristics. These systems are currently being assessed by the “Grupo de Tratamiento de Señal (GTS)” in the “Universitat Politècnica de València (UPV)” for incorporation within the framework of different projects:

- The first one falls within the field of security in public places and it has been supported under a CENIT project called HESPERIA [2].
- The second one lies within the framework of a cooperative exchange program of Ph.D. students with the “Acoustic scene analysis group” of “Universität Karlsruhe (TH)” (Germany). The cooperation is part of a project conducted by the Humanoid Robots research group.
- The third application is currently being developed inside a European Project under the FP7 program called ARTSENSE [3], which main goal is to provide a more adaptive and attractive artwork experience in museum scenarios.

Therefore, Section 2 presents the energy detector as the optimum solution to detect unknown signals in presence of Gaussian and uncorrelated samples. Then, Section 3 describes the extensions for the non-Gaussian and non-independent case, as well as, a multiple energy detector structure to deal with the uncertainty of the signal duration. Section 4 presents the aforementioned projects which provide real-world scenarios to test the new energy detector algorithms proposed herein, and finally the conclusions of our work are summarized in Section 5.

2. Energy detector and the matched subspace filter

The detection theory is essential for the design of systems which implement an automatic processing of the signal for both decision making and information extraction. Examples of this kind of systems appear in communications, radar, biomedicine, image processing, etc. All of them share the common aim of being able to decide when an event of interest occurs and to determine as much information as possible about it. The detection theory is based on making a decision between two options from the available measures. In many of the typical applications mentioned, detection algorithms must decide between “noise only” or “signal masked with noise”.

The problem resides in defining a decision rule that indicates which of two hypotheses should be chosen: hypothesis $H_0$, where only noise is present, or hypothesis $H_1$, which indicates the presence of a signal and noise. The decision rule can be represented by the following expression:

$$\Lambda(y) \begin{cases} H_1 & \text{if } y \gt \lambda \cr H_0 & \text{otherwise} \end{cases}$$

where $\lambda$ is the threshold and $\Lambda(y)$ is a function that depends on the measurements. If it exceeds the threshold, then $H_1$ is selected; otherwise, $H_0$ is decided. The aim of the detection theory is, hence, to design the most appropriate detector by defining $\Lambda(y)$ and $\lambda$. Taking into account the approach of Neyman Pearson, the search for the optimal detector is based on maximizing the probability of detection (PD) for a given probability of false alarm (PFA).

When the background noise is Gaussian distributed, several scenarios can be differentiated, each determined by the degree of uncertainty related to the knowledge of the signal characteristics. On one hand, based on the simplest example, where the desired signal is known and the noise is white and Gaussian, the optimal detector for this case is called the matched filter (MF). On the other hand, energy detectors are employed in automatically detecting signals in the presence of background noise when there is no exact knowledge of the signal waveform. Energy detectors have a very simple structure and are easily implementable. The ED is optimal when both signal and background noise are modeled as random uncorrelated Gaussian; or, it is at least a GLRT when the signal is deterministic and completely unknown [1].

Taking the above considerations into account, the hypotheses $H_0$ and $H_1$ can be expressed as follows:

$$H_0: \begin{cases} y = w \cr w: N(0,\sigma^2_w I) \end{cases}$$

$$H_1: \begin{cases} y = x + w \cr x: N(0,\sigma^2_x I) \end{cases}$$

where $y$ is the observation data vector. The signal vector is given by $x = [x_1,\ldots,x_N]^T$, and it is modeled as a zero mean, white Gaussian random process. The vector $w = [w_1,\ldots,w_N]^T$, is the white Gaussian noise with variance $\sigma^2_w$, and the test becomes:
which is known as the energy detector (ED), since it ultimately compares the energies of the measurements with a certain threshold \( \lambda \). Notice that for notation simplicity \( \lambda \) is used in (3) as a general threshold and it will also be used in the following tests although it is calculated in a different manner in each case. It is intuitively deduced that when the signal is present, the energy of the received data \( y \) will increase. In fact, the test of the expression (3) can be considered as an estimator of the data variance and, after comparing it with a threshold, it can be decided whether it has a variance under hypothesis \( H_0 (\sigma_n^2) \), or under hypothesis \( H_1 (\sigma_s^2 + \sigma_n^2) \).

In the previous cases, it was assumed that the noise was white. But sometimes this is not the case, and the implications of this fact must necessarily be examined. In this section, the energy detector mentioned above is studied when the noise is not white and the test is reformulated. The hypotheses are similar to those presented in (2). This time, however, the noise is characterized by \( w : N(0, R_w) \), where \( R_w = E[ww^T] \) is a general covariance matrix [4]. For the Gaussian case, independence and uncorrelation are equivalent, hence simple pre-whitening is enough. The original observation vector \( y \) is transformed into a pre-whitened observation vector \( y_p = R_w^{-1/2} y \). The ED is then applied to the pre-processed observation vectors, obtaining the following test denoted as pre-processed energy detector (PED):

\[
\frac{y^T y_p}{\sigma_n^2} \overset{H_1}{\gtrless} \lambda \quad \quad \frac{y^T R_w y}{\sigma_n^2} \overset{H_1}{\gtrless} \lambda
\]  

Notice that \( R_w = E[w w^T] \) and, hence, \( \sigma_n^2 \). So, we can verify that the transformation used in the pre-whitening yields independent samples and also normalizes the variance of the original noise observation vector.

Finally, the linear model will be considered here so as to introduce the special detection problem when the signal is unknown, but can be assumed to be included in a subspace. To briefly review the classical linear model, consider the following detection problem:

\[
H_0: y = w, \quad w : N(0, \sigma_n^2 I) \\
H_1: y = s + w, \quad s: N(0, \sigma_s^2 I)
\]  

where \( y \) is the observation vector in each hypothesis (dimension \( N \)), \( w \) is the noise background vector with zero-mean and Gaussian distribution, and, finally, \( s \) is the signal vector. It is assumed that \( s \) is defined in a subspace formed by \( p < N \) columns of the known matrix \( H(p \times N) \), termed the observation matrix, and modeled by a vector of unknown parameters \( \theta \), as follows \( s: H \theta \). As the signal is deterministic with unknown parameters, the detector used in this case is the matched subspace filter (MSF). This kind of detector is based on the estimated energy of the observation vector contained in the signal subspace by implementing the following test [1]:

\[
\frac{y^T H^T (H^T H)^{-1} H^T y}{\sigma_n^2} \overset{H_1}{\gtrless} \lambda
\]  

where we can define \( P = H^T (H^T H)^{-1} H^T \) as the projection matrix onto the subspace signal \( H \).

### 3. Extensions of the energy detector

The EDs are used to detect random signals in the presence of background noise when there is no information about the waveform to be detected. EDs provide optimal solutions to the detection problem when the signal and noise follow a Gaussian distribution with zero-mean, and the samples are uncorrelated. However, when the noise is not only non-Gaussian, but also non-independent, further extensions of the ED and the MSF are required. In addition, when there is no information about the signal duration, an important uncertainty is introduced. Therefore, novel detector solutions must be studied to face these problems as described below.

#### 3.1. Non-Gaussian noise

When the noise characteristics differ from the assumption of Gaussianity, the ED is neither optimum nor does it implement a generalized likelihood ratio test (GLRT). Let us first consider the simplest case in which the components of the noise vector \( w = [w_1, w_2, ..., w_N] \) are independent and identically distributed (i.i.d.), and sampled from a non-Gaussian distribution. As the ED is either optimum or GLRT when the noise is Gaussian, the use of a non-linear function \( g(\cdot) \) is proposed to convert a random variable having arbitrary distribution function \( F_w(w) \) to a zero-mean and unit-variance Gaussian random variable. Thus, an extended energy detector (EDD) is obtained by applying this transformation, denoted by \( g(\cdot) \), to every component of the observation vector \( y \) before computing the energy, and then by subsequently implementing the following test:

\[
\frac{g(y)^T g(y)}{P_{gw}} \overset{H_1}{\gtrless} \lambda
\]

This test resembles the particularization of the Rao test for detecting unknown signals. \( P_{gw} \) is the mean power of the transformed background noise and \( \lambda \) is the detec-
In the context of novelty or event detection, no information about the signal duration is available and, therefore, selecting the length of the observation vector is a very challenging task that may significantly affect the detection.

### 3.2. Non-independent noise

Both the ED and the EED assume i.i.d. components of the noise vector \( w \). When this is not the case, and the samples exhibit some form of dependence, it is necessary to apply additional pre-processing. As mentioned, independence and uncorrelation are equivalent for the Gaussian case; hence simple pre-whitening is sufficient and the pre-processed energy detector (PED) already presented can be utilized.

However, the statistical dependence problem for the non-Gaussian case is not so easily solved. The problem of calculating the PDF of a vector with correlated non-Gaussian samples has not been solved yet for many cases of study, so analytical expressions of the likelihood functions are not available for calculating the likelihood ratio (LR) or formulating Averaged LRs of GLRTs. One of the techniques used to reach vectors with independent components is to apply an independent component analysis (ICA) [7,8]. Essentially, ICA may be applied to yield an observation vector \( y_p \), with independent components by means of a linear transformation \( U \) of vector \( y \) as follows:

\[
y_p = U y
\]

where \( U \) is usually divided into two steps: the first decorrelates the elements of vector \( y \) by means of matrix \( R_w^{1/2} \), and the second yields the desired independence by means of a unitary transformation matrix named \( Q \) (equivalent to a rotation). As a result, the ED for non-Gaussian, non-independent noise is defined as follows:

\[
g \left( Q R_w^{1/2} y \right)^T g \left( Q R_w^{1/2} y \right) \begin{cases} H_1 & \text{if } T > \lambda \\ H_0 & \text{if } T \leq \lambda \end{cases}
\]

It will be referred to hereafter as the pre-processed extended energy detector (PEED) [6]. Notice that, normalization by the noise mean-power is implied, as the non-linear transformation generates random zero-mean unit-variance Gaussian variables.

### 3.3. Generalization of the matched subspace filter

In this section, a further generalization of the MSF is proposed in order to consider the most general case of non-Gaussian and non-independent noise. First, our attention turns to the Rao test, since it is rather simple to adapt the general form of this test to the signal subspace detection problem in non-Gaussian noise assuming that the components of the noise vector \( w \) are i.i.d. random variables. Therefore, a non-linear transformation \( g(\cdot) \) is applied to the original observation prior to computing the normalized subspace energy. When the components of \( w \) are not i.i.d., the non-independent observation vector could be transformed into a new one having independent components. This can be done again by means of ICA with an appropriate linear transformation leading to a new generalization of the MSF that will be termed hereafter as generalized matched subspace filter (GMSF) [9]. Therefore, using \( U \) as the linear transformation to obtain i.i.d. vector noise samples with \( u = U w \), the GMSF is proposed:

\[
g(Uy)^T P_{g(u)} g(Uy) \begin{cases} H_1 & \text{if } T > \lambda \\ H_0 & \text{if } T \leq \lambda \end{cases}
\]

where \( P_{g(u)} = E\{g^2(u)\} \), and the pre-processed subspace matrix can be expressed as \( P_u = H_y (H_y^T H_y)^{-1} H_y^T \) with \( H_y = UH \).

### 3.4. Unknown signal duration

It is of particular importance to examine the relationship between the dimensions of the observation vector \( N \) and the behavior of the ED. To this end, when \( N \) is large and assuming white Gaussian noise, the chi-square distribution can be approximated by a Gaussian distribution having mean \( N \) and variance \( 2N \). Similarly, the non-central chi-square distribution can be approximated by a Gaussian one with a mean \( SNR N + \lambda N \) and a variance \( 4SNR N + 2N \). In consequence, the expression of the ROC for the ED when \( N \) is too large can be easily obtained, as in [1]:

\[
PD \approx Q(Q^{-1}(P(|\text{PFA}|-SNR/N)) \quad [10]
\]

where \( Q \) is the error function.

The term \( SNR = \frac{SNR}{\sqrt{2N}} \) is defined as a normalized SNR, and, taking into account (10), it can be clearly observed that, for a given PFA, the PD not only depends on the SNR, but also on the dimension \( N \) of the observation vector. Hence, for a specific SNR, if the signal duration is significantly smaller than \( N \), the \( SNR N \) (and in consequence, the PD) will be much lower than it would be with a choice of \( N \) that matched the actual signal duration.

To address this problem, a multiple energy detector structure (MED) is presented and analyzed in detailed in [10]. The MED was formed by multiple EDs matched to different signal durations and bandwidths, and the segmentation strategy followed in this case was based on several layers. Figure 1 shows the proposed layered structure of...
where each layer was formed by successive segmentations (of a factor of 2) of the original observation vector. The presence of signal was determined if at least one of the ED decides it.

However, the analysis of this multiple energy detector structure is complicated by the fact that the individual decisions of each ED used in this structure \( u_i \) are statistically dependent. This fact complicates the derivation of the overall PFA and PD of the MED structure; hence, it is necessary to carry out a theoretical study in order to obtain these expressions, as addresses in [10].

4. Use of energy detectors in acoustic scene analysis applications

In previous sections, the different extensions of the ED were presented; however, it is necessary to extend this study to the case of real-world signals and noises that may be found in different applications. There are a great number of areas in which the detection of unknown events is required. One of the most interesting fields of research is acoustic scene analysis, in which the signals recorded by a set of microphones are processed to extract as much information as possible about the environment.

4.1. HESPERIA Project

Part of the present work was developed within the framework of a collaborative research project between various companies and Spanish universities called HESPERIA (Homeland Security: Technologies for the Security in Public Spaces and Infrastructures) [2]. The objective of this consortium was to develop technologies that allow the creation of innovative security systems, video surveillance and operation control in private building and public places. The project sought to substantially increase the security of strategic infrastructures (electrical substations, water deposits, telecommunications centers) and of public places (airports, railway stations, ports, and urban environments like pedestrian areas, shopping centers, etc.).

The "Grupo de Tratamiento de Señal (GTS)" was tasked with acoustic monitoring of the environment with the aim of preventing dangerous situations by detecting, classifying and localizing suspicious events that might be enshrouded in a background noise.

The detection of such events has traditionally been attempted with techniques of video processing, but not with acoustics. However, the video systems observe the information in a certain direction for a specific instant of time, while acoustic processing allows one to listen in any direction at any instant of time. Therefore, by using the detection of acoustic events it is possible to overcome some of the technical deficiencies of the video systems. Some advantages are related to the immunity to lighting conditions, the ability to adapt to noisy and changing environments and, possibly the most relevant, the ability to detect events that take place in hidden areas outside the view of the security cameras. It is of paramount interest, therefore, to apply all the detection techniques described in the previous sections to the acoustic monitoring of surveillance environments. This will provide a cognitive audio system with the capability of automatically detecting unusual events in different scenarios, as shown in Figure 2.

Within the framework of this project, the detection and identification of possible dangerous events that might occur in the scene under analysis is of particular importance. Most of the earlier studies in the literature present the mel-frequency cepstral coefficients (MFCC) to be the most suitable features for speech and sound sources identification [11]. MFCC usually offers good performance, but the vulnerability of these features to noise degrades their recognition performance. Better features are generally desired for noisy environments and for that reason, we presented in [12] a noise robust feature extraction method to deal with this problem. The MED is capable of determining the presence of an acoustic event within a background noise; however, it can also provide information about it, which can then be employed for classification. Therefore, taking advantage of the MED, a modified MFCC extraction method was presented and some appropriate novel features were extracted by using the signature an event produced when it was processed by the MED. Furthermore, we also presented in [13] a detailed evaluation where the multiple energy detector was shown to provide significant improvement in the detection of
acoustic events. In particular, the performance of the MED was studied in the time and frequency domains since detection of signals with unknown bandwidth is also of particular interest. The MED structure was also evaluated with real signals of unknown duration and bandwidth. As expected, the MED offered the best detection results in comparison to the single ED, when the acoustic signal duration or bandwidth was smaller than the original observation vector length. In addition, it was also demonstrated how this improvement was worthwhile, despite of the possible degradation resulting from the opposite case of using unnecessary layers of the MED.

4.2. HUMANOIDS robot
One of the most important areas in which the acoustic scene analysis is required is in the interaction between man and machine. Appropriate situations occur in scenarios where a human cooperates with a humanoid robot, or is assisted by one [14]. In this case, several active sound sources can exist in the robot’s proximity, for example in a kitchen, which contains many different acoustically observable appliances. However, the localization of these sound sources is highly influenced by the presence of background noise and the unpredictable waveforms of the signals.

Thus, to resolve the two aforementioned issues, the “Grupo de Tratamiento de Señal (GTS)” in cooperation with the “Acoustic scene analysis group” of “Universität Karlsruhe” presented two novel localization approaches in [15] and [16]. They combine the information provided by an energy detector with the well-known localization method SRP-PHAT [17]. In [15], a microphone array was built according to the head geometry of a humanoid robot (Figure 3) and it is employed to localize dominant acoustic sources in a given noisy environment. This capability is successfully used in good SNR conditions, but its accuracy decreases considerably in the presence of other background noise sources. In order to counteract this effect, a novel approach is used: it implements a background noise suppression algorithm based on the ED to improve the localization method SRP-PHAT.

![Figure 3. Head of the humanoid robot ARMAR III](image)

The work developed in [16] lies within a humanoid robot application where a complete acoustic scene analysis is necessary to localize and detect all types of sound events which can occur in the proximity. Basically, two types of sound sources were differentiated: impulsive and non-impulsive. In many cases, only the non-impulsive ones, mainly speech, are taken into account. But, especially for the detection of dangerous or unusual situations, it is often necessary to localize and detect also impulsive sound sources like slamming doors or breaking glass. In order to be able to properly localize both types of events, a modification of the standard SRP-PHAT algorithm was...
presented and a novel approach using an ED in a temporal event alignment and a pre-classification was proposed.

4.3. ARtSENSE Project

ARtSENSE [1] (Augmented RealiTy Supported adaptive and personalized Experience in a museum based on processing real-time Sensor Events) is a European research project that involves nine European institutions, from technological centers and universities to private companies and cultural heritage institutions (CH) such as museums. The main objective of the project is to provide a personalized experience for all visitors by adapting the content presented by an augmented reality (AR) system taking into account the psychological state of the visitor.

The consortium is formed by 3 European museums (end users) and 6 technical partners from different European countries: France, Spain, Germany, United Kingdom, Serbia and Hungary. The project therefore features an interdisciplinary and participatory design approach that leverages the synergy among CH professional and technology partners in a highly inclusive way.

Consequently, one of the objectives consists of determining the level of interest when the visitor is in front of an artwork. To reach this milestone, the system structure of Figure 4 is presented. In order to obtain the user interest it is necessary to model the visitor and the environment in which he is immersed. This model considers different information sources such as gaze and gesture, acoustics and bio-signals in order to obtain the user attention. The acquisition of the different signals is carried out by three different technologies involved: acoustics, video and biosensing. In that sense, it is crucial to define a structure capable of relating the sensors and the information extracted from them in a suitable manner. Therefore, if the visitor is interested on the artwork, the AR system will provide more information and more details about it. On the contrary, if the visitor seems to be lacking interest, other artworks will be suggested and/or different content will be provided.

One of the main roles of the GTS in the ARtSENSE project is devoted to the acoustic scene analysis of the visitor’s environment and the generation of the corresponding audio contents. To determine the user level of interest, it is important to know what is happening in his acoustic proximity since different kinds of sounds can occur: people talking, mobiles ringing, crowd, etc. These sounds can affect and disturb the visitor and therefore a set of omni-directional electret condenser microphones and a multichannel audio data acquisition unit worn by the visitor are used to capture the acoustic events and background noise. The digitalized signals are transferred in real time to the processing unit, which is in charge of applying the corresponding algorithms to extract valuable information about the event. These algorithms are divided in three stages. The first one consists of detecting the presence of any possible acoustic event that has occurred over the noise level. When a sound source is detected, the second stage is responsible of extracting more information about the event and to determine its level of disturbance. Finally, the third stage determines if the visitor has turned towards the acoustic event or not.
5. Conclusions

We have introduced the detection problem related to the amount of available knowledge about a signal and the background noise in which it is immersed. We reviewed the possible detection solutions which depended on the degree of knowledge available about the signal to be detected. The MF and the ED were presented as the optimal solutions for the detection of known deterministic and unknown signals, respectively. Furthermore, it was demonstrated that when the signal is unknown, but is present in a subspace, the MSF is used. In all these cases, the noise was assumed to be uncorrelated and Gaussian distributed.

The ED has been studied in three particular situations dealing with the non-Gaussianity of the noise, dependence of the noise sample and with the unknown duration of the event of interest. Therefore, the particular generalizations of the ED were presented to improve its performance under these conditions. When the noise is non-Gaussian, the Rao test was examined as a suboptimum solution to the detection problem but alternative non-linear functions were proposed, leading to an extended version of the ED, termed EED. Then, when the noise is not only non-Gaussian, but also non-independent, further extensions of the ED and the MSF were presented, leading to novel detector solutions termed PEED, GMSF, respectively. In both cases, ICA was applied to estimate the matrix transformation that makes as much i.i.d. as possible the components of the data vectors. And finally, it has been demonstrated that the signal duration incorporates an important uncertainty that influences the detection problem. Therefore, to address the problem of detecting unknown signals with undetermined duration, a novel approach based on the implementation of a MED structure was reviewed.

Finally, three real acoustic applications developed in the framework of some research projects have been presented where sound sources are not entirely known and thus, the design of an appropriate detector is more difficult. One of these projects is focus on surveillance systems by means of an efficient and robust acoustic detector capable of determining the presence of an event within a background noise. Furthermore, it has been shown the promising results achieved by combining the localization and classification of acoustic sounds with energy detectors.
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