Real qualitative behavior of a fourth-order family of iterative methods by using the convergence plane
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Abstract

The real dynamics of a family of fourth-order iterative methods is studied when it is applied on quadratic polynomials. A Scaling Theorem is obtained and the conjugacy classes are analyzed. The convergence plane is used to obtain the same kind of information as from the parameter space, and even more, in complex dynamics.
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1. Introduction

The application of iterative methods for solving nonlinear problems \( f(x) = 0 \), with \( f : \mathbb{R} \to \mathbb{R} \), gives rise to rational functions whose dynamics are not well-known. The simplest model is obtained when \( f(x) \) is a quadratic polynomial and the iterative algorithm is Newton’s scheme. This case has been widely studied under the view of complex dynamics (see, for instance [8, 13]). The study of the dynamics of Newton’s method has been extended to other point-to-point iterative schemes (see for example [9, 12, 16, 22]) and to multipoint iterative methods (see for example [1, 2, 10, 11, 21, 23]), for solving nonlinear equations. Nevertheless, the real dynamical analysis is not profusely studied, although some references can be found in the literature (see, for example [6], [14], [3], [4], [17] and [18]).

From the numerical point of view, the dynamical properties of the rational function associated with an iterative method give us important information about its stability and reliability. In most of mentioned papers, interesting dynamical planes, including periodical behavior and other anomalies, have been obtained. We are interested in the analysis of the role of the parameter in the stability of the family of iterative methods, which would allow us to select a particular one with good numerical properties.

In this work, the family under study is the class of three-step fourth-order iterative methods for solving nonlinear systems, introduced by the authors in [5], denoted by M4 and whose iterative expression is

\[
\begin{align*}
y_k &= x_k - F'(x_k)^{-1}F(x_k), \\
z_k &= y_k - \frac{1}{\beta}F'(x_k)^{-1}F(y_k), \\
x_{k+1} &= z_k - F'(x_k)^{-1}
\left((2 - 1/\beta - \beta)F(y_k) + \beta F(z_k)\right),
\end{align*}
\]

where \( \beta \) is an arbitrary complex parameter, \( \beta \neq 0 \). As the authors proved in [5], the corresponding scheme for \( \beta = 1/5 \) is the unique element of the family with order of convergence five. In this paper, we will analyze the real dynamical behavior of this family of methods applied to the nonlinear equation \( f(x) = 0 \). We will denote by \( G_f(x, \beta) \) the fixed point operator associated to the class of methods (1) on a nonlinear real function \( f(x) \), whose expression is

\[
G_f(x, \beta) = x - \frac{1}{f(x)} \left[f(x) + f(y)(2 - \beta) + \beta f\left(y - \frac{1}{\beta} \frac{f(y)}{f'(x)}\right)\right]
\]

where \( y = x - x - \frac{f(x)}{f'(x)} \).
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The authors in [20] have studied the complex dynamics of the rational function associated to (1), analyzing the conjugacy classes. In it, some complex regions with rich dynamical behavior have been shown providing interesting elements of the family of iterative methods. In this paper, our aim is the real dynamics of this family. Despite what might seem, some numerical results obtained in this paper allows us to conjecture that the real behavior is not included in the complex one. In fact, we will find stable real regions where attracting periodic orbits appear in the complex study, and vice versa.

The dynamical behavior associated to two rational operators (corresponding to a particular iterative method) conjugated by an affine map is qualitatively the same if a Scaling Theorem is satisfied.

**Theorem 1.** Let \( f(x) \) be an analytic function and let \( A(x) = ax + b \) with \( a \neq 0 \) be an affine map. Let \( g(x) = (f \circ A)(x) \). Then, \( (A \circ G_g \circ A^{-1})(x) = G_f(x) \), that is, \( G_f \) and \( G_g \) are affine conjugated by \( A \).

**Proof:** Let us consider firstly

\[
G_f(A(x)) = T_f(A(x)) - \frac{(2 - \frac{1}{\beta} - \beta)f(N_f(A(x))) + \beta f(T_f(A(x)))}{f'(A(x))},
\]

where \( T_f \) and \( N_f \) are the fixed-point operators of the first and second steps, respectively.

As \( g(x) = (f \circ A)(x) \), it is clear that \( g'(x) = a f'(A(x)), N_g(x) = x - \frac{A(x) - N_f(A(x))}{a} \) and also \( g(N_g(x)) = f(N_f(A(x))) \). Then,

\[
T_g(x) = x - \frac{1}{a f'(A(x))} \left[ f(A(x)) + \frac{1}{\beta} f(N_f(A(x))) \right]
\]

and \( g(T_g(x)) = f(T_f(A(x))) \).

Finally,

\[
A(G_g(x)) = a G_g(x) + b = a \left[ T_g(x) - \frac{(2 - \frac{1}{\beta} - \beta)g(N_g(x)) + \beta g(T_g(x))}{g'(x)} \right] + b = G_f(A(x))
\]

by simply substituting the previous calculations.

The Scaling Theorem allows us to reduce the study of the dynamics of the iteration function \( G_f \) to the study of specific families of iterations of simpler maps. For example, any real quadratic polynomial \( p(x) = c_2 x^2 + c_1 x + c_0 \) with \( c_2 \neq 0 \) (we may assume that \( c_2 = 1 \)) can be reduced to \( x^2 + c \), by using an affine map. Then, we are going to analyze the following polynomials that correspond to the three different cases: \( p_-(x) = x^2 - 1 \) a particular case of two different real roots, \( p_+(x) = x^2 + 1 \) (a case with two complex roots) and \( p_0(x) = x^2 \), corresponding to multiple roots.

In this paper, we are going to analyze the real dynamics of the set of methods (1) when they are applied to quadratic polynomials, studying the stability of all the real fixed points. The graphic tool used to analyze the stability regions is called the convergence plane and it was introduced by Magreñán in [19].

Now, we are going to recall some dynamical concepts that we use in this work (see [7]). Given a rational function \( R : \mathbb{R} \rightarrow \mathbb{R} \), the orbit of a point \( z_0 \in \mathbb{R} \) is defined as:

\[
\{ z_0, R(z_0), R^2(z_0), ..., R^k(z_0), ... \}.
\]

We analyze the phase plane of the map \( R \) by classifying the starting points from the asymptotic behavior of their orbits. A \( z_0 \in \mathbb{R} \) is called a fixed point if \( R(z_0) = z_0 \). A periodic point \( z_0 \) of period \( p > 1 \) is a point such that \( R^p(z_0) = z_0 \) and \( R^k(z_0) \neq z_0 \), for \( k < p \). A pre-periodic point is a point \( z_0 \) that is not periodic but there exists a \( k > 0 \) such that \( R^k(z_0) \) is periodic. A critical point \( z_0 \) is a point where the derivative of the rational function vanishes, \( R'(z_0) = 0 \). Moreover, a fixed point \( z_0 \) is called attractor if \( |R'(z_0)| < 1 \), superattractor if \( |R'(z_0)| = 0 \), repulsor if \( |R'(z_0)| > 1 \) and parabolic if \( |R'(z_0)| = 1 \).

The basin of attraction of an attractor \( \alpha \) is defined as:

\[
A(\alpha) = \{ z_0 \in \mathbb{R} : R^n(z_0) \rightarrow \alpha, n \rightarrow \infty \}.
\]

The **Fatou set** of the rational function \( R, \mathcal{F}(R) \), is the set of points \( z \in \mathbb{R} \) whose orbits tend to an attractor (fixed point, periodic orbit or infinity). Its complement in \( \mathbb{R} \) is the **Julia set**, \( \mathcal{J}(R) \). That means that the basin of attraction of any fixed point belongs to the Fatou set and the boundaries of these basins of attraction belong to the Julia set.
When an iterative method is applied to solve a generic polynomial equation \( p(z) = 0 \), its roots are fixed points of the associated rational function \( R \). Nevertheless, other fixed points of \( R \) different from the roots of \( p(z) \) can appear. These fixed points are called strange fixed points. Moreover, it is relevant the knowledge of the free critical points (critical points different from the associated to the roots): each invariant Fatou component is associated with, at least, one critical point (see, for example [7]).

The rest of the paper is organized as follows: in Section 2 we analyze the fixed and critical points of the operator \( G_f(x, \beta) \) and the stability of fixed points on quadratic polynomials. The dynamical behavior of the family (1) is analyzed in Section 3, by using the associated convergence plane. We finish the work with some remarks and conclusions.

2. Study of the fixed and critical points

As we have stated in the previous section, we will analyze the behavior of the rational function obtained when the family of iterative methods 1 is applied on the polynomials \( p_0(x) \), \( p_+(x) \) and \( p_-(x) \).

In the case of \( p_0(x) \), \( G_{p_0}(x, \beta) = \frac{-1 + 40\beta}{128\beta} \) is a linear map, whose slope \( a(\beta) \) has a hyperbolic dependence of \( \beta \neq 0 \). Thus, its dynamical behavior as a function of \( \beta \) it’s trivial, and it is well-known that, when the origin is stable, it is globally stable; when it is unstable (\( \frac{1}{88} < \beta < \frac{1}{108} \)) everything not fixed is divergent. For \( \beta = -\frac{1}{88} \), when \( a(\beta) = 1 \), all the points are fixed, while for \( \beta = \frac{1}{108} \) that is, \( a(\beta) = -1 \) all the points different from the origin are two-periodic.

The polynomial \( p_+(x) \) does not have real roots, therefore it can be proved that the rational operator

\[
G_{p_+}(x, \beta) = -\frac{1 + (3 + 8\beta)x^2 + (3 + 32\beta)x^4 + (1 + 88\beta)x^6 - 64\beta x^7}{64\beta x^6}
\]

has three different strange fixed points, depending on \( \beta \), but all of them are complex numbers for all values of \( \beta \).

Finally, we are going to analyze the dynamics of the operator \( G_f(x, \beta) \) on the polynomial \( p_-(x) \). In this case, the rational function associated to the family is

\[
G_{p_-}(x, \beta) = \frac{-1 + 4x^2 + 8\beta x^2 - 6x^4 - 40\beta x^4 + 4x^6 + 120\beta x^6 - x^8 + 40\beta x^8}{128\beta x^7}
\]

In addition of the roots of \( p_-(x) \), \( x = 1 \) and \( x = -1 \), the fixed points of the operator are, the roots of the polynomial

\[-1 + 3x^2 + 8\beta x^2 - 3x^4 - 32\beta x^4 + x^6 + 88\beta x^6.\]

Nevertheless, four of them are always complex so, the only real strange fixed points are:

\[
e_{x_1}(\beta) = -\left[\frac{1}{1 + 88\beta} + \frac{32\beta}{3(1 + 88\beta)} \right] \frac{1}{(1 + 88\beta)B_2(\beta)} = \frac{-\frac{272\sqrt{2}B_2(\beta)}{B_2(\beta)} + 2\sqrt{3}B_2(\beta)}{(3(1 + 88\beta))^{1/3}},
\]

where

\[
B_1(\beta) = \sqrt{27\beta^2 + 4720\beta^3 + 203484\beta^4 - 242880\beta^5 + 210832\beta^6}
\]

and

\[
B_2(\beta) = \left(-27\beta + 2034\beta^2 - 2144\beta^3 + 3\sqrt{3}B_1(\beta)\right)^{1/3}.
\]

It is easy to see that \( ex_1(\beta) \) and \( ex_2(\beta) \) only take real values for \( \beta > 0 \) or \( \beta \in (-1/88, 0) \). For \( \beta = -1/88 \), the expression of the rational function is

\[
G_{p_-}(x, \beta) = \frac{11 - 43x^2 + 61x^4 - 29x^6 + 16x^8}{16x^7}
\]

and then, the unique real fixed points are \( x = 1 \) and \( x = -1 \).

In order to analyze the stability of the strange fixed points in the values of the parameter where they are real, we calculate the stability function \( S_1(x, \beta) = |G'_{p_-}(ex_i, \beta)|, i = 1, 2 \). We conclude that \( S_1(x, \beta) = S_2(x, \beta) > 1 \) for all values of \( \beta \). So, the real strange fixed points are always repulsive.

The previous statements can be summarized in the following result.

**Lemma 1.** The number of real simple strange fixed points of \( G_{p_-}(x, \beta) \) is

- zero if \( \beta \leq -\frac{1}{88} \).
• two, $e_{x_1}(\beta)$ and $e_{x_2}(\beta)$, when $\beta > 0$ or $\beta \in (-1/88, 0)$.

Moreover, for all values of parameter $\beta$, the strange fixed points are repulsive.

Now, in order to determine the critical points, we calculate the first derivative of $G_{p_+}(x, \beta)$,

$$G'_{p_+}(x, \beta) = \frac{(-1 + x^2)^3 (-7 + (-1 + 40\beta)x^2)}{128\beta x^8}.$$  

From $G'_{p_+}(x, \beta)$, the free critical points that is, critical points different from the roots, are analyzed in the following result.

**Lemma 2.**  

a) If $\beta \leq \frac{1}{40}$ or $\beta = \frac{1}{8}$, then there is no real free critical points.  
b) If $\beta > \frac{1}{40}$, the real free critical points are  

(i) $cr_1(\beta) = -\sqrt{\frac{7}{-1 + 40\beta}}$,  
(ii) $cr_2(\beta) = -cr_1(\beta)$.

In Figure 1 the behavior and relations of the real strange fixed and free critical points are showed, where $e_{x_1}(\beta)$ and $e_{x_2}(\beta)$ are presented in red and blue, respectively, while the free critical points have been colored in orange and green. It is known that there is at least one critical point associated with each invariant Fatou component. When an attracting (but not superattracting) strange fixed points appears, it is important to know if there exist any critical point in its vicinity, because this fact provides that the fixed point has its own basin of attraction.

As it can be inferred from Lemmas 1 and 2, in the rational function associated to the class of iterative methods (1) there are no strange fixed points that are attractive and, consequently, the dynamical planes for particular values of the parameter would have only two basins of convergence. However, as we will see in the following sections, this is not always the case.

In contrast with the real analysis, when a complex dynamical analysis is made (see [20]), there exist some regions where two of the strange fixed points can be attractive, even superattractive. The fixed points are, in all cases, complex numbers.

3. Convergence Plane for quadratic polynomials

In Section 2, we have seen that the Scaling Theorem reduces the study of quadratic polynomials to the study of the three following polynomials: $p_0(x) = x^2$, $p_+(x) = x^2 + 1$ and $p_-(x) = x^2 - 1$, which represent respectively polynomials with no real roots, polynomials with one double root and a polynomial with two different real roots. Specifically, in this section we are going to analyze the dynamics of the operator $G_f(x, \beta)$ applied to those polynomials.

In the complex plane, the parameter space associated with a free critical point is obtained by associating each point of the parameter plane with a complex value of the parameter and is used to give rise about the dynamics, but in the real
line we can’t use it. Instead of using the parameter spaces we are going to apply the tool called The convergence plane introduced by Magreñán in [19]. This tool gives information about how are the real dynamics for every member of the family and every initial point, so we can find the best choices of the family for each initial point and viceversa. So, it is interesting to find regions of the convergence plane in which the basin of the roots are as much bigger and connected as possible, because these values of the parameter will give us the best members of the family in terms of numerical stability and convergence.

In order to deep in the study of the dynamical behavior of the operator $G_f(x, \beta)$, we are going to analyze now the convergence plane associated to it. The key to obtain this convergence plane is to study the orbits of each initial point (horizontal axis) for every member of the family (vertical axis). We paint a duplet $(x_0, \beta_0)$, after 1000 iterations and with a tolerance of $10^{-6}$, in cyan if the iteration of the member of the family with $\beta = \beta_0$ starting in $z_0 = x_0$ converges to the fixed point 1, in magenta if it converges to $-1$ and in yellow if the iteration diverges to $\infty$. Moreover, we paint in red the convergence to any of the strange fixed points, in orange the convergence to 2-cycles, in light green the convergence to 3-cycles, in dark red to 4-cycles, in dark blue to 5-cycles, in dark green to 6-cycles, dark yellow to 7-cycles, and in white the convergence to 8-cycles. The areas in black correspond to zones of convergence to other cycles.

In order to check the results obtained by the convergence plane we will compare them with the ones from two classical tools: Feigenbaum diagrams and Lyapunov exponents.

**Definition 1.** Let be \( \{x_1, x_2, \ldots, x_n, \ldots\} \) an orbit. We call Lyapunov exponent

\[
h(x_1) = \lim_{n \to \infty} \frac{1}{n} \left( \log |f'(x_1)| + \log |f'(x_2)| + \cdots + \log |f'(x_n)| \right).
\]

*Note, that this value is the same for every point of the orbit.*

The applicability of the Lyapunov exponents resides on the following result (cf [15] or [19]).

**Theorem 2.** An orbit \( \{x_1, x_2, \ldots, x_n, \ldots\} \) is chaotic if the two following conditions hold:

- The orbit is not asymptotically periodic.
- \( h(x_1) > 0 \).

So, if the associated Lyapunov exponent to \( x_1 \) is negative, the orbit of \( x_1 \) is attracted by a fixed point, a strange fixed point or by a cycle, but if the exponent is positive the orbit can diverge to infinity or even have a chaotical behavior.

### 3.1. Convergence Plane for quadratic polynomials without real roots

The next case of study corresponds with the case without real roots. That is we are going to analyze the dynamics of the operator $G_{p_+}(x, \beta)$.

In Figure 2 we see the convergence plane associated to $G_{p_+}(x, \beta)$. It is clear that there is no convergence to any root, but we have found that there exists non-chaotical regions which corresponds to some attracting cycle. In the right of Figure 2 we observe the negative region in which there exist attracting cycles.

Again in order to compare results we see in the Figure 3 are shown the Lyapunov exponents and Feigenbaum diagram associated to $G_{p_+}(x, \beta)$. In view of Figure 3 we can conjecture that this polynomial has a very complicated dynamics but it is not chaotical for all values of $\beta$. EXPLICAR FIGURAS 4 Y 5.

### 3.2. Convergence Plane for quadratic polynomials with two different real roots

In this Section we are going to analyze the dynamics of the operator $G_{p_-}(x, \beta)$, which constitutes the richest dynamical case.

In Figure 4 we see the convergence plane associated to operator $G_{p_-}(x, \beta)$. The first conclusion at the first glance of the convergence plane is that main numerical problems reside in values of $\beta$ close to 0. So we will focus first our attention in that region. Moreover, we see that it seems that for negative values of $\beta$ the connected basins of attraction are bigger and there exist less changes between one basin to another which reduces the Julia set (as it is defined as the boundary of the basin of attraction). In view of the convergence plane for members of the family $\beta < -\frac{1}{88}$, the iteration of initial points $x_0 < 0$ converge to the root $-1$ and the iterations of $x_0 > 0$ converge to the root 1 as it can be seen in Figure 5. This fact does not agree with the behavior in the complex dynamics (see [20]) since the authors found regions in which there exists convergence to different cycles. As a consequence, it seems that the real behavior of the methods is better the the complex behavior. This fact reinforces the idea of real dynamics is not included in complex dynamics.
Figure 2: Convergence plane associated to iteration of the operator $G_{p+}(x, \beta)$

Figure 3: Feigenbaum diagram and Lyapunov exponents associated to $G_{p+}(x, \beta)$.

Now, we focus our attention in the zone where parameter $\beta$ is close to 0. In Figure 6 we can see a region of values of $\beta \in (-1/88, 1/164)$ for which there exists divergence to $\infty$ (the yellow region). Those members of the family are not good in terms of convergence.

On the other hand, if we center our attention in the region $\beta \in (1/164, 0.03)$ we see that there exist some areas in which there seems that the Julia set is a Cantor as can be seen in Figure 7 and there also exists convergence to different cycles as it is shown in Figure 8. As a consequence, every point of the plane which is neither cyan nor magenta is not a good choice of $\beta$ in terms of numerical behavior. Moreover, in Table 1 we show some of the values of $\beta$ for which attractive cycles of different orders appear. Let us note that the period of the orbits is even in all the cases.

Finally, for values of $\beta < -1/88$ or $\beta > 0.03$ there is no convergence problems, that is, the iteration of every point converges to one root. This behavior can be seen in Figure 9.

A direct conclusion from the study of Figure 9 is that for values of $\beta < -1/88$ the dynamical behavior seems to be better than for $\beta > 0.3$ in terms of stability, since Julia set is more complicated in the last case. For the members of the family such that $\beta < -1/88$ we see that there only exist 2 basins of attraction which correspond with the semiplane that contains the root and so, dynamics is trivial. In the other case, for $\beta > 0.3$, we observe that the basins of attraction are not connected and as a consequence the complexity of the Julia set associated is higher.
4. Conclusions

In this paper, we analyzed the real dynamical behavior of the family $M_4$ introduced in [5] in terms of convergence and stability, the complex dynamical behavior was studied in [20]. Some numerical experiments allow us to conjecture that real dynamics is not included in complex one, since we have found that in the real line for negative values of $\beta$ there are no cycles although the study of the complex dynamics stated that there exist different cycles. This conclusion would not be possible without the tool developed in [19] which allows to study real dynamics of a uniparametric family for all values of the parameter and all initial points. Moreover, we have showed that values of the parameter close to the origin
are not appropriate choices due to for that values we have seen that the behavior is complicated as it it shown in [20]. On the other hand we have seen that members of the family \( \beta \notin (-1/88, 0.03) \) the dynamical behavior works properly for both case but, in terms of stability we can state that the best members of the family are those for which \( \beta < -1/88 \).
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Figure 8: Convergence plane associated to iteration of the operator $G_{p, \beta}(x, \beta)$ in $\beta \in (1/164, 0.03)$.

Figure 9: Convergence planes associated to the iteration of the operator $G_{p, \beta}(x, \beta)$.


