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A Reactive Sliding-Mode Algorithm

for Collision Avoidance in Robotic Systems

Luis Gracid, Fabricio Garelli, and Antonio Saldlember, IEEE,

Abstract

This work presents a reactive reference conditioning #&lgorfor robot collision avoidance based on geometric
invariance and sliding mode ideas. First, constraints afsed in terms of the measurements given by the robot's
sensors in order to guarantee that collisions will not acduren, a supervisory loop ensures the fulfillment of
the constraints modifying the reference trajectory as magmecessary by means of a discontinuous control law.
The proposed algorithm does only activate when the conssraire about to be violated and thus, in contrast to
conventional sliding mode approaches, there exists nchigienode to the limit surface of the constraints (sliding
surface). The validity and effectiveness of the proposegtageh is substantiated by simulation and experimental
results using a mobile robot equipped with infrared sensors

Index Terms

Collision avoidance, mobile robots, motion planning, refeee conditioning, sliding mode control.

I. INTRODUCTION

During robotic operations, there are some workspace aingdrin the robot end-effector position and orientation,
joint coordinates, as well as other constraints in positbrintermediate points, etc. which must be enforced in
order to ensure a safe and reliable operation. Also, a neléssue when tracking a reference trajectory in partially
structured environments is to avoid collisions with ungaen obstacles.

For this purpose, the reference trajectory previously gged by either an operator or a high-level planner [1]
must be locally modified by a low-level reactive system [3], 4ccording to the obstacles detected by the robot’s
sensors. In this sense, this work presents a reference timmig algorithm for collision avoidance using the
information gathered by proximity sensors.

This work complements previous works by the authors in wilaing-mode ideas were used to design reference
conditioning algorithms in structured environments [4jtwinodifications for redundant robots [5], [6] in order to
cope with end-effector position constraints. Here, thesgiral ideas are extended and further exploited to deal
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with unstructured environments and more general constraim the full robot configuration (end-effector position
and orientation), as well as providing an experimentalsétuverify its reactive behavior.

The proposed algorithm is based on geometric invariancesiidithg mode control theory [7]-[9]. The basic
idea is to define constraints [10] in terms of the measuresngimen by the proximity sensors in order to guarantee
that collisions will not occur. In particular, a supervigdoop [11] is designed to properly modify the reference
trajectory in order to fulfill the constraints while trackirthe reference.

The algorithm is based on a variable structure control lasat tinly becomes active when the constraints are
about to be violated. Thus, in contrast to conventionalrglidnode control applications [12]-[15], there exists no
reaching mode to the sliding surface (i.e., the limit sugfaf the constraints) and it is the system itself (reference
trajectory, robot, detected obstacles, etc.) which gives to the sliding mode by means of the activation of the
constraints. Therefore, sliding regimes are exploitedhis tvork as a transitional mode of operation, in which
the discontinuous signal is used for conditioning the ezfee trajectory in order to satisfy the constraints. The
proposed approach can be interpreted as a limit case of theegtional potential field-based approach for collision
avoidance [16], [17], which requires using variable stouetcontrol concepts like those used in this work.

The outline of the paper is as follows. Next section intrafunotation, states the main problem to be addressed
and presents some general concepts on geometric invardemksliding regimes. Section 11l develops the sliding
mode reference conditioning technique proposed in thikvior robot collision avoidance. Both simulation and
experimental results are presented in Section IV using ailmosbot equipped with infrared sensors in order to

show the viability and effectiveness of the proposed apgrokinally, some concluding remarks are given.

Il. PRELIMINARIES
A. Notation

Following the standard notation [18], consider a roboteystithq = [q; ... ¢,|" being the robotonfiguration
or joint position vector ang being the roboposeor workspace position vector, e.g., the Cartesian postioth
Euler-angle orientation of the robot end-effector. A rolosaid to beredundantwhen the dimensiomn of the
workspace is less than the dimensiomf the configuration space (hereafter, C-space). For theofabe paper it
is assumed that the robot at hand is non-redurdaat, m = n. The relationship between the robot configuration

and the robot pose is generically expressed as:

p= l(q)7 1)

where the nonlinear functiohis called the kinematic function of the robot model.

The first- and second-order kinematics result in:

p-Sa- g b T@h+ T @

1The ideas in [5] for redundant robots may also be applied ¢octise under discussion here, details omitted for brevity.
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whereJ,(q) is the Jacobian matrix of the kinematic functib{e).

Let us denote ap,.f(t) the workspace reference, generated by an operator or éigh-planner.

B. Problem statement

We consider now that the robotic system to be controlled igesied to C-space constraints given by:

@CS(Q):{QlUi(Q)SO}, izla"'aNa (3)

where N is the number of constraint®,c¢ is the allowed region of the C-space amdis a function of the robot
configuratiol q that is positive if and only if theth-constraint is not fulfilled. In order for some smoothness

assumptions to hold in the solution later proposed in thiskwthe functionss; need to be twice differentiable

around the boundary given by, (q) = 0 and their gradient§/ o, = aif around this boundary should not vanish.

The main control goal can therefore be stated as to generateddied position referencp;, , to be sent to the
robot controller so that it is as close as possible to the-umpert valuep,..; and that the C-space constraints given
by (3) are fulfilled.

C. Geometric invariance via sliding mode conditioning

Consider the following dynamical system with, states and,, inputs:
x = f(x,d) + g(x) u, 4)

wherex € X C R" is the state vectord € D C R™ an unmeasured disturbance or model uncertainty,
u € U C R™ the control input vector (possibly discontinuoug); R"=*"¢ — R" a vector field defined in
XUD, g:R" — R"=*" g set ofn, vector fields defined inX.

The system state vectar has to be bounded so as to fulfill user-specified constrairits) < 0,7 =1,..., N,
whereg;(x) is theith constraint function. Thus, the regidr(x) of the state space compatible with the bounds on
statex is given by the set:

O(x) = {x]| ¢i(x) <0}, i=1,...,N. (5)

and the goal is then to find a control inpwtsuch that the regio® becomes invariant (i.e., trajectories originating
in ® remain in® for all timest), while x is driven as close as possible to a desired trajectory. To ensure the
invariance of®, the control inputu must guarantee that the right hand side of the first equatig@)i points to

the interior of® at all points in the boundary cb, denoted byo®, defined as:

N
00 =|J0®;, 00;={x€®|¢i(x)=0}. (6)
i=1

2In many practical applications, some restrictions are nuadthe robot pose. As it is function of the robot configuratiog, such constraints

are included in the general setting (3). For later sectionahich gradients are needed, note tﬁ(% = J]TJ %‘;7‘.
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Assumptiorl. ¢, is differentiable in the bounda§®,.

The previous assumption will allow computing the gradiesttorsV¢;.

Mathematically, the invariance @ is ensured by an input such that:

d(9:(x)) _ .
— = = Vol (%)%

= Vol (0)f(x,d) + Vo] (x)g(x)u = L¢;(x,d) + Lggi(x)u <0, ¥i|gi(x)=0, (7)

where the scalak ;¢; and then,-dimensional row vectoLg¢; denote the Lie derivatives @f;(x) in the direction
of vector fieldf and in the direction of the set of vector fields respectively. In general, any vectarpointing
toward the interior of the allowed region can be used to f§afig). This vector could be computed, for instance,
solving a linear programming optimization problem. Howegvhe goal of this work is presenting a more simple

strategy, involving only linear algebra. For this purpadse proposition below is considered.

Proposition 1. We can make the sdt invariant by means of the following variable structure aohtaw:

0,, if max{¢;(x)} <0
wu=d{ " o (8)
usys otherwise
where0,,, denotes the:,-dimensional null column vector angls,; is chosen as follows:
usy = —Lgo' 1, ut, ()]

whereb is the number of active constraints (i.e., those constgawmith ¢; > 0), 1, is the b-dimensional column
vector with all its components equal to one, maffix¢ contains the row vectorfg¢; of all active constraints
andu™ is a positive constant to be chosen high enough to saffyin particular, a sufficient but not necessary,
condition for making the seb invariant is:

b

ut > Z (max(L i, O))/eigrnin(Lg¢ Lgo"). (10)

=1
Proof: See Appendix A. ]

Observe that as long as the state trajectory tries by itsdéiave the allowed regiod, the above control law (8)
will make u switch betweer0,,, andugy, at a theoretically infinite frequency, which can be seen asdeal
sliding mode (SM) operation with absence of open-loop pHasaching mode) [7]. Thus, the switching law (8)
does not seek for SM, but it only becomes transiently actihewthe process is at the boundary of the allowed
region® and about to leave it.

Once SM is established on the boundédy by the control action1, a continuous equivalent control [7] can be
obtained, which is the control required to keep the systesh gm the boundary manifold®. Consequently, the
SM conditioning generated by (8) produces such controbactvithout explicit knowledge of it and with a low

computational cost; this is a distinctive advantage of SMditioning strategies [10].
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Fig. 1: Proposed sliding-mode reference conditioning ltmfulfill C-space constraints.

From the above discussions, the proposal could be seen ameasige” sliding control: if we are at > 0 then
we makep = 0 attractive in finite-time just as sliding-mode control doetherwise ¢ < 0) we don’t mind. Sliding
regime and equivalent dynamics only occurs if the uncoletriadystem is “pushing outwards” of the allowed region
while the conditioning algorithm here pushes “inwards” tdfifl the constraints: therefore, sliding regimes are
exploited in this work as a transitional mode of operatiamtearily to conventional sliding control wherg= 0
is made attractive and invariant.

Interested readers are referred to [7]-[9] for further iletan conventional SM control theory, and to [10], [11]

for constrained control applications of SM reference ctiading.

I1l. THE PROPOSAL
A. Reference conditioning method

We are interested in exploiting the exact approximationht ¢onstraint boundary that allow variable structure
laws such as (8) to deal with the control problem stated irti@e¢l-B. In particular, the ideas of Section II-C are
employed to perform an on-line robotic reference conditigrso that environment limits given by (3) are fulfilled.

To avoid reaching the boundary of the constrains at highdsptbe actual constraint space (3) will be modified
to include the speed of movement as follows:

doi(q)
dt

(I)gs(q’q):{[qTqT]Tl¢Z(q’q):0-1(q)+Kz :Ui+Ki VO';rqSO}, z:]waNa (11)

whereo;(q) is the originalith constraint function andy; is a free design parameter that determines the rate of
approach to the boundary of thiin-constraint. Then, the variable structure control lajw(@8l be considered, with
¢i(q,q) as defined in (11).

Fig. 1 shows the proposed reference conditioning algor{tR@A) to fulfill the environment limits given by (11).
The objective of this conditioning is to instantaneouslydify the desired referencp,.; to a possibly different

valuep;, ; which is sent to the robotic control system when there is laafsviolating a given constraint.

Assumptior. The relative degree betweénandp;, ; is zero.
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This assumption is satisfied if the robot control includes typical feedforward of the second derivative of the

desired reference [19]. For instance, if the operationatspcontrol is considered [20] a control law in the form:

éid :J;1 (q)l.j:ef + fc (p:ef’ p:efv q, Q), (12)

will verify the assumption, wherg,; is the desired joint acceleration vector to be commanded@gie to the
drives of each joint and,. is a generic vector function for error correction. Note ttie actual joint acceleration
q = Cq, + d. will not be exactly the commanded oné (epresents the dynamics of the low-level robot control
loop andd. represents inaccuracies due to other torque disturbaiteed; be assumed that the dynamics 6fis
fast enough compared to that §f so that the relationshifj = g, + d. holds approximately true without the need
of extra state variables in the model to be defined below).

To take advantage of the SM conditioning features descrddsm/e, the commanded trajectory is shaped by

modifying the position referencp,..s as follows (Fig. 1):

p:ef = Pref + fonr, (13)

with fs,, being thecorrecting termto the original reference trajectory which is generated hgsing the discon-
tinuous signalu through a low-pass filter, as shown in Fig. 1. This filter isdeskfor the sliding manifold to have
unitary relative degree with respect to the discontinuatt®n, as required by SM theory [7]. In particular, for
the problem at hand the filter must be of second-ordergfotand §) to explicitly depend omu, see (11)—(13).
This filter also allows smoothing out the signal added to tl@nncontrol loop depending on its cut-off frequency.

Particularly, the following second-order Butterworth lgass filter could be used:
fsrr = —V2afsy — o*fsur + o2u, (24)

with the scalara being the filter cut-off frequency. Naturally; should be taken for the filter to be significantly
faster than the dynamics of the original position referepggr, in order to avoid degrading the performance of
the RCA (see Section IlI-C1).

The whole conditioning system can be cast within the théakftramework of the previous section by construct-

-
ing a dynamical system in the form of (4) with the state vestor fI, =~ q' ng qT} and the disturbance

T
vectord = |d] pIef pIef pIef} and, therefore, from (12)—(14) it is obtained the followistgte equation:

X = X+ + u
—a?1, 0, —2a 1, o, 0, o?1,
—a? J;jl(q) O, _\/504 J;jl(q) O, d. + fé(xaprefapref) “I‘J;jl(q)f)ref QQng(q)

(15)
whereO,, andI,, denote the null matrix and the identity matrix of dimensiens n and functionf! is obtained
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by substituting (13) into functiofi.. Using the above state equation (15), the Lie derivativeg;aire given by:

T

Vi =06i/0x = [on Vol + Kiq'Hy; O, K;Vo| (16)
Lggi =V¢] g = o’ K; Vo] J! (17)
Lip; =Vl f=Vo! 4+ K; 4" Hyi g

+ K Vol (=023, fsnr = V2 a 3, fsar +do + £+ 3, ey ) (18)

whereH,; denotes the Hessian matrix of second-order partial déragbf o;, and thus matrid.g¢ results in:
Lgp = o’KVo'J ", (19)

whereK is a diagonal matrix with diagonal entrids; and matrixVo contains the gradient vectoRgo; of all

active constraints.

Theorem 1. If p,es, d., £, andH,; are bounded and matriWchng1 is full row rank, the reference conditioning
proposed in Fig. 1 achieves invariance of the $gt, and of the setbcs using the variable structure control
law (8)10) with the system Lie derivatives {8) and (19).

The proof is easily crafted after considering the Lie deames in (18) and (19) and the results in previous
section, and the fact thaty,; C ®¢s and that the conditions in the theorem statement enbugeg is bounded.

Some important issues about the proposed conditioningoapprare discussed below.

1) Sufficient condition for SMThe matrixLg¢ (19) must befull row rank to ensure that there exists a finite
value ofu™ satisfying sufficient condition (10) for the establishmehthe proposed SM conditioning with control
action (8)—(9). From the above definitions and assumptitresyalues oty, K; andVo; are not zero and, therefore,
this condition for only one active constraint (i.&g¢; # 0/) is satisfied for non-singular configurations of the
robot [21]. Furthermore, for multiple active constraintsdanon-singular com‘igurationsIl‘(1 has full rank) the
condition can be restated as requiring ma¥iet " to be full row rank, i.e., as requiring the gradient vect®is; of
the active constraints to be linearly independent. In filaet,linear dependency of the gradient vectors could be seen
as a “singularity” of the proposed method that yields twogtifities which can be illustrated by the following
simple example. Consider twaarallel gradient vectors. On the one hand, if both gradient vect@rpainting in the
same direction (i.e., they could be seenredundantvectors), the proposed SM conditioning is properly esshigid
with control action (8)—(9) although sufficient conditioh0] is not satisfied. On the other hand, if both vectors are
pointing in opposite directions (i.e., they could be seennasmpatiblevectors), the proposed SM conditioning
cannot be properly established and the value$ @f; are relevant to ensure, if possible, the invariance of

2) RobustnesskFirst, it is worth mentioning that the proposed approachkis & an auxiliary supervision of
the reference signal in order to avoid violating constigiand is not intended as the main robot control algorithm
itself. Thus, intuitively, changing references to avoidlating constraints shouldn'’t affect the internal robontrol

loop stability/robustness. Therefore, we discuss in teigien the robustness of the proposed method to achieve
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geometric invariancei.e., the robustness of the SM conditioning given by (8)}(tb satisfy (7).
Although equations (10) and (18)—(19) derive an analyfimakr bound foru™ to be used in (9), this scalar factor
can be set conservatively large in practice, as usual in SpMicgtions. In this way, it is guaranteed that the term
Lg¢i(x)u is dominating over the termi s ¢;(x, d) in (7). Hence, the geometric invariance given by (7) is §atis
regardless of the value di;¢; (18) (as long as it is bounded) and without explicit knowledy it. Therefore, it
can be concluded that the proposed approachhisst againstthe robot control (i.e., against. andf’), as long
as Assumption 2 is fulfilled; the workspace referepge; and its derivatives; and the Hessian matrigks of the
constraint functions. In contrast, since the valuelgp (19) is required to be known in order to compuig,,
in (9), the proposed approach sensitive tathe gradient vectoRo; of the constraint functions and the Jacobian
matrix J,, of the robot. However, the proposed method allows usingcimate values foWo; andJ, in control
action (9) as long aigqs@le > 0y, Where@ is the computed value digz¢ using the inaccurate data.
The proposed method &so sensitive tmoisy measurements of andq since the conditio; (q, q) > 0 must be
evaluated in the variable structure control law (8) in ortteproperly switch betweeg,,, andugy,. Therefore,
for security reasons, the constraint functions should Istgded conservatively includingsecurity marginto take
into account possible differences between the actual vallug and that obtained with noisy measurements. This
security margin should also be designed to compensate thmeaésd chattering amplitude (see Section [1I-C1),
reference tracking errors (e.g., in case that Assumptian bt completely fulfilled), etc.

3) Moving constraints:The proposed approach can also be used if there are movirggraimts, e.g., moving
obstacles. In this case; also depends explicitly on time and, hence, the new exmessi for the constraint

function and its derivative are given by:

* 30iT. 0o;

¢i =0; +K1' <a—q q+ o1 ) (20)
. doy T 00; o, T 920, 0?0, 820, %0,

* i . [oask] K, oo .. Q. LT Q. K, i i . 21
i =aq YT T (aq W g0t 17492 %) T4\ 2 T aaq 1) (1)

and comparing this result with that for stationary constiiyields the following relation:

sk . 80'1' 820'iT, 620'1' . «
¢; =¢i + (E + 2Kim q+ KlW) =¢; + My, =Lsdi +Lgdu+ My, = Lyp; +Lgpyu, (22)

whereLg¢; and L¢¢; are given again by (17) and (18). Therefore, all developm&aep unchanged except for
changingL ¢¢; to Lyo; = Ly¢; + My,. Thus, only the value of the lower bound for is changed when moving
constraints are considered and, hence, the iterative ctatigu of the RCA remains the same. Again, as discussed

above, a high-enough constant will suffice for practical implementation.

B. Reactive reference conditioning

The above algorithm can be directly applied in structuredrenments, where the constrairtscan be evaluated

from the robot coordinates and a model of the environment.
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To use the proposed RCA as an on-line reactive algorithm édlision avoidance using the robot proximity

sensors, such as infrared or ultrasonic sensors, the folipeonstraint function is considered for each sensor:

oi(q) = g — pi(a), (23)

where p; is the sensor’'s measurement, i.e., the distance from th&osén the detected obstacle in the sensor’s
direction, andk; is the desired distance to the obstacle including the dgcm@rgin mentioned in Section 111-A2.
From (23), the switching function; = o, + K,5; must be generated, i.g, must be obtained either by additional
physical measurements or by numerical differentiatiors phwv-pass filtering of the reading;. Many industrial
robot sensors have low-level capabilities in this respect provide position and speed readings with a particular
bandwidth. The sensor bandwidth will, obviously, limit thandwidth of the references that can be followed.
Additionally the algorithm requires the partial derivasofo; (i.e., those ofp;) with respect tag to obtainLg ¢;
in (17). This will require to know the partial derivativesttvirespect to both position and orientation of the sensor
and, also, the geometry of the part of the obstacle subjedetection. In an unstructured environment, it will
require estimating the normal to the surface at the detqubét, denoted a®;, and solving a triangle geometry
problem as follows. Let us denote @g; the Cartesian sensor position afg,; that of the detected point, ard

as the unit vector pointing in the sensor direction, i, — P ; = p:s;- Evidently, we can write the distance as

n's; n;(Py; — Dss)
Pi = Pi To. = ’T ] —, (24)
n;s; n;s;
hence,
Jo; pi n;
8ﬁs,i 8ﬁs,i l’lg—Si ( )
Jo; dpi  nl(Py;— D) n;
= L el = g 26
Os; Os; (n;rsi)2 n=p n}-si (26)
and the gradient vector results in:
do;  [(0P.;\' 0o 9si\ ' 9o n;
v s = v 8,1 2 7 v JT ) JT- ; T , 27
== () am,ﬁ(m) s~ Tosi T Isati) oo @

whereJ,; ; andJ,; are the Jacobian matrices between the sensor pogitiorand directions;, respectively, and
the robot configuratiomy, which are obtained from the robot kinematics.
In the case vecton; is not availablé, a reasonable assumption would be assuming that the abstadhce is

perpendicular to the sensor direction (xe.=s;, son]s; = 1). In this case, the gradient vector results in:
pS,t J LR

Vo, ~ (JT + (Sz‘L)TPi) s; =J0 80 (28)

wheres;- is a vector orthogonal ts; (the derivatives of a vector of a constant modulus are alveafieogonal to

3In general, vectom; could be estimated from three non-collinear detected gomt from a camera. These issues are, however, out of the
scope of the present work: as the goal is presenting a siropldelel algorithm with low computational cost, approxiioa (28) is proposed.
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it). Note that using approximation (28) results in a loweubd for the switching actiom™, in general, higher than

that obtained with the actual vectas.

C. Additional remarks about the reference conditioning

1) Chattering: Although in theory sliding modes are produced by infinitegiuency commutation, in every
practical SM implementation, finite-frequency commutatimakes the system leave the ideal SM and oscillate with
finite frequency and amplitude inside a “band” arouhd- 0, which is known as ‘chattering’ [8]. In the proposed
software-based SM conditioning, the switching frequerscdirectly the inverse of the sampling period. An upper

bound for the chattering banfi¢; of the proposed RCA can be derived [10] using the Euler-natign:
A¢; = Tre |Lgdi usn| = Tre o Ki Vo] I usy| < Tre o K |usallz Vo] I, o, (29)

whereTrc is the sampling period of the RCAus |2 is the amplitude of the control action afi o] J ! |2 is

the amplitude of a vector which depends on the gradient vesid in the control action and the robot configuration.
2) Trap situations: Since the proposed RCA does not perform high-level planning robot may be trapped

to guarantee the fulfillment of the constraints while theerefice keeps moving forward. Note that trap situations

can be detected easily in most cases by monitoring the €ifter between the user-supplied reference and current

position. This phenomenon is analogous to local minima iremtdal field-based approaches and it can be avoided

if the proposed approached is combined with a higher levahnmr [22] that detects the blocking situation and

modifies the reference path that was originally planned.ifsiance, similarly to potential field-based approaches, a

random walk[1] could be activated when the trap situation is detecteardter to escape from it, see [4] for further

details. Of course, this is only a basic low-level stratedyol should be replaced by other more sophisticated ones

if possible. There are some situations in which trap siturstican be avoided.

Proposition 2. If the constraints are made only on the robot pgsand the allowed workspace &ar-shaped-
there exists a poinp;, (kerne), not necessarily unique, that can be connected to any moirthe region boundary

by a segment lying entirely in the interior of the region [23frap situations are avoided if9) is replaced by:
usy = (pr —p) u’, (30)
i.e., if a vector pointing toward a point of the region kernglused (instead of the constraint gradient vector).

Proof is straightforward one realized that,,, by definition, points towards the interior of the allowedjion,
see Section II-C. Note also that if the allowed workspaamisvex(any point on a line between two allowed points
is an allowed point), which is a particular case of star-gldapegions, all the allowed points belong to the kernel
and, thus, any allowed point can be usedpasin (30).

3) Speed regulationlf the reference trajectory is expressed in function of aapwter), i.e.,p,.; = £,()), the
proposal in this work can be combined with the speed autalagign technique in [24] in order to handle joint

speed limits commanded to the lower-level control whilekiag the required path as fast as possible. Details are
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omitted for brevity. Note, however, that combined handlofgtorque saturation and reference processing would
need a different theoretical framework (high-level plamiprediction) as local gradients (as proposed here) have

a direct relation (zero relative degree) to speed, but dapraalict significant changes of curvature far ahead.

IV. RESULTS AND EXPERIMENTS

A simulation and an experiment have been provided to shovpdissibilities of the approach.

A. Simulation (Khepera)

The proposed approach has been tested in simulation fdkhleperamobile robot, which is a small robotj
mm in diameter) with two differential driving wheels, eqpgd with eight infrared sensors placed around the robot
(Fig. 2). This mobile robot can track two-dimensional refege trajectories, e.g., the position of a point in ¥
plane. For this section, it will be assumed that the trackiampt (i.e., the point of the mobile robot that tracks the
reference) is located on the robot symmetry axis and at ardiet from the wheel axle. This point of the robot
represents the location of a tool, e.g., camera, flashletht,

The behavior of this mobile robot has been simulated in MAB®A using the freely accessible software
KiKS [25], which is a specific simulator for Khepera robot. Thidteare provides an accurate robot simulation
since it includes a mathematical model for the robot dynantlee wheel motors, the sensor noise, etc.

The proposed RCA has been implemented in MATLI®Bvith the following parameter values; = 40 mm,

K, = 0.3 s,a =1 radls,Trc = 0.05 s. For simplicity, the gradient vector approximation (2&stbeen used.
Moreover, indirect control is considered for the mobile ablwhere the classical trajectory control is used for the
kinematic control loop in order to compute the desired wivedbcities [26]. For the simulation, the tracking point
has been located with= 20 mm, the reference trajectory has been generated as a cgoemsg ofl00 in diameter
with a tangential velocity ofi0/3 mm/s and two obstacles have been considered: a static getdambstacle and

a moving circular obstacle. Fig. 3 shows the simulation ltesfor the Khepera robot, where it can be observed
how the RCA has effectively modified the original referenc®ider to satisfy the sensor constraints (Fig. 3 a) and

the resulting wheel velocities (Fig. 3b).

B. Experiment

Real experiments have been conducted using a self-devktifferential-drive mobile robot, see Fig. 4. Based
on the robby RP5 chassis (rectangular shap@06f mm in length and100 mm in width), the robot has been
equipped with seven low-cost infrared sensors: two in tbhatfrone in the rear, and two on both sides of the robot.
This simple mobile robot allows to show the viability of ugithe proposed RCA even on a platform that is not
sophisticated nor technologically advanced.

The proposed RCA and the robot control have been implemeéntéte robot microcontroller under the same
conditions of the above simulation example, except for p&tars; which was set t&0 mm. For the experiment,

the tracking point has been located, as in the previous atioul, ate = 100 mm of distance to the robot center
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Right wheel

v v

Fig. 2: Khepera mobile robot (schematic representatiorheftivo differential drive wheels and the eight infrared ses)s

Wheel Velocities (mm/s)

“W
15 20 25 30
g
g H"N
2
(a) Reference path (thin line), path followed by the robot é ‘ ‘ ‘ ‘
(thick line), static obstacle (white rectangle), movingstatle 15 20 25 30
at 22 s (white circle), robot a2 s (Khepera image), Time (s)
sequence followed by the moving obstacle (dashed circlds an (b) Wheel velocities and constraint activation

arrows) and robot’s initial and final position (thick cirgle

Fig. 3: Simulation in KiKS environment.

in the longitudinal axis of symmetry. The reference trajegtconsists of a quarter circular ar¢50 mm in radius,
depicted in red color in Fig. 5) and a half elliptical aB5( mm in longer radius and00 mm in shorter radius,
depicted in green color) with a tangential velocity 4f mm/s and two obstacles have been considered. Fig. 5
shows the combination of sample video frames captured gihi@ experiment, where it can be observed how the

RCA has effectively modified the original reference for rbbollision avoidance.

V. CONCLUSIONS

A variable structure algorithm for robotic reference cdining was proposed using geometric invariance and

sliding-mode concepts. The strategy acts as a supervieop, haping the desired trajectory so that it is always
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Fig. 4: Mobile robot used for the real experimentation.

Fig. 5: Combination of frames of the real experiment with thebile robot (reference path: dotted line).

compatible with the C-space constraints given by the measents of the robot's sensors. In this manner, the
algorithm activates when the desired reference is abouiplate the C-space constraints, modifying it as much as

necessary in order to fulfill all the constraints and reagtthreir limit surface at low speed.

The proposed approach can be easily added as an auxiliagyvisgry loop to robotic systems, and its im-
plementation is very easy in a few program lines of a micropssor, see Appendix B. Moreover, the proposed
algorithm improves the conventional conservative pog&fitld-based approach for collision avoidance in the sense

that it fully exploits the robot workspace to maintain th&Hulness to the original reference trajectory.

Although the algorithm was illustrated both in simulationdaexperimentally for a particular mobile robot
equipped with infrared sensors, the conclusions drawnterreference conditioning method also apply to other

robotic systems and proximity sensors.
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APPENDIXA

PROOF OFPROPOSITION1

Proof: From (7), (8) and (9), the column vectgr composed of the constraint function derivativesof the b
active constraints is given by:

$p=Lip— (LgpLgd') zu™, (31)

whereL;¢ is a column vector containing the elemedigp; of the b active constraints and is a column vector
whoseith-componentz; is defined to be one ifs; > 0 and zero otherwise. Note that thésvitching function
zi(¢i) = {1,0} replaces the classical one used in conventional SM [9]sigr(¢;) = {1, —1}, because of the fact
that the proposed method only performs “one-side” slidingtml, see Section II-C.

The goal of this proof is to show that = 0, is an asymptotically stable equilibrium point with finitemi
convergence. For this purpose, [Et = z' ¢ be a Lyapunov function candidate. Vectgr can be generically
partitioned into two subvectorg = [¢p*T #°~*T]T, where SM occurs in the manifold given b§* = 0,,
whereas the components of vecipt~ are greater than zero. Obviously, one of these two subvechay be
empty at a certain time. According to the continuous eqaivetontrol [7], vectorz® must be replaced by the
functionz, such thatgba = 0,. Becausep® = 0, in SM, the time derivative of” results in:

T T
d z, " 72, 0.

o dopo_d B Ta T
V= (z (b) = o - = o . oo +z =1z ¢ (32)

Replacing vectogp with its value from (31), it is obtained:
V=2"Lip—2" (LgpLgo') zu™. (33)

The components of vectarrange from0 to 1, hence the upper bound of the first term in (33) is giverxhy 1
if Lyg; >0andz; =0if Lygp; <0, that is:

b
7' Lig < Zmax (L;¢i,0)) (34)

Assuming thatu™ > 0, the second term in (33) is negative, since ma(ﬂbggb ngbT) is positive definite, and

its upper bound is given by:

— 2" (LgpLgd') zut < —eig,,;, (LgdLgod") [|z[3 v, (35)
where  ||z]l2 >1 V¢ # 0, (36)

because if vectop’ @ is not empty at least one component of vectds equal tol.
From (34), (35) and (36), the upper bound of the time derreatif the Lyapunov functioV results in:

b
V<Y (max(Lse;,0)) — eig, (Lgdp L") u. (37)
=1
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Therefore, ifu™ fulfills (10) the Lyapunov function decays at a finite rateyénishes and collective SM in
the intersection of thé active constraints occurs after a finite time interval. Tisatthe origing = 0; is an

asymptotically stable equilibrium point with finite time re@ergence. [ ]

APPENDIXB

COMPUTERIMPLEMENTATION

The pseudo-code of the proposed RCA (8), (9), (13), (14) @avshbelow. The algorithm uses the following
auxiliary functions: the constraint functions(q, q); the gradient vector§/o;(q); the Jacobian matrix of the
robot J,(q); and FilterSecondOrdefer, u), which is a discrete time implementation of the low-pas®fil{l4)
(obviously, the filter implementation must take care of premg its internal states between calls). Note that this
implementation supports the claim made in the paper thaptbposed approach only requires a few program lines.
For the simulation example in Section IV-A, the computatiione per iteration of the RCA in a modern computer

using MATLAB® R2009a (compiled C-MEX-file) was arourids us.

Function RCA(p;.f,q,q)

1 k=0,;
2 for 1<+ 1to N do

if ¢i(q,q) >0 then k =k + Voy(q);

w

4 end

sk=—(J,'(@) k; Il Eq. (9)
6 if ||k|[2 <1076 then u = 0,;

7 else u = k||usasll2/ k|2 ; Il Eq. (8)
8 fsys =Fi |l ter SecondOr der (a,u) ; /1 Eq. (14)
9 Pref = Pref +fsn /1 Eq. (13)

1o return py.;

For reactive reference conditioning, evaluation¢gfq, q) would require reading the corresponding sensors,

subtracting the threshold and numerically estimating its derivative with well-knowtgorithms, see (23).
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