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The agricultural sector faces the challenge of engdood security without an excessive burdenhan t
environment. Simulation models provide excellestimments for researchers to gain more insightrieievant
processes and best agricultural practices andgedubls for planners for decision making suppbine extent
to which models are capable of reliable extrapotatind prediction is important for exploring newnfitng

systems or assessing the impacts of future landlamdte changes.

A performance assessment was conducted by testidgtiled state-of-the-art models for simulatamitrate
leaching ARMOSA, COUPMODEL, DAISY, EPIC, SSMWASER/STOTRASIM, SWAP/ANIMO) for
lysimeter data of the Wagna experimental fieldistain Eastern Austria, where the soil is highlynarable to

nitrate leaching.

Three consecutive phases were distinguished toigsight in the predictive power of the modelsallind test
for 2005 — 2008 in which only soil hydraulic chaexistics, meteorological data and information alibe
agricultural management were accessible; 2) arediin for the same period in which essential infation on
field observations was additionally available te thodellers; and 3) a validation for 2009 — 201thwle
corresponding type of data available as for theddlest. A set of statistical metrics (mean abgodutor, root
mean squared error, index of agreement, modeieffiy, root relative squared error, Pearson’sline

correlation coefficient) was applied for testing ttesults and comparing the models.

None of the models performed good for all of thaistical metrics. Models designed for nitrate k@ag in high
input farming systems had difficulties in accurptedicting leaching in low input farming systematthre
strongly influenced by the retention of nitrogercaich crops and nitrogen fixation by legumes. Acuaate
calibration does not guarantee a good predictiveep@f the model. Nevertheless all models were &ble

identify years and crops with high and low leachiatgs.

Keywords

Lysimeter, model comparison, nitrate leaching, ganance assessment, predictive power, simulaticteino

1. I ntroduction

Agriculture is the major land use in Europe (c&65af overall land area) and has strongly incredisease of
external inputs (fertiliser, pesticides and wategr the last 50 years. The environmental effetistensive

agriculture include a decline in biodiversity, eytthication of ecosystems and surface waters, a&didin,
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global warming, air pollution and diffuse nitratellption of groundwater. A global challenge is t@guce
enough food for the ever-growing population anthatsame time minimizing the loss of reactive mj&o (N)
to the environment. Since the 1980s, agricultun@/estern Europe has managed to reduce its N seglus

owing to stringent national and European commupdticies (Vitousek et al., 2009; Grizzetti et 2011).

The main aim of the Nitrates Directive (EU, 1991reBtive 91/676/EEC) is to reduce water polluti@used or
induced by nitrates and phosphorus from agriculsmarces. The Nitrates Directive legally restrietsn
application of manure to 170 kg Naf nitrogen, or in case of derogation to inputsm@50 kg ha (Oenema,
2004). An implementation measure of the Nitrate®&ive is the establishment of codes of Good Aginical
Practice. Recommended measures include, amongsptherapplication of crop rotations, the cultivatof a
soil winter cover and catch crops to prevent réttetiching and run-off during wet seasons. Catocpscreate a
new challenge in the assessment of environmerfdtefof crop rotations. In theory, catch cropstaf N that
would otherwise be lost, and, after incorporatibthe crop residues into the soil, make this N laéé to the
succeeding crop via mineralization. However, ttiuénce of a catch crop on the nitrogen supply ¢o th
succeeding crop can vary greatly and range frowséipe to a negative effect (Nett et al., 201 e Effect is
determined by the N uptake capacity, the rootingtief a catch crop, the weather and soil conditiasm well as

the rooting depth of the succeeding crop (Thoruisténsen, 2006).

Models are an important tool for assessment ofrenmental impacts of a certain agricultural practad are
also an instrument for increasing the understandirige biological, pedological and hydrologicattiars that
affect productivity and the risk of nitrate leadhiror this reason, for more than 30 years sinafatiodels
have been developed and applied in the researaoftrate leaching. The different model descriptians a
reflection of the intended purpose, the physicalditions and the available data for model applwatnd the
knowledge and skill of the model developer. Tecahimplementations have evolved from stand-alondeho
codes to modelling platforms comprising modular elsd@ble to include and compare different process

descriptions.

Calibration and validation of models contributesheir reliability. In addition also an analysistoe
implemented process descriptions and the mutuapadson of models provides information on the predé
power. Several model comparison studies have bemtucted in which nitrate leaching models were cameg
(De Willigen and Neeteson, 1985; Vereecken ett@91; De Willigen, 1991; Diekkrlger et al., 19950dels

et al., 2003; Kersebaum et al., 2007; Jabro e2@lL2). Most of them were related to ordinary agdtical
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conditions with a single crop on a typical agriatdil soil. Thus, there is no information (companisavailable
for situations in soils that are highly vulneratdenitrate leaching in combination with low-inpwirditions and

the use of catch crops.

It is widely recognised that despite the deterntimisature of process oriented models they oftare lzalimited
validity range for certain climatic, pedologicaijdnological and agronomic circumstances chara&eris/ high
inputs. It is not clear whether the models are &bleroduce relatively reliable predictions for lawput
conditions. A better insight into the model perfarmoe for such uncommon circumstances underpins

conclusions about the predictive power.

In this study a number of models were inter-comgdoe low input conditions of one of the lysimetefthe
Wagna experimental research station, Austria (Kléenand Fank, 2014; this issue) for three typicalditions
for which they were not designed: 1) the crop fotatvhich included an uncommon crop (oil pumpkij),
catch crops for which the N-uptake was not measwed 3) the soil consisted of a shallow soil vedinée to
nitrate leaching on top of a high conductive grdagér. The objectives of this study were: 1) teess the
performance of state-of-the-art nitrate leachinglat® as they are used in the scientific researsinumity, for
the above mentioned conditions, 2) to inter-complaeemodels for analysing their predictive powerd &) to

identify strengths and weaknesses of bio-physidzdised models.

2. Materialsand M ethods

2.1 Description of the lysimeter

Observations were used of a lysimeter locatedératiricultural experimental field station in Wagnd&astern
Austria (46° 46.113'N, 15° 33.140'E; altitude 265Ktammler and Fank, 2014 (this issue)). Since 1987
different cultivation strategies are investigatedeerning nitrogen-fertilizer input, nitrate leaatiand crop
yields. In 2004, the cultivation changed into conmpglow-input farming and organic farming, eactveong
50% of the test site. Since then, two of the tésisghave been equipped with two weighable, mohniclithigh-
precision lysimeters (2 m depth, 1 m2 surface). [Jeeneter in the conventional tillage test plotqK-system)
is subject for this study. Cultivation practicesliding crop species, sowing and harvest datesfatilizer

applications in the test plot are presented in d4dbl

<<Table 1 >>
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The lysimeters are equipped with soil water sanspkail moisture probes, matrix sensors/tensionatdrsoil
temperature probes at four measuring depths (0.850.9, 1.8 m). An accompanied measuring préditesoil
moisture, matrix potential and soil temperaturalé® installed outside the lysimeters (same deggheside the
lysimeter) to determine if the conditions inside tiisimeter are representative for the rest ofitid. At the
bottom of the lysimeter (depth 1.8 m) a suctionscigke was installed which kept the pressure hetidsadepth
equal to that outside the lysimeter. The water edaf was collected, weighted and sampled for the
determination of the nitrate concentration. Whiletity of seepage water was recorded automatically

0.1 mm resolution by a tipping bucket, nitrogenaamtration in the accumulated leachate was anaipsaul
approximately weekly interval. Furthermore, a weattation is installed at agricultural test sité¥agna for
the recording of air temperature, relative humidstyortwave solar radiation, wind speed, wind dioeg
precipitation, sunshine duration and atmosphegsgure at high temporal resolution (Klammler ancki-a
2014; this issue). Annual precipitation rates amchglative probabilities of the rates relative te tfalues of the

period 1961 — 2011 are presented in Table 2.
<<Table 2>>

Annual rainfall amounts during the calibration yeean be considered as moderate, the first yetieof
validation period is characterised by an extrengh ndinfall and during the last year of the validata low

precipitation amount was recorded.

2.2 Description of models

This performance assessment study was conducieattasf the EU-FP7 GENESIS project (2009 — 2034) b
six partners. Six well-known detailed models for@ean research on field-scale crop and soil vwaatdrsoil
nitrogen dynamics were chosexRM OSA, CoupM odel (COUP), DAISY, EPIC, SSIMWASER-
STOTRASIM andSWAP-ANIMO. It goes beyond the scope of this paper to gilled@tails on the process
descriptions of the six models used. Brief desinifg will be given in text and inter-comparisonpobcesses

and various other characteristics can be foundippmental Materials. All models are one-dimenaion

« ARMOSA has recently been developed specifically for thenbardy region in Italy to assess the regional
soil vulnerability to nitrate leaching (Perego bt 2013). The model allows the simulation at fiattd multi-
field level. The model is based on tB&/AP (version 2.07) approach for simulating the wakawf(\Van

Dam, 2000), orsTAMINA for simulating the crop development and growthri&m= et al., 2011; Richter et
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al., 2010) and oS8OILN for simulation of the soil organic matter and mifen cycle and nitrate leaching
(Bergstrém et al., 1991).

CoupM odel (COUP), a coupled heat and mass transfer model for sailtftmosphere systems, was
initially developed to simulate conditions in farssils, but it has been further developed to sateul
conditions in any type of soil, independent of pleover (Jansson and Karlberg, 2004). COUP applitab
is very wide as it includes water, heat, tracelorithe, nitrogen and carbon modules that can berparated
in the modelling process. COUP development, caliimgorocedures and applications are presented by
Jansson (2012).

DAISY is a soil-plant-atmosphere system model designaihulate crop production, soil water dynamics,
and nitrogen dynamics in crop production at variagscultural management practices and strategies
(Hansen et al., 1990). The agricultural managemmeel allows for building complex management
scenarios (Hansen, 2002). The model has been tedidaa number of major comparative tests (Diegkri
et al., 1995; Hansen et al., 1991a,b; Jensen, di98l7; Smith et al., 1997; Svendsen et al., 1985cecken

et al., 1991; De Willigen, 1991).

EPIC (Williams et al., 1984; 1989) is a cropping syssesimulation model, which was developed to
estimate soil productivity as affected by erosimmtighout the United States during the 198DRI.C is a

field scale model, but linked to a GIS it has bapplied in several regional model applications {@ur et

al., 1999; Sohier et al., 2009). FurthermoreBEREC model has been applied to study the effect of
agricultural practices and biofuels cultivationNreaching at the European scale (Bouraoui and,A1067;
Van der Velde et al., 2009).

SIMWASER (Stenitzer, 1988) simulates the water flow in.sailinique feature of the model is the
description of actual rooting depths based on bath biomass simulated for a crop and on the patietr
resistance of the solsTOTRASIM (Feichtinger, 1998) is fully coupled ® MWASER and simulates
nitrogen and basic carbon dynamics of agricultynadled soils. The model has already been applidteto
region of southeast Styria (Fank et al., 2006). fidwee of these coupled models is abbreviatel MsSTO.
The SWAP model, version 3.2 (Van Dam et al., 2008) simuatater flow in the soil — plant — atmosphere
domain in an integrated manner. ThlIM O model (Groenendijk et al2005) is sequentially coupled to
SWAP and was designed to quantify the relation betwesriiser application rate, soil management arel th

leaching of nitrogen (N) and phosphorus (P) to gowater and surface water systems. Ah#M O model
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is part of the National Dutch modelling syst&MONE for the evaluation of fertiliser policy measur&gdlf

et al., 2003). The name of the sequentially couptedels is abbreviated &V-ANIM.

In addition to soil processes also the descrippifocrop development is considered, because the phated
processes such as evaporation, nitrogen and nitsggply with crop residues exert a major influeanghe

water balance and nutrient dynamics in the soil.

Except forSW-ANIM, all models simulate the growth of plant biomadthoughSW-ANIM has the
possibility to calculate the biomass developmera @etailed manner, the modellers had chosen ta gsaple
option of a supposed development of leaf area inctep height and rooting depth, because the pdesisne
required for detailed simulation of oil pumpkin azatch crops were not available. ExceptE@& C, the models
describe water flow with either the Richards’ (1p8guation or the Darcy (1856) - Buckingham (1907)
equation, in which the soil water retention andhiéraulic conductivity relations are describedarding to
Mualem (1976) - Van Genuchten (198BPI C simulates soil water flow as a storage routingess in which
percolation occurs when the soil water contenhefroot zone exceeds the field capacitye R C the soil water
characteristics are calculated on the basis ofitexdata and the organic matter content in accosdasith

Saxton and Rawls (2006).

All models consider ammonium and nitrate as separateral nitrogen pools, and simulate organic lbean

nitrogen associated with the organic carbon cy@fé-ANIM simulates also the transport and transformation of

dissolved organic nitrogen. The method of simutabiological N-fixation is one of the striking déffences
between the models. TIBAISY model was applied in a way that biological N-figatwas ignored and the
SW-ANIM model accounted for this process by the specifioaif continuous organic material additions
representing imposed fixation rates. The other nsodlge relationships based on the crop type, the cr
development stage and the soil mineral N statusmAnia volatilization is not implemented in tBOUP
model code used for this study. Some models consitg the loss of ammonia as a fraction of farndyar
manure applicationdAl SY, SW-ANIM) while the other models take account for environtakfactors as
temperature, wind speed and soil moist&®1-STO uses standardized loss factors that account éatiriie

from the last soil tillage event.

Uptake of ammonium and nitrate depends on the ddrd@mineral N for crop production and is relatedhe
development stage, by some models expressed tgt@mnship with the water uptake, and the mineralddtent

of the sail.
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Mineralisation is simulated in close correspondendie organic matter cycle. All models descrite amount
of mineralized nitrogen as the excess nitrogenywed from the organic matter decay and transfoonatio
more stable soil organic matter pools. Nitrificatis commonly described as a first order processtwtate
depends on temperature, soil moisture status amsbamm concentration. Denitrification plays no sfgpant
role in the soil of the Wagna lysimeters (Leis, 20@®ut can be simulated by the models used. fetradf
descriptions are implemented but all assume aaakttip with temperature, soil moisture contertraté

concentration and the potential denitrificatioreras a function of organic matter content (Heil2996).

The lysimeter was installed in 2004 and it was egbthat the original soil layers was put back.ibgithe
excavation and filling the soil had been in contaith open air. None of the models paid attentmthis event
in 2004. To establish the starting conditions ai+4005, three of the six models (i.ARM OSA EPIC, STO-
SIM, SW-ANIM) started in 1987COUP was run for five years prior to the start in 2@0BIDAISY was run

two-years prior to the simulation

2.3 Experimental design of study

The modelling study comprised of: 1) a blind teghwon-calibrated models to get an impressiorhef t
performance of the models as they are used intginsgawhere extensive data sets are missing, wfieim
occurs in practice, 2) a calibration period, ana $alidation period. Inter-comparisons were dosigvben
measured and simulated leaching of water and ejtiatluding nitrate concentration of the percaldtee

outcome of the simulations by all models was ctdldé@and analysed by a single person.

2.3.1 Step 1: Blind test

The models first performed a simulation based oriramum set of data: crop rotation, soil cultivatio
fertilization rates, meteorological data, soil pleoflescription and soil moisture retention laborgt
measurements of some soil samples. The aim idablesh the bandwidth of differences with the obiations
without an assessment of the individual models. S1iv-STO model was excluded from the blind test as the
operators of this model were the owners of all da@S| M -STO was already partly calibrated for the test site.
After all models delivered their outcome, one exééioperator compared the predictions against @sored
data (seasonal cumulated water flux and nitrogendt the bottom of the lysimeter, seasonal floeraged
nitrate concentration) for the period 2005 - 2008:as not the intention of the blind test to gfyatir assess the

performance of the individual models and, thereftre outcome of this test will be presented ananysty.
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Specifically only data on seasonal percolationyfveraged nitrate concentration and seasonataitaching

were considered.

2.3.2 Step 2: Calibration

Each of the six modelling groups calibrated the et®dor a limited number of parameters. The sudeess
operations, the objective function and the numlb@acameters were not prescribed, but were chasetyfby
the modelling groups, either based on expert juggerar on a sensitivity analysis. Further detdilaaw the

calibration has been carried out for the differ@otdels can be found in Supplemental Materials.

2.3.3 Step 3: Validation

The validation was performed for the period 20@911, where only information about crop rotation,
application of fertilizers, soil cultivation and teerology was made available for the modelling geoafter step
2 (calibration) was finished. The procedure forhé&dation is thus similar to that of the blindtewith the
difference that the models were calibrated prioralidation and that th8l M-STO model was included in the

validation.

2.3.4 Step 4: Model comparison

The six models were compared for their performamitie respect td) the soil moisture retention curves at
depths 0.35, 0.90 and 1.8 m; 2) the volumetric metetents at depths 0.35, 0.9 and 1.8 m; 3) tiatai
concentrations at depths 0.35, 0.9 and 1.8 mhetilaily water fluxes at depth 1.8 m; 5) the ledohater
amounts for the time intervals of collected watanples; 6) the nitrate concentrations of the ctidldevater
samples; 7) the nitrate-N fluxes at the bottomheflysimeter for the time intervals of collectedi@rasamples.
The comparison of results at the depth of 60 cmexatided because measurements for this depthomére
available up to Sept. 2009. Seasonal leached watetnts, nitrogen yields and nitrate-N fluxes weampared
to discuss the predictive power for practice oedninodel applications. A nitrogen balance was pdouall
models. Water fluxes at 1.8 m depth were evalufitedaily and for seasonal values. Nitrate leacliinges and
nitrate concentrations in the leachate were evatliat the time intervals for which the soil watersvsampled.
The sampling time intervals were irregular in tiared the models were not able to present concemisait
these specific time events. Therefore, concentrati@lues for these time intervals were derivedtng to a
volumetric averaging procedure. The nitrate cormegions at depths 0.35 m and 0.9 m can be useet tang
impression whether the transport and transformatrosesses in soil, which ultimately lead to theching at

depth 1.8 m, have been described adequately. Dihe toature of the model formulatiof&R1 C was not able to
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present the concentrations at the depths of memasmte The number of observations at depth 0.35 then

calibration period was too little and were not adeszd.

In the models, much knowledge of soil processegssribed which all contribute to the nitrate léaghat depth
1.8 m. To understand the similarities and diffeemnbetween simulation results and measuremeigs, it

important to assess the processes. We have danitbugh the establishment of nitrogen balancesgeeson.

2.4 Statistical metrics

The behaviour of the main model outputs can beactiarized by a number of statistical metrics tadate the
models’ ability to capture different aspects. A @bate assessment of model performance should iecutkast
one absolute error measure and one goodness-oédisume (Legates and McCabe, 1999). There are a wide
range of statistical indicators used in studiesahwater and soil nitrogen, but not always aifigsttion is
given for the indicators chosen. Fstate variablesnany authors use mean (absolute) etf{A)E), root mean
square errorRMSH, index of agreementdA; Willmott, 1982), and less often the Nash-Suteliffiodelling
efficiency NSE Nash-Sutcliffe, 1970) (e.g., Donatelli et al. 020 Gribb et al., 2009; Herbst et al., 2005;
Khodaverdiloo et al., 2011; Patil and Rajput, 20RBter et al., 2003; Vereecken et al., 2010). fade variables
authors generally usdAE, mean differenceMD), absolute maximum erroAME), RMSE IoA, NSE
coefficient of determinationRf), percentage of erroPE), percentage of bia®(.) (€.g., Akkal-Corfini et al.,
2010; Ale et al., 2012; Dawson et al., 2007, 2QEMyro et al., 2012; Jachner et al., 2007; Kerselsiah,
2007; Krause et al., 2005; Moriasi et al., 2007e€l., 2012; Reusser et al., 2009; Stumpp e2@09; Van der
Laan et al., 2011; Wang et al., 2006; Willmottlet #985). It appears that a few measures are lustdfor state
as for rate variables, which we have chosen tdase as wellMAE, RMSE loA, andNSE(only for rates),

given by:

1. Mean absolute error: MAE == t=11P; — O¢l

n

2. Root mean squared error: RMSE = ,%Z?:l(Pt —0,)?

Z?:1(Pt_0t)z
te1(IPt—0t|+|0¢—01)?

3. Index of Agreement (Willmott, 1982): IoA=1-

n — 2
4. Nash-Sutcliffe model efficiency (Nash and Sutcliff®70): NSE =1 — Zfrfl((o%
t=1\Yt™

wheren is the number of observatior®, is the observed valu®, is the model predicted value, acandP are

the mean values of observations and predictiospeively. All four measures compare the predisti® and

10
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observation®, at the individual level, and try to express théad' in P, —O,) (Janssen and Heuberger, 1995).
The MAE accounts for the deviationB;(~0,) in an absolute value sense. This measure iségsstive to

outliers tharRMSE lIoA andNSE The latter indices measurdl £ O,) in a quadratic sense, and, thus, are
sensitive to outliers. If model errors are sigrdfit, it is more difficult to objectively assess gtgreement
between model and data on basi®RMSE As an alternative, Willmott (1982) proposed\ to express this
agreement more directly. The dimensionlegshas limits O, indicating no agreement, and 1,datlhg perfect
agreement. The dimensionld$SEranges between 1 aneb;-whereNSE= 1 denotes a “perfect” model fit and

for NSE< 0 the average of the observations would be teetedictor than the model (Krause et al., 2005).

Taylor (2001) presented a graphical method in wkberal statistical metrics have been combinech &u
Taylor diagram summarizes how closely a set of kEtrans matches the observations, and it is esjheciseful
in evaluating multiple aspects of complex modeisadrmalized form, it presents the Pearson’s linear
correlation coefficientR) and the root relative square errBIRSE as a function of the ratio of standard

deviations of predictions and observatiapsaandog, respectively, where

n o e =
5. Pearson’s linear correlation coefficient R = Zt:l(otzo)(l)t ) =
J21(00-0) [y (o)

02+03+2000pR

6. Root relative square error: -
o

whereop andop are the standard deviations of the observatiodsveodel predictions, respectively. A value of

(1,0) in such a figure indicates a full agreemdmhodel results with observations.

3. Results and discussion

3.1. Blind test

Figure 1 presents the range of predicted seasatal Wuxes, flow-averaged nitrate concentratiod aitrate-N

fluxes by the five models considered as comparegde@bservations for the blind test period.
<<Figure 1>>

Maximum deviations between simulated and obsergadanal percolation volumes of almost 400 mm were
found. Two of the five models showed a relativebpd agreement of the seasonal percolation with the

measurements. Three of the five models overestihthtepercolation in all seasons. One model unterated
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the percolation volume in all seasons and onlyrandel was able to simulate the seasonal percolation

accurately. The range of model results was indegrenaf the seasonal percolation.

Seasonal flow averaged nitrate concentrations wederestimated by all models in two of the foursees. For
the first season, all models underestimated theamration by 10 — 40 mg’L The variation of simulated
concentrations and N-fluxes was large. Maximum alémis of seasonal nitrate-N leaching of about @&
were found. All models underestimated the leachitg in 2005 by 8 — 22 kg fiaThe same holds for the fourth
season, but only one model was able to calculataithate-N flux with a reasonable agreement with t
measurements. In the second season (maize), falelsnonderestimated and one model overestimated the
nitrate concentration and nitrate-N flux. The treshson, which was the second season with maizeesh®
rather different pattern. The measured nitrate entration and nitrate-N flux under maize in tffesg@ason was
much lower than for the maize crop in tH& geason, but the modelled results still showedge laariation with
a less skewed distribution of underestimation aret@stimation. In the blind test information waskiag about
crop-uptake rates and the nitrogen excess perrsedle results showed that without this informatorl
without a proper calibration the models were nd¢ ab predict nitrate concentrations and leachatgs

accurately.

3.2 Calibration and validation

3.2.1 Soil water and soil physical relations

In the blind test the modellers had only laboratmgasurements of the water retention curve at thgosal,

but in the calibration phase also in situ meassmldmoisture content®) and pressure heady (vere available
at four depths. The laboratory measurements waferpged for drying samples only, while under field
conditions data pairs &(h) were detected during wetting and drying cyclethst these were affected by
hysteresis (Basile et al., 2003, 2006). Figure @dle the calibrate@(h) curves for three depths. The results at
the depth of 0.6 m were comparable to the res@ilis3% m deep and are not shown here. The obséraed
depth 0.35 m ranged from -20 cm to -2000 cm. Atld@®m® mh ranged from -2 cm to -1000 cm and at depth 1.8

m h ranged from -10 to -100 cm. The variation of 8lk) observed population is largest at depth 0.35 m.
<<Figure 2>>

Results for th&ePIC model are represented by three points as EPICriwasse a continuous description of the

B(h) curve. The greatest value for the saturated veaetent was obtained by tB#1C model with a value
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greater than 0.3 chem?® at depth 1.8 m. This parameter is far outsideahee that was established by the other
models. A comparison between the calibrated andrebd(h) curves was made by calculating &r each

value of the measurdd The performing indices based on compuiethd measurefl are presented in Table 3.
<<Table 3 >>

In general the resultinglAE, RMSEandloA showed equal trends. TAR&RM OSA model fitted well at depths
0.35 m and 0.9 m, but performed worse at deptiml.Bhe performance of tt@OUP model appeared to be
weak. At depth 0.9 m tHBAISY model was better than t@OUP model, but worse than the other models. The
I0A for theSIM-STO andSW-ANIM models was highest at depth 0.9 m and somewhaf Ifaw the other
depths. It should be noted that a good match ofatibratedd(h) curves with measured data pairs does not a-

priori mean that a good agreement between thedaries of measured and calculaedill be obtained.

The simulated was compared with daily averaged values of meddu(@able 4). For depth 0.35 m an
increasing trend was detected from 2008 and onwalhitsh is attributed to the aging of the sensod,an

therefore, the results for this depth were disdjealifor the validation period.
<<Table 4>>

Except forARMOSA andEPIC in the validation phase, the high&sA values for simulation of the water
contents were achieved at depth 0.9 m.$tf-STO andSW-ANIM, theloA values were similar to the
calibration results of the(h) curves (Table 3). However, the performance&C@UP increased and that by
DAISY decreased compared to Table 3. Except foARR® OSA and theDAISY models at depth 0.35 m and
the SW-ANIM model at depth 1.8 m, in general the resultindgoerance indices showed a better agreement
between simulated and observed values for the 0005 — 2008 than for the comparison based on soll
moisture retention curves. The indices of the \adlah period 2009 — 2011 were in the same rangsomewhat

lower at depth 0.9 m, as for the calibration pe(itable 4).
Figure 3 presents the cumulative water fluxes adipted by the models and as measured as a furaftione.
<<Figure 3>>

The pattern of cumulative water fluxes per growsegson complies generally with the annual precipita
amounts (Table 2) with the exception of maize iB®@and its preceding crop in the winter of 2005&20During

the intermediate period after oil pumpkin in 200 defore maize in 2006, the precipitation amouttezbout
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430 mm. It appears that the evapotranspiratiohefritermediate crop (English ryegrass) was readjtilow
which resulted in a relatively high leaching voluatehe start of the maize crop. The simulated dative
water flux per season corresponded well to the oredsvater fluxes for most of the models whichls®drue
for the extreme wet year 2009. However, DAISY shdweme overestimation in particular seasons due to
difficulties in parameterizing maize crop paramgt&PIC performed better in the calibration thathim
validation period.SW-ANIM underestimated the cumulative water flux in the fikst seasons, but
overestimated slightly in some other seasons. Ndeinwas able to simulate the dry no-flux periodicigithe
second half of 2011. Deviations between the siredlaind observed soil moisture contents were velgti
small and have a limited impact on the cumulatiegenfluxes. Underestimations and overestimatidribeo
seasonal water fluxes are explained by overesiimaind underestimations of the seasonal evapotratisp.
This depends on the difficulty of establishing aetel crop growth parameters. Table 5 presentséistzal
performance indices for the daily water fluxes &daveraged water fluxes per sampling intervaldoth the

calibration and the validation periods.

<<Table 5>>

The performance improved for the averaged fluxesampling period of the calibration phase relativéhe
performance of the daily fluxes, but deterioratedthe validation phase. This is counter-intuitbecause the
peaks of the daily fluxes pattern are flattene@ggregation and one should expect a better perfaentor the

averaged values per sampling interval.

Figure 4 presents the Taylor diagrams for the dadyer fluxes and for averaged water fluxes pernasizig

interval for both the calibration and the validatigeriods.

<<Figure 4>>

For all models th&®-values were between 0.5 and 0.9 andRR&Evalues were between 0.5 and 1.0. For daily
water fluxes thep/oo-ratio for the validation period was somewhat higthen for the calibration period, but for
the fluxes averaged for the sampling intervalsit be seen th#&tRM OSA, DAISY, COUP andEPIC resulted

in lower oploo-ratio’s for the validation period than for theibahtion period.

The range of seasonal water fluxes for the cultwaperiods predicted by the models for all seasees around
the observed values (Figure 5). With respect tdottmal test, calibration of the models resultecismaller

range and in a shift towards the observations.
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<<Figure 5>>

The ranges were relatively large for maize angrigxeding catch crops in 2006 and 2010. In fouhefseven
season®AISY had the lowest value for the leaching and in @#sen the highest value. BA&®UP and
EPIC resulted in three seasons the highest v&il.-STO had the smallest deviation between predicted and

measured seasonal water leaching BAdSY resulted in the largest deviation

Differences between observed and model predictédrwantents, water fluxes and water volumes peptiag
interval indicate over- or under-estimation of thater excess in the soil column. Besides unceitsiii soil
hydraulic properties and in observations, there ass lack of information about actual plant andtsystem

development as a function of time.

The different modelling groups were not able talfansimultaneous optimal solution which minimizeshb
water contents deviations and water flux deviatidigs may be due to uncertainties in soil hydi@plioperties,
and the disregarding of hysteresis in the modéis. Soil at the Wagna experimental station consfsésclayey-
sand on top of a gravel layer. Durner et al. (2@@r)cluded that for layered soils with distinctdregeneity no
unique effective soil hydraulic properties exi§tomly fluxes across the boundaries of the systerrequired,
heterogeneous systems can be modelled with quasddeneous ones, even if the internal system sateti
matched properly. However, for nutrient dynamiaduie dispersion, biological and chemical reactjars

accurate internal system state description is mangléDurner et al., 2007)

3.2.2 Soil temperature

The soil temperature is an important variable deiteing the rate of biological processes (N dynajnifts the
crop development in the period of germination, fondsoil moisture flow under winter conditions. A
comparison of simulated and measured soil tempe®tuas carried out as well (data not shown). hrega,

the models were well able to simulate soil tempeest and resulted in performance indices much hitjfze

for moisture contents. The simulation performartcghallow depth was less than the performanceestter
depths: most models showed a delayed warming aprite spring seasons with respect to the measurgment
which is attributed to the incomplete descriptidsarface temperatures, for most of the models tisedir

temperature as the boundary condition.
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3.2.3 Nitrate concentrations and nitrate-N fluxes

Figure 3 presents the cumulative nitrate fluxesthaechitrate concentration of the leachate as prediby the
models and as measured as a function of time. Basadvisual inspection the nitrate concentratimes
simulated well byCOUP andSW-ANIM for the calibration period. TH& M-ST O results for this period were
poor and the results of the other models were iwden. The results for the validation period shoaed
completely different picture when compared to¢beresponding results for the calibration perioke Tesults
of DAISY andSIM-STO were relatively the best, whilePIC andSW-ANIM results were wealdRM OSA,
COUP andSW-ANIM overestimated the concentration peak in autum® 200SW-ANIM simulated a peak

for autumn 2010, while there was no peak visiblthenmeasurements.

ARMOSA, DAISY, EPIC andSIM-STO showed more spiky results for the calibration ge:than the
measured values, whi@OUP andSW-ANIM showed calmer and more evenly time courses. Thédtse
resembled partly the modeller’s choice for defingiidner the nitrate fluxes or the nitrate concetiurs in the
objective function of the calibration procedureeTOUP andSW-ANIM modellers used the nitrate
concentrations for calibrations, while tA&RM OSA, DAISY, EPIC andSIM-STO modelling groups used the
nitrate fluxes. FODAISY andEPIC, the nitrate concentrations were calculated afied® by dividing the
nitrate flux by the water flux. The nitrate conaaiibns in the calibration phase simulated3iyl-STO showed
a bad performance, while the results for the vébtephase were much better. The higher peak coratems
during the calibration phase were not approached b-STO. On the other han&wW-ANIM showed a good
agreement of nitrate concentrations during theébcation phase, while there is a mismatch during/tiiglation
phase. The concentration peaks during the validgtimse were severely overestimate ®¥+ANIM due to

an overestimation of the biological fixation ratéssome non-leguminous catch crops in this period.

The nitrate-N flux at depth 1.8 m represents thegéen transport to deeper soil layers and is eglefor
predictions of nitrate concentrations in deepeugdwater ARMOSA, DAISY, EPIC andSIM-STO
underestimated the nitrate N-flux under winter éapreceded by a catch crop in 2007-2008 S\tANIM
overestimated the nitrate N-flux during this peridtle COUP model was able to calculate the nitrate-N flux in
five of the seven seasons that cover the calibratial validation periodARM OSA andDAISY calculated the
total seasonal nitrate-N flux well in three of d®ven seasons, whitePI C, SIM-STO andSW-ANIM

calculated this flux well in two of the seven se&sdl he last season appeared to be the most ttiffice,

because of the exceptional dry conditions. Thehiparafter the 2009 oil pumpkin crop also showephiicant
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deviations between model predictions and measuresm€ne largest deviations of seasonal nitrates)efs

occurred in the results @OUP andSW-ANIM for the exceptional wet year 2009.

Table 6 presents the statistical indicators fohlibe nitrate concentrations and the nitrate-NHemgrates,
based on the sampling time series. The largesatiens between predicted and simulated nitrate exttnations
were found for th&IM-STO results in the calibration period for which tled amounted to 0.43. Remarkably
the smallest deviations were found for the sameaiimal the validation period for whidioA amounted to 0.78.
The underestimation of the nitrate-N flux 8§M-STO is most likely due to immobilization processed tnz
overemphasized for the 2005 and 2008 periods. Téss hitrate was released to the soil water phvéaseh led

to the underestimation of the nitrate concentraiiate leachate. .
<<Table 6>>

The COUP model showed the best performance for the nitateentrations of the calibration period witiA

= 0.97 directly followed by th@W-ANIM model. The results frofaPIC andSW-ANIM for concentrations in
the validation period were weak wifMSE> 20 mg L*. The statistical indices of the nitrate-N leachiates
showed a similar picture. TI®#M-STO model performed relatively weak during the calilma phase. For the
leaching rates in this periddA1SY andSW-ANIM had the best performance and for the validaticioge
ARMOSA andDAISY performed relatively the best. TNSSEvalues (data not shown) for both the
concentration and the leaching rates in the vatidgieriod were almost all negative, showing thatc¢alibrated
models had great difficulties to predict concemnbrag and leaching rates for the more extreme ciamditof the

validation period.

Statistical performance of predicted nitrate comegions and leaching rates were expressed in Tdidggrams
in Figure 6. Calibrated nitrate concentrationgdQyUP andSW-ANIM hadR-values greater than 0.9 and were
closest to the (1,0) point. Except &M -STO, the models showes}h/cg ratios for the calibration step that did

not deviate much from 1; f@ M-STO theop/op ratio was much lower than 1 aRdck 0.
<<Figure 6>>

The plots clearly show the much weaker performdacéhe validation period than for the calibratjeeriod,
expressed by lowdR-values and highespl/og ratio’s. SIM-STO showed the best performance for
concentrations in the validation period wRRh» 0.7,0p/c5 close to one, anBRSE= 0.75, while for the other

modelRRSE> 1. For the nitrate fluxes in the calibration pdiRRSEvalues were between 0.64 and 0.86, while
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for the validation period, the values were betwgemd 2 even with a peak of 8.6 ®//-ANIM (data point not
seen in Figure 6). THe-values of the nitrate fluxes in the validationipdrwere in the range 0.18PRIC) to
0.50 COUP). Theoplog ratio ratios were in the range 0.75 to 2.3 witheak of 8.8 foSW-ANIM (data point
not seen in Figure 6). The values &gfoo ratio greater than 1 for both the concentratianstae nitrate fluxes

indicate that the variation of the simulated valigegreater than the variation of the observedeglu

Table 7 presents the performance indices for ttiataiconcentrations at depths 0.35 m and 0.9 mldk
values indicate that the best agreement betweeanatied and measured values was achieved for theatin
period, butMAE-values andRMSEvalues were highest for the calibration resultdegith 0.9 m and lowest for
the validation results at depth 0.9 m. This appagentradiction is due to the number of measurementwhich
the indices were calculated. Further analysis veagt orloA because the ranking of these values corresponded

better to the results of the leaching water attd&p®0 m.
<<Table 7>>

Calibrated concentrations yieldemi\-values ranging from 0.48(M-STO) to 0.84 BW-ANIM). The results

for the validation period resulted in somewhat love#\ values, except fd8l M-STO which shows better results
for the validation than for the calibration periddhe ARM OSA results were the most constant for the different
depths and periods. Bo@OUP andSW-ANIM show significantly pooreloA values for the validation than for
the calibration periodAISY andSIM-STO showed slightly better results for the concenpragiat depth 0.9 m
than for the concentrations at depth 0.35 m. Theranodels performed slightly better for depth M8%Fxcept
for SW-ANIM, theloA for the validation period at 0.35 m were in theneaange as for the results at depth 0.9

m.

Over- and overestimation of simulated average teittancentrations and nitrate-N leaching ratester
calibration period is due to a number of reasonfrAal reason is the formulation of the objectdiion. The
calibration method applied for most models attempteminimize the sum of squared differend@s,)? for
either the nitrate concentrations or the nitratiuMdes. A minimal sum does not guarantee a perfexdth of the
average concentrations. The different modellingigsohave chosen different objective functions when
calibrating for nitrate observations. Most modeisdxd the summatiof£0O,)? values on the sampling periods

but SIM-STO used the summe®£0,)? values for the nitrate-N leaching rate per gronsegson only.
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Three out of four models that used nitrate fluxhieir objective function resulted InA values in the range 0.76-
0.87 for the calibrated nitrate fluxes, while thees model resulted iloA = 0.43 (Table 6). Two out of three
models that used nitrate concentration in theiecidje function resulted iloA values in the range 0.95-0.97,
while the third model resulted I0A = 0.87 (Table 6). However, a good calibration draté concentrations did
not result in good performance on nitrate fluxesthBor the calibration and for the validation peis it
appeared that all models had difficulties in prédgthe nitrate fluxes at the bottom of the lysierteeven if

some of them were calibrated based on the measitrate fluxes.

Vereecken et al. (1991) evaluated five complex rteofitem whichSW-ANIM, EPIC andDAISY are also
included in our performance assessmArtomparison between simulated and observed nigatghing rates
measured in two sandy soils in Denmark and oneyssaitlin the Netherlands revealed tisaY/-ANIM, EPIC
andDAISY performed similar, althoughAlISY appeared to be a bit superior in behaviour. Ireggdrmuch
better statistical metric values were reported thasur study. This may be due to the circumstatdse field
trials which were representative for conventiorgicilture during the eighties and because thédcglon and

he comparison was carried out for seasonal values.

Diekkruger et al, (1995) compared the results pcedwy 19 simulation models, others than those ustids
study, for a loam soil and a sand soil in Soutlsth Eastern Saxony in Germany. Variation in taehing
rates at 0.9 m depth reflected mainly the diffeesna soil water fluxes at that depth. Apart frdra seasonal
differences between the models that were abletalaie a three year period continuously, the cutivela
leaching was nearly the same for these modelsrdhéts of soil nitrogen simulations were signifitig
influenced by the results of water flow and plardvgth simulations. Diekkriger et al, (1995) conéddhat for
long term forecasts the exact determination otbitnendary conditions is as important as the modetagch
itself. Our finding that the unmeasured inputs @ning biological N-fixation are important for tkeil nitrogen
dynamics is consistent with this conclusion. In study, differences between model seasonal andtéyny

results are attributed to some extend to diffeasstumptions about fixation rates.

Kersebaum et al., (2007) conducted a comparisasimuilation models for 18 different models from whW -

ANIM andSIM-STO are included in our studgW-ANIM was applied to the Miincheberg data-set (Kroes and

Roelsma, 2007) anfl M-ST O was applied to the data-set of the lysimeterataBerlin-Dahlem for water flow
simulation and to the Bad Lauchstadt data-setifoulsition of soil nitrogen dynamics (Stenitzer kbt 2007).

Results for the mean bidBMSE loA andNSEshowed weak performances for the soil minerabgén
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simulation in the 0-90 cm upper soil layer for igatl models which were subjected to the Miinchglaata-
set. Kersebaum et al. (2007) concluded that comparf simulated results by models which are ineerfdr
field scale and regional scale with measured di¢sn ahows unsatisfactory results due to deviatimditions
and parameters. It does not automatically mearthieainodels or the parameters are wrong becauskathend
parameters are only partly related to the siteiip@onditions of the measurements. In our studypigicant
amount of data was available, but critical inforimatabout rooting depth and pattern, atmosphenosigon
rates, mineralization and fixation rates was migsis well as the nitrogen uptake rates and resichaints of
the catch crops. Due to these uncertainties difficult to draw clear conclusions about the potidie power of

the models.

3.2.4 Nitrogen balances

Table 8 presents the soil nitrogen balances psosdar each of the models.
<<Table 8>>

Exact fertilizer and manure inputs were not repnesg byEPI C, because the model assumes standard
compositions which are not equal to the experinietata. This holds also f@W-ANIM which assumes fixed
nitrogen compositions but this was overcome byoihicing new manure types, so that the fertilizputrwas

close to the observed values.

The estimates for atmospheric deposition ranged ##® kg hd a* (COUP) to 23.4 kg ha a* (DAISY),
averaged for seven growing seasons. Only literataliges were available and most modelling group® hised
the model default values or the figure they areilfamwith for their own countryARM OSA calculated for the
validation phase lower wet deposition rates thairttfe calibration phase due to lower precipitagomounts.
Some models assumed only dry deposition at a aunstee, while other models also imposed nitroggrui by

rainfall.

The most stressing differences are for biologicdibddtion. Some models do not describe the biolalgi¢-
fixation process as such but modellers had pog#&kito assume fixation rates by introducing aagjen rich
organic material which was amended continuouslynduthe growing season. TIBAISY and theEPIC
modelling groups did not take account for N-fixatieither due to a lack model formulations impletedror to
a lack of knowledge about this proceSEVI-STO assumed only for the first season some biolodictikation

by the crop mixture that included white clover. T@UP and theSW-ANIM modelling groups took account
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for N-fixation, including for periods for which onvouldn’t expect (English ryegrass). 8tV-ANIM the
biological N-fixation is lumped with the mineralizan of some of the crop residues that descended the
most recent and previous catch crops. The modplbdibes not allow to unravel the biological N-fisa as

such and mineralisation of earlier catch crop neesid

The COUP model did not take account for ammonia volatili@at The other models did, and showed a range of
2% to 35% of the nitrogen in the animal manure atedrto the soil. The highest volatilization ratesyev
simulated bySIM-STO: 27% and 35% of the animal manure N in 2008 aridl 26espectively. This could
possibly explain the underestimation of nitrateckéag in 2008, but not in 2011. For these years differences

of the model predictions amounted to more thanr2R3¥ kg ha a*, respectively, which is higher or in the

same range as the measured nitrate-N leachingtiNaalition was calculated bPIC andARM OSA (about 4

kg ha') for the first growing season of the validationipd, while no farm fertilizer was applied.

The models encountered difficulties with the sintiolaof nitrogen crop off-take. Deviations of siratéd
uptake rates from the observed values of more 30akg h& occurred for three years BY\RM OSA (2006,
2008, 2009)EPIC (2005, 2009, 2010) arfdl M-STO (2006, 2008, 2010), for two years BAISY (2007,
2010), and for one year (2011) 6DUP andSW-ANIM. TheEPIC model was not able to simulate nitrogen
crop off-take by oil pumpkin, because this cropn&nown in the standard database of crop paramiigrs
comes with the model. TH2AISY model failed to simulate a reasonable crop ofethik maize in 2007, while
the N off-take in the preceding year was overeggohdy 60 kg ha The calibrated parameters for crop uptake
were not optimal for the maize as is also appdrent the calculated crop off-take in 2010 where the
overestimation amounted nearly 100 kg h@espite the fact th&W-ANIM included the N-yield in the object
function of the calibration procedure, the modelieap off-take differed from the measured croptaife by -14
to +19 kg h&d. TheSW-ANIM underestimated crop off-take in the validatiorigukrCrop off-take is governing
the soil nitrogen balance to a large extent andreaneous calculation of the N off-take means éhapssible

correct nitrate leaching should be consideredtths tbbust.

Denitrification is only of significance for tHeAlSY andEPI C results, while other models simulated zero or
negligible denitrification rates. For most of thedels, these estimates were biased by the opiritire aata
holders who made plausible from their analysisoiifratrogen balances that denitrification is naignificant
factor (Leis, 2009). The degree of saturati§nat depth 0.35 m exceeds 80% for most of the emkonly

COUP andSIM-STO have default threshold values ®higher than 80% while other models use lower defau
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threshold values fdB (Heinen, 2006). Except f@AISY andEPIC, als)oARMOSA andSW-ANIM should
have calculated some denitrification when usingdifvalues. Except for the first year, the defidation

calculated byEPIC exceeded the nitrate-N leaching.

The change of the total N amount in soil includethlorganic and mineral forms and was calculatetthes
residual from the balance. A positive sign meansarease of the total amount whereas a negatiye si
indicates a depletion of the stock. The model tesliowed large differences and the largest differeccurred
in 2010 wherdAISY calculated a depletion of 105 kghahile SW-ANIM calculated an increase of 103 kg
ha®. The increase of the amount resulted from therasdibiological fixation and the inputs caused kg th
cultivation of catch crops. When no additional itgoly fixation or by catch crops was assumed, éetiep will

occur PAISY andEPIC).

Except forSIM-STO in 2005 and 2008, differences between calculatadanal nitrate-N leaching rates were
relatively small for the calibration phase. Theidéwns were much larger for the validation phageereSW-
ANIM overestimated the leaching by 39 and 29 k§jih22009 and 2010, respectively. The observed small
leaching rate in 2010 was not approached by anyem@dansport of ammonium, organic dissolved Nyr b
surface runoff was calculated at a maximum of 8&tby theCOUP model for the first year of the validation

period.

The long term nitrogen balances were summarizéeabottom of Table 8 to further compare the défee of

the modellers perceptions of the plant and saibgén cycle.

The seven year balance depicted the major diffeiebetween the models clearly. Despite the crdyrégin

2007 simulated bpAI SY, this model showed the highest summed seven yeawrst, while the summated crop
off-take bySIM-STO lagged behind with 200 kg haelative to the recorded amount. For the individiesrs

the ARM OSA results differed considerably from the observatjdyut the summated seven year crop off-take

resembled the measured value rather good.

Most models have been designed for the field doalevhich an average N-yield is calculated. Thetigpacale
of the lysimeter (1 f) differs from the field scale and the variationcobp off-take rates at this scale is much
larger than for the field scale. This is illustidtgy the oil pumpkin crop in 2005. Only two seedsevplanted in

the lysimeter. One of the plants died at the sthitthe generative phase and no harvest was obt&ioexdthis
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plant. This event influenced the yield at the lysier scale pretty much, but the yield at the fagldle was

barely influenced and it can be expected that fiellle models encountered difficulties.

The total nitrogen loss by denitrification rangeahfi 0 to 249 kg Haand was subject to the modellers’

perception of the possibility of denitrification fhe soil at the Wagna experimental field station.

The low input farming system was capable to prodetaively high yields for maize and grains, anddil
pumpkin a N-yield of 51 to 57 kg Havas recorded, but the observed nitrate-N leachitgeded the N-excess,
the latter defined as the total addition of mindeailizers and animal manure minus the crop aket
ARMOSA, DAISY andEPIC predicted higher nitrate N-leaching than the Nessc(Fig. 7), while the other
models showed a more or less equal vaBWe-ANIM) or a lower valueQOUP, SIM-STO). One of the main
difficulties was to describe the role of the intexdrate catch crops in the crop rotation on thevegji of N.
Some of the intermediate crops fixate atmospheniehith leads to an input to the soil and other srage only
able to preserve some of the N excess which remmasil after the catch crops for the next growsegison. No
data on the N uptake rates and the quality ofekealting green biomass of these intermediate onape
available. Each of the modellers had to make asgangpfor the effect of these crops on the soilydle. The
estimates of the seven years summed additional tnphe soil by biological N-fixation varied frof2 kg ha

(DAISY, EPIC) to 371 kg h# (SW-ANIM) (Table 8).
<<Figure 7>>

None of the models simulated long term soil N-statkquilibrium. The models that did not take bipbal N-
fixation into consideration showed a decrease ®fthil N-stock of -342 kg Ha(EPIC) and -177 kg ha

(DAISY). The other models that take account for this irglowed an increase ranging from 165 to 419 Kg ha

The comparison of the N mass balance componentgeshiarge differences between the models. Despite
calibration on nitrate leaching, the nitrate leaghpredicted was still different from that measur@op off-
take, although measured, was only used by two readéhe calibration procedure, but even then tiedipted
off-take differed from the observed one. For thHeeotN processes (deposition, biological fixatioolatilization,
other transport processes and denitrification) easared data were available for comparison antdreélbn.
For these aspects, significant differences betweemodels were observed, either through differemte
process descriptions or in handling input by thelelling groups. The resulting storage change thas also

different for the models. The variation of the mbhatance components for each model over the yeasdavge.
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A favourable assessment of a good corresponderneedie a predicted and a measured quantity is diffic
because it may be good for the wrong reasons.ample, ARM OSA predicted rather well the overall crop N

off-take but was not able to predict the N off-talkd the individual growing seasons.

3.2.5 Perfor mance assessment

In order to compare the performance of models atifisble method is needed. The simplest methodleévba
to rank the models based on a performance indgs.méthod is not preferred, as a model may gegjla hi
ranking despite a poor performance. Thus, a claatibn based on some performance index is to éfeped.
Any value ofNSEandIoA (except their values 0 and 1) is difficult to imeet (Legates and McCabe, 1999), and
thus it is clear that no default classification bdary values exist to evaluate good, moderate and model
performance for a set of interrelated variableategl to water contents, water fluxes, nitrate cotredion and

nitrate fluxes at te scale of a lysimeter.

Bellocchi et al. (2010) reviewed the methods arigidint indicators used for the validation of diffat types of
biophysical models. Confalonieri et al. (2010) uBl&8EandRRMSE together with four other indices to assess
the quality of simulation of different models inrgilating soil water contents. In hydrological sagiit is
common practise to assess the model performantieedrasisNSE whereNSE> 0.75 indicates a “good”
performance antISE< 0.36 indicates a “weak” similarity of model resulvith observations (Van Lieuw and
Gabrecht, 2003). Moriasi et al. (2007) reviewedghalification of the model performance of streastdarges
and contaminant loads, based on statistical indares number of modelling studies. They qualifraddel
simulation on the basis 6fSEandPE but their qualifications are not directly appliéabo this study due to
differences of spatial scale (catchment versud)fi@hd differences of time scale (month versusatayeekly
sample interval). In the literature it is noticeabhat classifications and qualifications dependhenconsidered
variables and of the time and space scale. Hengreferred to set up a classification foA. A number of
model studies on the dynamics of soil nitrogen witréite leaching have been published that uséothealone,
or combined with other parameters (Kersebaum g2@07; Mantovi et al., 2006; Nolan et al., 20 Bbgbed;i

et al., 2006).

Typical state variables which correspond with insgaeous observations have been distinguishedvirater
fluxes and nitrate concentrations analysed in ca@ag@avater samples. For the latter we assuowdalues
above 0.9 as accurate dod values below 0.75 as inaccurate. For soil wataterds and nitrate concentrations

we assuméoA values greater than 0.8 as accuratelaAd/alues smaller than 0.6 as inaccurate. Krausk et a
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(2005) stated that even flwA > 0.65 models can result in poor performance, theg will forloA < 0.6, which
was here chosen as the lowest boundary.ldAecoring for the calibration and validation peri@de listed in

Table 9.

<<Table 9>>

The scoring differed for the different models. Tmodels 8lM-STO, SW-ANIM) performed well for the
calibration of theb(h) curves and the simulat@dat different depths, however, this doesn’t guazarmood
performance for the other state and rate varidhlése calibration and validation periods. For tadidation
period all models performed weak to moderate owtler volume and weak on the nitrate N-flux pengling
interval, moderate to good on the daily water fund weak to moderate on the nitrate concentratichd water
samples. The modefsRMOSA, COUP, DAISY andEPIC had more weak qualifications than good

qualifications, whileSIM-STO andSW-ANIM had more good qualifications.

We have also assessed the accuracy of the seasooahts on the basis of the mean absolute evtAE]. The
seven seasons included the oil pumpkin crop twitech was an unknown or a particular crop for majghe
modelling groups. The seven year series containagkeiemely wet year (2009) and a dry summer (20Adi)

the performance assessment for average crop arfdltaionditionsMAE of the five best valuesMAEs) out of

seven MAE;) are presented in Table 10 to examine if the nsopefform better for average conditions. In some

cases the improvement was more than 50%, and tkégaof the models slightly changed. Despite #et that
MAE is less sensitive to outliers than éaf, extreme situations (unknown crop, wet or dry ggaan have a

large impact oiMAE.

<<Table 10>>

3.2.6 Methodological aspectsfor explanation of differences

Data

Experimental data collected from a well-controllggimeter were used for the purposes of our sthidyvever,
the number of measured state and rate variableslegs than those present in the six models. Fompbe, no
data were available on field-scale hydraulic cotigitg, deposition and biological fixation. This mwes that the
outcome of the models is uncertain as not all corepts of the internal mass balance could be optichigve
have observed in the blind test that based onitelinavailability of data, which resembles situatidhat would

occur in practice, the predictions of the models waor compared to actual observations. That wiouidly that
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usage of such simulation models for predictionsitnate leaching at unknown, regional scales maselgarded
with care. In this study the rainfall excess wasifpee in most times of the year, such that theasga bottom
boundary condition in the lysimeter resulted ircldag. For other situations where capillary riseyroacur, the
models have not been inter-compared. Finally, fitigced that the soil hydraulic properties as iheiieed in the
laboratory on small soil samples does not guaramngdiepredicted soil water contents and soil wdliexes even
for a well-controlled lysimeter situation. Partlizis may be due to the lack of knowledge of hystsrer its

description in the models.

Procedure

Despite the structured set-up of this study (btast, calibration, validation) there remained fhélidy in the
approach chosen by the different modelling gro&ps.example, no formal sensitivity analysis wasspribed,
meaning that each group was free to choose a getraimeters to be calibrated. This has introducadgective
element in this study. Although it was agreed ketfiand that the water fluxes and the nitrate conagois in
the lysimeter effluent were the most important paftthe model comparison, the objective functian f
optimization was chosen freely by the modellersn8anodelling group have chosen to include also the
information about soil water contents and crop kta the optimization procedure. The comparison is

therefore, not a pure comparison of the model cdugsalso a comparison of how modellers used theulels.

In this study much effort has been put in calibrgiind validating six models for a well-controllggimeter
situation. Any conclusions of this study are thuBrat applicable for these kind of (local) sitigats. Additional
research is required to inter-compare these mddeteviant situations, for example, for regionsé@ssments

of impact of fertilization strategies.

Decreased perfor mance when aver aging

One should expect a better performance for theagesl water fluxes per sampling interval than ferdhily
water fluxes because peaks of the daily fluxesepatire flattened by aggregation. This was inddémseved in
better performance indices for the calibration @eiTable 5). However, the opposite occurred fervalidation
period (Table 5). This counter-intuitive responggerformance indices to the averaging of watexdhiof the

validation phase may be due to the following thessons.

1) The distributions of the time increments of singpin both phases differed slightly, where in tredidation

phase samples were taken more frequently with smigithe steps (data not shown). The pattern of §agp
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intervals was neither regular nor random. Thegpativas more or less dependent on practical ciraumss
and availability of manpower and on average samptae taken once in seven days. Under extremeathinf
conditions the intervals were shortened and undeeme dry conditions the intervals were longerduse no

percolation water was present.

2) The probability density distributions of the Igavater fluxes and averaged water fluxes for thkbcation
and validation periods appeared to be unequal ¢dz#tahown). This was concluded from a non-parametr
analogue of a one-way analysis of variance perfdriyethe one-way analysis of variance by ranks afte
Kruskal-Wallis (1952). The different statisticalHaiour may result in variant effects of volume greaed

averaging on the performance indices.

3) Certain days or periods may have had a greaettedih the averaging. A leave-one-out calculatimtedure
was performed to qualitatively explore the effefct@rtain days and periods on the performanceeohtbdels.
In the series of data pairs of observed and sirdlatater fluxes, one data pair is left out and tifewas
calculated for the remainder of the population sTgriocedure is repeated for each of the data aadshe
results are subtracted from tle\-value based on the total series of data pairpéig to either the daily
fluxes of the calibration or the validation phasémthe averaged values of the phases. Only thdtgegreater

than 0.001, in absolute sense, haven been plottEdjure 8.

<<Figure 8>>

The exclusion of a particular data pair can reisuftoth an improvement (negative values) or a d@teion

(positive values) of thAloA. Furthermore, it is notable that th®A of daily fluxes responded differently

compared to thaloA for averaged fluxes per sampling interval. Foradtrall models the exclusion of the value

simulated for 19 Sept 2006 would affect tkleA. The effect of excluding the value of this perisgnuch
smaller for theAloA based on the averaged values per sampling intérfikalmaximum effect in the series of
daily values occurres for a certain day of thelralion period and the maximum effect in the seofesveraged
values per sampling interval is calculated fomgetinterval in Sept. 2010 which belongs to thedatlon phase
The maximal effect of leaving one value out is tgeéor the validation period than for the calilwatperiod.
Based on this analysis, it is plausible that theraging of water fluxes has a different effect lom performance

indices of the calibration phase than on thosé@falidation phase.
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4, Summary and Conclusions

The novel aspect of this study is that six detaleatess oriented dynamic models were tested (1) fo

the Wagna test-site which is known to be highlynesdble to nitrate leaching, (2) for a crop patticu

for the Styrian low input agriculture system, (8) & situation where different catch crops werd pfr

the crop rotation, and (4) for the weather condgiavhich significantly differed between the caliia

and the validation phase..

This study was not performed to determine which eh@lthe best. We like to quote Kersebaum e2807)

who stated: The comparison of different models applied on #mesdata set is not suitable to serve as a model
contest or to find the best model. Although, theliaption of different indices for model performaritelps to
identify strengths and weaknesses of each modebjactive comparison is nearly impossible dueiffent
levels of input requirements, calibration efforteddast but not least the uncertainties and erneithin the

measured data themselves.
We conclude:

a. The blind test showed that simulation results withzalibrating the model are generally far from
acceptable . Therefore, model calibration is essent

b. None of the models performed good for the diffe@iteria considered in this study. This may be
due to the combined effect of the model structuinetvis not tuned to the circumstances of the
Wagna experimental fields and the lack of knowletdgestablish an appropriate set of parameters.
Furthermore, not all inputs were measured, so tivere too many degrees of freedom.

c. The soil of the Wagna lysimeter is highly vulnemt® nitrate leaching. The seven year summed
nitrate leaching rate (123 kg Heexceeds the seven year summed fertilization exdésdels
designed for nitrate leaching in high input farmgygtems have difficulties with an accurate
prediction of the nitrate leaching in low inputrfang systems

d. Judgement of the performance solely on the basigtmafte concentrations or nitrate fluxes is not
sufficient for the assessment of the predictive goof the models. Other results as soil water
contents (daily), water and nitrogen fluxes (daihd seasonal), soil temperatures (daily), nitrogen
yields (seasonal) should also be taken into accdins should be reflected by the objective

function of the model calibration.
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5.

Traditional Richard’s / Darcy Buckingham equatiased models that make use of the Mualem-van
Genuchten descriptions and disregard phenomengsterésis, preferential flow and multiple
phase flow encounter difficulties with an accuratel consistent simulation of both water contents
and water fluxes for the soil and conditions of Yiagna lysimeter.

Some models which performed relatively well in tadibration phase of the study failed to
simulate the nitrate concentrations and fluxehiéalidation phaseS{V-ANIM), while other
models behaved relatively bad in the calibratioagghand showed better results in the validation
phase $IM-STO). An accurate calibration does not guarantee a goedictive power of the
model.

The catch crop mixtures and the non-harvested &mgjiegrass play an important role in the
nutrient dynamics of the soil. This role is addegsweakly by the simulation models: (1) due to a
lack of experimental data on nitrogen uptake ratesmineralization of residues of these
intermediate crops, and (2) lack of knowledge tecdbe the relevant processes related to the
foreign crops

Assessment of future climate and land use charegpsres a good predictive power of the models
and a certain level of robustness. Although thaisbtess is not clear for the tested models, the

process oriented dynamic models used in this stuelyiseful for hypothesis testing.
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Table 1. Crop rotation and fertilizer applicatiarsthe soil of the KON-lysimeter. CC and MC refercatch

crop and main crop, and FYM and MF refer to farndyswsanure and mineral fertilizer, respectively.

Type Crog Sowing Date of Date of Type anc
date harvesting or  fertilizer amount of
amending crop application fertilizer
residues to soil (kg ha' N)
cc Ml)fture: summer common tar 06-Aug-04 06-Apr-05
white clover, sunflower
. . 25-Apr-05 FYM: 274
MC Oil pumpkin 30-Apr-05 13-Sep-05 03-Jun-05 MF- 351
CcC English ryegrass 03-Jun-05 09-Apr-06
. . 24-Apr-06 FYM: 54.5
MC Maize (grain) 24-Apr-06 02-Oct-06 08-Jun-06  ME- 756
cc Mixture: forage rye, winte 03-Oct-06 09-Apr-07
turnip rape
. . 16-Apr-07 FYM: 120.7
MC Maize (grain) 16-Apr-07 21-Sep-07 26-May-07  MF: 59 0
) 28-Fet-08 FYM: 84.€
MC Winter barley 08-Oct-07 30-Jun-08 09-Feb-08 ME- 38.0
cc Mixture: winter turnip rape, 04-Aug-08 20-Apr-09
mustard, sunflower
. . 22-May-089 MF: 36.C
MC Oil pumpkin 28-Apr-09 07-Sep-09 01-Jun-09 ME: 16.0
CcC English ryegrass 05-Jun-09 31-Dec-09
. . 16-Apr-1C  FYM: 62.€
MC Maize (grain) 17-Apr-10 23-Sep-10 26-May-10  MF: 81.0
" 11-Mar-11 FYM: 119.1
MC Triticale 09-Oct-10 13-Jul-11 11-Apr-11 MF: 62.0
Mixture: mustard, phacelii After
cc sunflower, buckwheat, ryegrass 08-AUG-1l 31 pec-11
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Table 2. Annual precipitation rates (mi)and their cumulative probability percentages Haseprecipitations

values of 1961 — 2011.

Phas Calibratior Validatior

Yeal 200t 200¢ 2007 200¢ 200¢ 201( 2011

Precipitation (mm &) 883 839 892 893 1355 1013 739

Cumulative probability 44% 31% 48% 50% 98% 75% 10%
36
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Table 3. Statistical parameteMAE, RMSE loA) for the comparison of volumetric water contergsived from
calibrated soil moisture retention curves (Figurardd observed volumetric water contents at depB& m 6 =
922), 0.9 m1if = 1413) and 1.8 m(= 1456) depthEPIC is excluded as it does not use soil moisture tieten

relationships.

Model MAE (cm?3 cn™) RMSE (cm3 cn™) l0A
0.35nm 09nm 18 nm 0.35nmr 09nm 18 nm 0.35n 09nm 1.8 m

ARMOSA 0.006¢ 0.016¢ 0.030¢ 0.011Z 0.017¢ 0.031C 0.8¢ 0.7¢ 0.1¢

COuP 0.0341 0.0753 0.0391 0.0416 0.0775 0.0395 0.59 0.310.18
DAISY 0.0295 0.0340 0.0166 0.0326 0.0374 0.0178 0.63 0.620.38
SIM-STO 0.0212 0.011¢ 0.006¢ 0.025¢ 0.013C 0.007¢ 0O.7% 0.8¢ 0.67

SW-ANIM 0.007: 0.006z 0.003: 0.011° 0.007¢ 0.003¢ 0.87 0.9¢ 0.8¢

Table 4. Statistical parameteMAE, RMSE IoA) for the comparison of simulated and in situ meedwalues
of volumetric water contents at depths 0.35 m,f.&nd 1.8 m for periods 2005 — 2008 (calibratiorg 2009 —

2011 (validation).

Model MAE (cr? cn™) RMSE (cm3 cn™) I0A
0.35nm 09nm 18nm 0.35nm 09nm 18nm 035 09nm 18nm

Calibration 2005 200¢ (n= 1461
ARMOSA 0.0119 0.0247 0.0107 0.0168 0.0447 0.0123 0.79 0.75 0.46

COuUP 0.0230 0.0104 0.0023 0.0288 0.0363  0.0031 0.74 0.84 0.85
DAISY 0.095¢ 0.015: 0.010¢ 0.108: 0.063( 0.013: 0.2¢ 0.6t 0.3¢
EPIC 0.061: 0.156: 0.090¢ 0.066: 0.030¢ 0.092¢ 0.4¢ 0.9C 0.07

SIM-STO 0.0180 0.0063 0.0028 0.0249 0.0271  0.0039 0.81 0.92 0.85
SW-ANIM 0.0101  0.0106  0.0072 0.0159 0.0285  0.0082 0.87 0.92 0.59
Validation 200¢- 2011 (n = 955)

ARMOSA x 0.026( 0.013( x 0.029: 0.014¢ X 0.52 0.47
COuP x 0.0124  0.0030 x 0.0165 0.0041 X 0.74 0.84
DAISY x 0.0152  0.0137 x 0.0193 0.0165 X 0.69 0.40
EPIC x 0.153t  0.092/ x 0.157C  0.093¢ X 0.1¢ 0.0¢
SIM-STO x 0.009: 0.003¢ x 0.013¢ 0.005: X 0.87 0.8z
SW-ANIM X 0.0141  0.0075 X 0.0176  0.0088 X 0.74 0.65

X Measurements at depth 0.35 m were disqualifiechf2009 onwards due to aging of the sensor, ardcgfibre,
no performance indices were calculated
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Table 5. Statistical parameteMAE, RMSE loA, NSB for the comparison of simulated and observedydail
fluxes and fluxes averaged per sampling intervaeath 1.8 m for periods 2005 — 2008 (calibrat@m) 2009 —

2011 (validation).

Model Daily water fluxes Averaged water fluxes pampling interval
MAE RMSE oA NSE MAE RMSE oA NSE
(mmd) (mmdh) (mmd) (mmdh)
Calibration 2005 — 2008
n=1461 n=19¢
ARMOSA 0.4¢ 1.0C 0.82 0.41 0.4< 0.81 0.84 0.4¢
COUP 0.4¢ 0.9¢ 0.8C 0.44 0.4< 0.7t 0.8t 0.5t
DAISY 0.57 1.16 0.68 0.21 0.54 0.90 0.74 0.35
EPIC 0.54 0.99 0.83 0.42 0.46 0.75 0.89 0.55
SIM-STO 0.34 0.87 0.8¢€ 0.5¢ 0.3C 0.62 0.91 0.6¢
SW-ANIM 0.3¢ 0.91 0.8€ 0.51 0.37 0.72 0.8¢ 0.5¢
Validation 200¢- 2011
n=1084 n=128
ARMOSA 0.70 1.75 0.79 0.41 1.66 3.82 0.68 0.39
COUP 0.70 1.57 0.84 0.52 1.41 3.47 0.79 0.50
DAISY 0.7z 1.77 0.77 0.3¢ 1.74 4.34 0.5¢€ 0.21
EPIC 0.8t 1.7¢ 0.77 0.3¢ 1.8C 4.0C 0.65 0.3¢
SIM-STO 0.51 1.43 0.90 0.61 1.69 3.94 0.76 0.35
SW-ANIM 0.57 1.59 0.88 0.51 1.77 4,16 0.74 0.27

Table 6. Statistical parameteMAE, RMSE loA) for the comparison of observed nitrate conceiatnatand
nitrate N leaching rates with simulated values &ljbcated models for the Wagna Lysimeter for pesi@d05 —

2008 (calibration) and 2009 — 2011 (validation).

Model Nitrate concentrations Nitrate-N leachinteg
MAE RMSE I0A MAE RMSE I0A
(mg LY (kg ha" d™)

Calibration 2005 — 200&(= 199)
ARMOSA 15.71 20.37 0.78 0.043 0.085 0.77
COuP 6.74 9.60 0.97 0.041 0.085 0.78
DAISY 13.92 16.8: 0.87 0.037 0.06: 0.87
EPIC 19.5¢ 25.6: 0.7€ 0.04¢ 0.08¢ 0.82
SIM-STO  27.34 34.61 0.43 0.044 0.089 0.60
SW-ANIM 7.88 10.48 0.95 0.035 0.080 0.85

Validation 2009 — 2011n(= 128)
ARMOSA 11.17 15.85 0.52 0.058 0.102 0.61
COuUP 12.3¢ 18.6¢ 0.52 0.07¢ 0.187 0.5
DAISY 8.54 11.4C 0.7¢ 0.04¢ 0.09t 0.54
EPIC 18.24 22.07 0.52 0.089 0.155 0.41
SIM-STO 8.88 10.44 0.78 0.058 0.138 0.56
SW-ANIM  19.9% 29.3i 0.4z 0.20¢ 0.80c 0.1Z
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Table 7. Statistical parameteMAE, RMSE IoA) for the comparison of observed nitrate conceiamat(mg L)

in water extracted by suction cups at depths 0.2%dn0.9 m with simulated concentration.

Model Calibration 0.9 m; n = 47) Validation 0.35 m n=91) Validation 0.9 m;n=108

MAE RMSE I0A MAE RMSE I0A MAE RMSE I0A
ARMOSA  36.¢ 50.€ 0.6€ 22.7 35.¢ 0.6t 12.7 16.€ 0.5¢
COuUP 28.0 35.2 0.80 28.2 44.1 0.38 16.6 24.1 0.37
DAISY 32.2 43.9 0.68 29.1 50.9 0.46 12.9 21.5 0.55
SIM-STO 50.€ 66.7 0.44 25.t 36.8 0.6€ 13.€ 15.¢ 0.71
SW-ANIM  25F 30.5 0.84 36.4 59.z 0.57 20.¢ 33.¢ 0.41
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Table 8. Comparison of seasonal soil nitrogen lw@sambserved and calculated by the six benchmadelso

For each year the main crop is indicated, but thdsere preceded by catch crops (including legunsraops).

Cropand Balance terrh Observed Simulated
period (kg ha') ARMOSA COUP DAISY EPIC SIM-STO SW-ANIM
Calibration 2005 — 2008
Oil Fertilization* (+) 35.1+27. 63.C 62.5 62.¢ 53.1 62.4 62.5
pumpkin  Deposition (+) 10.2 3.1 16.9 5.0 6.8 115
Biological fixation 41.5 1.7 0.1 1.8 31.3 81.3
1.1.2005 (+)
- Volatilization (-) 2.7 0.0 1.0 1.5 1.9 2.1
13.9.2005 Crop offtake -) 50.¢ 59.7 55.5 83.2 0.C 44.: 70.C
NOs-N leaching -) 22.2 17.2 27.¢ 25.¢ 30.2 3.€ 15.2
Other transport(-) 0.0 3.2 0.0 0.9 0.0 0.0
Denitrification (-) 0.0 0.0 13.0 11.8 0.0 0.1
Storage chande 35.2 -19.1 -43.2 15.4 50.6 67.8
Maize  Fertilization* (+) 75.6+54.! 131.( 130.1 130.% 112 130.1 130.1
Deposition (+) 15.4 4.8 26.5 8.0 10.7 17.8
14.9.2005 Biological fixation 28.4 32.7 0.0 0.0 0.0 112.9
- (+)
2.10.2006 Volatilization (-) 9.6 0.0 9.8 8.8 4.9 2.4
Crop ofttake -) 137.¢ 211.¢ 116.( 197.¢ 125t 72 134.¢
NOs-N leaching (-) 25.7 27.9 25.8 22.7 33.6 251 29.7
Other transport(-) 0.0 6.0 0.0 1.2 0.0 0.2
Denitrification (-) 0.0 0.0 13.6 45.8 0.0 1.3
Storage chande -74.5 19.9 -86.8 -94.6 38.1 92.4
Maize  Fertilization* (+) 59.0+120." 185.( 179.7 179.4 136.¢ 179.7 184.t
Deposition (+) 14.2 4.3 222 6.4 8.7 15.3
3.10.2006 Biological fixation 52.9 24.7 0.0 0.0 0.0 32.8
- (+)
21.9.2007 Volatilization (-) 10.9 0.0 2.7 18.5 5.5 285
Crop off-take (-) 92.7 61.4 107.6 21 99.7 75.7 796.
NOs-N leaching (-) 5.9 4.4 7.1 6.3 5.4 8.8 5.8
Other transport(-) 0.0 3.2 0.0 1.5 0.0 0.0
Denitrification (-) 0.0 0.0 15.3 33.6 0.0 2.0
Storage chande 175.4 90.8 175.2 -15.7 98.4 99.6
Winter  Fertilization* (+) 38.0+84.1 123.( 122.¢ 123t 78.2 122.¢ 123.2
barley  Deposition (+) 11.3 3.3 15.0 3.9 5.3 10.7
Biological fixation 0.0 0.1 0.0 0.0 0.0 14.0
22.9.2007 (+)
- Volatilization (-) 0.2 0.0 2.6 5.4 22.7 5.1
30.6.2008 Crop off-take -) 132.: 66.2 104.5 139.C 114. 81.¢ 118.¢
NOs-N leaching -) 18.¢ 13.t 18.t 113 122 5.7 22.2
Other transport(-) 0.0 3.4 0.0 0.4 0.0 0.0
Denitrification (-) 0.0 0.0 11.7 40.6 0.0 1.1
Storage chande 54.4 -0.7 -26.4 -90.8 17.7 1.2
Validation 200<- 2011
Oil Fertilization* (+) 52.0+0.0 52.0 52.0 52.0 51.3 ®2. 52.0
pumpkin  Deposition (+) 12.4 5.9 40.1 13.6 18.4 26.0
Biological fixation 52.1 41.2 0.0 0.0 0.0 22.7
1.7.2008 (+)
- Volatilization (-) 4.4 0.C 0.C 3. 0.C 0.C
7.9.2009  crop off-take (-) 56.9 113.6 59.9 97.2 0.0 72.3 745.
NOs-N leaching (-) 33.1 44.2 61.5 26.4 16.0 325 72.1
Other transport(-) 0.0 8.0 0.1 1.9 0.0 0.2
Denitrification (-) 0.0 0.2 70.6 31.1 0.0 3.4
Storage chan¢* -45.¢ -30.4 -102.1 11.€ -34.4 -20.7
Maize  Fertilization* (+) 81.0+62.6 144.0 143.6 143.1 m2. 1436 154.3
Deposition (+) 7.6 4.7 26.6 8.1 11.0 18.0
8.9.2009 Biological fixation 0.0 41.3 0.0 0.0 0.0 88.9
—_ +)
23.9.2010 volatilization () 7.2 0.C 2.2 4.8 4.5 9.2
Crop off-take (-) 142.4 127.6 96.9 240.3 85.0 78.6 1155
NOs-N leaching (-) 3.6 17.0 14.6 8.7 19.3 131 329
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Other transport(-)
Denitrification (-)
Storage chande

0.0 5.4 0.0 3.5 0.0 0.2
0.0 0.0 23.4 47.9 0.0 0.7
-0.2 72.7 -104.9 -39.7 58.3 102.8

Triticale  Fertilization* (+)

62.0+119.. 181.( 180.¢ 181.¢ 111.¢ 181.1 181.7

Deposition (+) 5.9 3.5 16.7 4.6 6.1 11.7
24.9.2010 Biological fixation 0.0 12.8 0.0 0.0 0.0 18.2
- )
13.7.2011 volatilization (-) 8.1 0.0 4.6 5.5 41.4 19.8
Crop offtake -) 155.¢ 152.( 44.% 161.5 170.< 143.( 83.¢
NOs-N leaching (-) 13.9 6.1 3.2 7.6 30.3 13.3 31.0
Other transport(-) 0.0 2.5 0.0 0.6 0.0 0.2
Denitrification (-) 0.0 0.0 135 38.4 0.0 15
Storage chanée 20.7 146.5 11.2 -128.8 -10.4 75.5
Seven year totals 20— 2011
All Fertilization* (+) 871.6 879.0 870.9 873.5 656.1 18v 888.2
Deposition (+ 77.C 29.€ 164.( 49.€ 67.C 1111
1.1.2005 Biological fixation 174.9 154.6 0.1 1.8 313 370.9
- )
13.7.2011 volatilization () 43.2 0.C 22.¢ 48.F 80.€ 67.1
Crop off-take (-) 768.8 792.1 584.8 921.2 594.8 868 664.7
NOs-N leaching (-) 123.3 130.3 158.6 109.1 147.3 102.2 209.0
Other transport(-) 0.0 31.7 0.1 10.0 0.0 0.8
Denitrification (-) 0.0 0.3 161.3 249.2 0.0 10.0
Storage chané® 165.< 279.7 -177.( -342.% 218.( 418.€

T + indicates input; - indicates output
* Fertilization includes the addition of minerattiézer (first number) and the amendment of animanure (second

number)

$ Other transport includes the leaching of ¥Hand dissolved organic matter and the transgfdicomponents by surface

runoff water flow

# A positive value refers to an increase of theogien stock in soil and a negative value indicésedepletion
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Table 9. Qualitative assessment of the model padace (0A) for daily or weekly results for the calibration

and validation periods.

Phas Indicatol Item ARMOSA COUP DAISY EPIC SIM- SW-
STO ANIM
Soil moisture 0.35 m + - o] n.a. 0 +
retention 0.9m o] - 0 n.a. + +
- lIoA< 0.6 relation 1.8 m - - - n.a. o] +
0: 0.6<l0A<0.8 Simulated 0.35m o} o) - - + +
+: Io0A>0.8 water 0.9m o] + o] + + +
s contents 1.8m - + - - + R
'E Nitrate - 09m o + o na. ) +
S concentration
T Water flux, daily o] o] - o] o] o]
O
Water volumes per o o ) o + o
- I0A<0.75  sampling interval
0: 0.75<10A < 0.9 Nitrate concentratiol + +
+: I0A>0.9 in water samples ° © © ’
Nitrate-N flux per
- o o 0] 0] - o]
sampling interval
Soil water 0.9m - 0] 0 - + 0
- l10A < 0.6 contents 1.8 m - + - - + o]
0: 0.6<10A<0.8 Nitrate 0.35m o - - n.a. 0] -
c * I0A>0.8 0.9 m - - - n.a. 0 -
2 Water flux, daily o o 0 o + 0
_-8 Water volume per
§ - I0A<0.75  sampling interval i ° i i ° i
0: 0.75<10A < 0.9 Nitrate concentration
+ 10A>0.9  inwater samples i ) ° i © i

Nitrate-N flux per
sampling interval

n.a.: not applicable

Table 10. Mean absolute erroMAE) of seasonal percolated water, N crop off-takelaadhed nitrate-N

amounts for seven seasoMAE;) and for the best five seasoMdAEs:).

Seasonal quanti Indicator  ARMOSA COUP DAISY EPIC  SIM-STO SW-ANIM
Percolated wat MAE, 21.c 24.2 63.€ 48.¢€ 14.€ 40.¢
(mm) MAE; 16.C 14.:2 30.5 30.5 11.€ 32.¢
N crop ofttake MAE; 36.5 32.7 47.7 31.C 33.C 21t
(kg ha') MAE; 23.1 14.:2 29.C 20.€ 20.5 10.5
Leached N(;-N MAE; 6.€ 8.2 4.€ 10.2 6.€ 14.2
(kg ha) MAE; 4.4 3.€ 3.7 7.€ 2.8 6.2
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Figures captions

Figure 1 Blind test comparison of seasonal wateefu flow averaged nitrate concentration and mitNifluxes simulated by five models

(excludingSIM -ST O) with observations. Results of individual modeis idicated by markers.
Figure 2 Measured values and calibrated soil ma@sttention curves at depths 0.35 m,0.8nd 1.8 m.

Figure 3 Comparison of simulated and measured seeson cumulative water fluxes, nitrate conceotmatand inner season cumulative

nitrate-N fluxes at depth 1.8 m in the low inputnféng lysimeter at the Wagna experimental fieldistat

Figure 4 Taylor plots of the statistical performaonféhe simulated water fluxes at depth 1.8 m folydalues (left) and for sampling
interval averaged values (right). Circles refethie calibration results and triangles refer towhkdation results. A ARMOSA, C =

COUP, D =DAISY, E =EPIC, SS =SIM-STO, SA =SW-ANIM

Figure 5 Comparison of simulated and measured sabsater fluxes (mm) at depth 1.8 m in the low infawtning lysimeter at the Wagna

experimental field station

Figure 6 Taylor plot of the statistical performampegameters for the simulated nitrate concentratilefig &nd nitrate-N fluxes (right) at
depth 1.8 m. Circles refer to the calibration ressahd Triangles refer to the validation resutislidators ofSW-ANIM nitrate-N fluxes fall

outside the range (2.5; 8.5). AKSRMOSA, C =COUP, D =DAISY, E =EPIC, SS =SIM-STO, SA =SW-ANIM

Figure 7 Seven years balances for fertilization mimmop off-take and nitrate-N leaching (all in kay')y summed since the start of the

calibration period

Figure 8 Effect of a leave-one-out calculation akatain data pair of observed and simulated wibees on the Index of Agreement, l0A

(see text for further explanation).
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The agricultural sector faces the challenge of engdood security without an excessive burdentan t
environment. Simulation models provide excellestimments for researchers to gain more insightrielfevant
processes and best agricultural practices andgedwbls for planners for decision making suppbine extent
to which models are capable of reliable extrapotatind prediction is important for exploring newnfieng

systems or assessing the impacts of future lanatlamdte changes.

A performance assessment was conducted by tegtidgtiled state-of-the-art modelsth-capabilitiesor
simulation of nitrate leachindcARM OSA, COUPM ODEL, DAISY, EPIC, SSIMWASER/STOTRASIM,
SWAP/ANIMO) for lysimeter data of the Wagna experimentatfigation in Eastern Austrisg-wherethe soil

is highly vulnerable to nitrate leaching.

Three consecutive phases were distinguished toigsight in the predictive power of the modelsallind test
for 2005 — 2008 in which only soil hydraulic chaexestics, meteorological data and information aliba
agricultural management were accessible; 2) aregidn for the same period in which essential infation on
field observations was additionally available te thodellers; and 3) a validation for 2009 — 201thwhe

corresponding type of data available as for theddlest. A set of statistical metriesean absolute erromot

mean squared errandex ofagreement,model efficiency, root relative squared error, Peais linear

correlation coefficientivasapplieddefinredfor testing the results and comparing the models.

None of the models performed good for all of thaistical metrics. Models designed for nitrate keag in high
input farming systems had difficulties in accunatedicting leaching in low input farming systemattare
strongly influenced by the retention of nitrogercatch crops and nitrogen fixation by legumes. Atusate
calibration does not guarantee a good predictivesp@f the model. Nevertheless all models were &ble

identify years and crops with high and low leachiatgs.

Keywords

Lysimeter, model comparison, nitrate leaching, genfance assessment, predictive power, simulaticemo

1. Introduction

Agriculture is the major land use in Europe (c&568f overall land area) and has strongly incredisease of
external inputs (fertiliser, pesticides and wate®r the last 50 years. The environmental effetcistensive

agriculture include a decline in biodiversity, eyhication of ecosystems and surface waters, amatlifin,
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global warming, air pollution and diffuse nitratellption of groundwater. A global challenge is t@mguce
enough food for the ever-growing population anthatsame time minimizing the loss of reactive mjgo (N)
to the environment. Since the 1980s, agriculturé/@stern Europe has managed to reduce its N seqlus

owing to stringent national and European commupiticies (Vitousek et al., 2009; Grizzetti et 2011).

The main aim of the Nitrates DirectivEl(, 1991: Directive 91/676/EEC) is to reduce waterytah caused or
induced by nitrates and phosphorus from agriculsmarces. The Nitrates Directive legally restrietam
application of manure to 170 kg haf nitrogen, or in case of derogation to inputd@50 kg ha (Oenema,
2004). An implementation measure of the Nitrate®@ive is the establishment of codes of Good Adiral
Practice. Recommended measures include, amongsptherapplication of crop rotations, the cultivatof a
soil winter cover and catch crops to prevent rettadching and run-off during wet seasons. Catopscreate a
new challenge in the assessment of environmerfedtsfof crop rotations. In theory, catch cropstak N that
would otherwise be lost, and, after incorporatibthe crop residues into the soil, make this N kbéé to the
succeeding crop via mineralization. However, thkiance of a catch crop on the nitrogen supply ¢o th
succeeding crop can vary greatly and range frowmsétipe to a negative effect (Nett et al., 201eEffect is
determined by the N uptake capacity, the rootinglief a catch crop, the weather and soil conditiaswell as

the rooting depth of the succeeding crop (Thorustnsen, 2006).

Models are an important tool for assessment ofrenmiental impacts of a certain agricultural prectad are
also an instrument for increasing the understandfrige biological, pedological and hydrologicattars that
affect productivity and the risk of nitrate leaadpitror this reason, for more than 30 years simutatiodels
have been developed and applied in the researoftrate leaching. The different model descriptians a
reflection of the intended purpose, the physicalditions and the available data for model appla@atnd the
knowledge and skill of the model developer. Techhimplementations have evolved from stand-alondeho
codes to modelling platforms comprising modular siedble to include and compare different process

descriptions.

Calibration and validation of models contributestteir reliability. In addition also an analysistbg
implemented process descriptions and the mutuapaeason of models provides information on the prtvdé
power. Several model comparison studies have bamucted in which nitrate leaching models were caneg
(De Willigen and Neeteson, 1985; Vereecken etl891; De Willigen, 1991; Diekkrliger et al., 19950idels

et al., 2003; Kersebaum et al., 2007; Jabro ep@l.2).Most of them were related to ordinary agricultural
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conditions with a single crop on a typical agriawdt soil. Thus, there is no information (comparison) avadabl

for situations in soils that are highly vulneratdenitrate leaching in combination with low-inpuirditions and

the use of catch crops.

It is widely recognised that despite the deterntimisature of process oriented models they ofteretzalimited
validity range for certain climatic, pedologicaydnological and agronomic circumstances charaeersy high
inputs. It is not clear whether the models are &bjeroduce relatively reliable predictions for lavput
conditions. A better insight into the model perfarme for such uncommon circumstances underpins

conclusions about the predictive power.

In this study a number of models were inter-comgdoe low input conditions of one of the lysimeterfsthe

Wagna experimental research station, Aus&ak-aneKlammlerand Fank2014 this issug for three typical

conditions for which they were not designed: 1)c¢hap rotation which included an uncommon crop (oil
pumpkin), 2) catch crops for which the N-uptake wasmeasured, and 3) the soil consisted of ashalbil
vulnerable to nitrate leaching on top of a highdwmtive gravel layer. The objectives of this studgre: 1) to
assess the performance of state-of-the-art niieatghing models as they are used in the scieméfiearch
community, for the above mentioned conditions g2nter-compare the models for analysing their jutece

power, and 3) to identify strengths and weaknesgb®-physically based models.

2. Materials and M ethods

2.1 Description of the lysimeter

Observations were used of a lysimeter locatederatiricultural experimental field station in Wagndastern
Austria (46° 46.113'N, 15° 33.140'E; altitude 265Ktammler and Fank, 2014his issu€). Since 1987
different cultivation strategies are investigatedaerning nitrogen-fertilizer input, nitrate leactiand crop
yields. In 2004, the cultivation changed into conmulow-input farming and organic farming, eactveong
50% of the test site. Since then, two of the tésisfhave been equipped with two weighable, mohnialithigh-
precision lysimeters (2 m depth, 1 m? surface). [Jegneter in the conventional tillage test plotgK-system)
is subject for this study. Cultivation practiceslirding crop species, sowing and harvest datesfeatilizer

applications in the test plot are presented in &4bl

<<Table 1 >>
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The lysimeters are equipped with soil water sanspkuil moisture probes, matrix sensors/tensionzatersoil
temperature probes at four measuring depths (0.850.9, 1.8 m). An accompanied measuring préditesoil
moisture, matrix potential and soil temperaturals® installed outside the lysimeters (same degghaside the
lysimeter) to determine if the conditions inside thsimeter are representative for the rest ofitld. At the
bottom of the lysimeter (depth 1.8 m) a suctionscigke was installed which kept the pressure hetidsadepth
equal to that outside the lysimeter. The water sda¥f was collected, weighted and sampled for the
determination of the nitrate concentration. Whilegtity of seepage water was recorded automatically

0.1 mm resolution by a tipping bucket, nitrogenceamtration in the accumulated leachate was analpsad
approximately weekly interval. Furthermore, a weatbtation is installed at agricultural test sité\¥agna for
the recording of air temperature, relative humidityortwave solar radiation, wind speed, wind diceg
precipitation, sunshine duration and atmosphegssgure at high temporal resolutigratk-andKlammlerand

Fank 2014 this issug Annual precipitation rates and cumulative praliias of the rates relative to the values

of the period 1961 — 2011 are presented in Table 2.
<<Table 2>>

Annual rainfall amounts during the calibration y&ean be considered as moderate, the first yetheof
validation period is characterised by an extrengh ndinfall and during the last year of the validata low

precipitation amount was recorded.

2.2 Description of models

This performance assessment study was conducattasf the EU-FP7 GENESIS project (2009 — 20M) b

six partnersSix well-known detailed models for European resieant field-scale crop and soil water and soil

nitrogen dynamics were chosé&xRMOSA, CoupModel (COUP), DAISY, EPIC, SIMWASER-

STOTRASIM andSWAP-ANIMO. It goes beyond the scope of this paper to givedeithils on the process

descriptions of the six models used. Brief desioist will be given in text and inter-comparisonpobcesses

and various other characteristics can be foundupp®mental Materials. All models are one-dimenalion

< ARMOSA has recently been developed specifically for thenbardy region in Italy to assess the regional
soil vulnerability to nitrate leaching (Perego et 2013). The model allows the simulation at fiated multi-
field level. The model is based on tB& AP (version 2.07) approach for simulating the wakewf(Van

Dam, 2000), orSTAMINA for simulating the crop development and growthri@m® et al., 2011; Richter et
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al., 2010) and o8OI LN for simulation of the soil organic matter and miten cycle and nitrate leaching
(Bergstrom et al., 1991).

CoupM odel (COUP), a coupled heat and mass transfer model for saiitgtmosphere systems, was
initially developed to simulate conditions in faresils, but it has been further developed to sateul
conditions in any type of soil, independent of pleover (Jansson and Karlberg, 2004). COUP applitab
is very wide as it includes water, heat, tracelpritie, nitrogen and carbon modules that can berparated
in the modelling process. COUP development, caiitigorocedures and applications are presented by
Jansson (2012).

DAISY is a soil-plant-atmosphere system model designsthulate crop production, soil water dynamics,
and nitrogen dynamics in crop production at variagscultural management practices and strategies
(Hansen et al., 1990). The agricultural managemmeel allows for building complex management
scenarios (Hansen, 2002). The model has been tedidtma number of major comparative tests (Diegkri
et al., 1995; Hansen et al., 1991a,b; Jensen, d9817; Smith et al., 1997; Svendsen et al., 19@5eecken

et al., 1991; De Willigen, 1991).

EPIC (Williams et al., 1984; 1989) is a cropping systesimulation model, which was developed to
estimate soil productivity as affected by erosimmughout the United States during the 1980 C is a

field scale model, but linked to a GIS it has bapplied in several regional model applications iut et

al., 1999; Sohier et al., 2009). FurthermoreEfC model has been applied to study the effect of
agricultural practices and biofuels cultivationreaching at the European scale (Bouraoui and ,A10687;
Van der Velde et al., 2009).

SIMWASER (Stenitzer, 1988) simulates the water flow in.sailnique feature of the model is the
description of actual rooting depths based on babh biomass simulated for a crop and on the patietr
resistance of the sofTOTRASIM (Feichtinger, 1998) is fully coupled  MWASER and simulates
nitrogen and basic carbon dynamics of agricultyradled soils. The model has already been applidtketo
region of southeast Styria (Fank et al., 2006). fid@e of these coupled models is abbreviatéd [MsSTO.
The SWAP model, version 3.2 (Van Dam et al., 2008) simgatater flow in the soil — plant — atmosphere
domain in an integrated manner. ThRIMO model (Groenendijk et al2005) is sequentially coupled to
SWAP and was designed to quantify the relation betwesitiser application rate, soil management aral th

leaching of nitrogen (N) and phosphorus (P) to gowater and surface water systems. Ah#M O model
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is part of the National Dutch modelling systSTMONE for the evaluation of fertiliser policy measur&gq(f

et al., 2003). The name of the sequentially coupledels is abbreviated &V-ANIM.

In addition to soil processes also the descrippiocrop development is considered, because thé mated
processes such as evaporation, nitrogen and nitrsigeply with crop residues exert a major influeanghe

water balance and nutrient dynamics in the soil.

Except forSW-ANIM, all models simulate the growth of plant biomadthough SW-ANIM has the
possibility to calculate the biomass developmerat detailed manner, the modellers had chosen ta asaple
option of a supposed development of leaf area inclexp height and rooting depth, because the paexme
required for detailed simulation of oil pumpkin aratch crops were not available. ExceptE®t C, the models
describe water flow with either the Richards’ (1p8fuation or the Darcy (1856) - Buckingham (1907)
equation, in which the soil water retention andhidraulic conductivity relations are describedaxding to
Mualem (1976) - Van Genuchten (198BRI C simulates soil water flow as a storage routingess in which
percolation occurs when the soil water contenhefrbot zone exceeds the field capacityeRC the soil water
characteristics are calculated on the basis ofitextata and the organic matter content in accoleith

Saxton and Rawls (2006).

All models consider ammonium and nitrate as separsberal nitrogen pools, and simulate organic bedn
nitrogen associated with the organic carbon cy@eé-ANIM simulates also the transport and transformation of
dissolved organic nitrogen. The method of simutatirological N-fixation is one of the striking déffences
between the models. TIBAISY model was applied in a way that biological N-firatwas ignored and the
SW-ANIM model accounted for this process by the specifinaif continuous organic material additions
representing imposed fixation rates. The other nsogse relationships based on the crop type, e cr
development stage and the soil mineral N statusmAnia volatilization is not implemented in t8©UP

model code used for this study. Some models coneidg the loss of ammonia as a fraction of farrdyar
manure applicationdAl SY, SW-ANIM) while the other models take account for environtakfactors as
temperature, wind speed and soil moist&@&1-STO uses standardized loss factors that account éotirtie

from the last soil tillage event.

Uptake of ammonium and nitrate depends on the dérimarmineral N for crop production and is relatedhe
development stage, by some models expressed lgtmmnship with the water uptake, and the mineralaxtent

of the soil.
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Mineralisation is simulated in close correspondeidie organic matter cycle. All models descrite amount
of mineralized nitrogen as the excess nitrogenymred from the organic matter decay and transfoonatio
more stable soil organic matter pools. Nitrificatis commonly described as a first order processiwfate
depends on temperature, soil moisture status antbamm concentration. Denitrification plays no sfgant
role in the soil of the Wagna lysimeters (Leis, 20®ut can be simulated by the models used. Aetyanf
descriptions are implemented but all assume aoakttip with temperature, soil moisture contentraté

concentration and the potential denitrificatioreras a function of organic matter content (Hei2&96).

The lysimeter was installed in 2004 and it was egdsthat the original soil layers was put back.iBgithe
excavation and filling the soil had been in contaith open air. None of the models paid attentmthis event
in 2004. To establish the starting conditions dhr2005, three of the six models (i, ARMOSA EPIC, STO-
SIM, SW-ANIM) started in 1987COUP was run for five years prior to the start in 2@0BIDAISY was run

two-years prior to the simulation

2.3 Experimental design of study

The modelling study comprised of: 1) a blind teghwon-calibrated models to get an impressiorhef t

performance of the models as they are used intisisawhere extensive data sets are missing, wdfieim
occurs in practice, 2) a calibration period, and $plidation period. Inter-comparisons were doetsvben
measured and simulated leaching of water and ejtiatluding nitrate concentration of the percalatee

outcome of the simulations by all models was ctdlé@nd analysed by a single person.

2.3.1 Step 1: Blind test

The models first performed a simulation based oriramum set of data: crop rotation, soil cultivatjo
fertilization rates, meteorological data, soil fleofiescription and soil moisture retention laborat
measurements of some soil samples. The aim igdblesh the bandwidth of differences with the olations
without an assessment of the individual models. Siiv&-STO model was excluded from the blind test as the
operators of this model were the owners of all @a@SIM-STO was already partly calibrated for the test site.
After all models delivered their outcome, one exétioperator compared the predictions against #sored
data (seasonal cumulated water flux and nitrogendt the bottom of the lysimeter, seasonal floeraged
nitrate concentration) for the period 2005 - 2008:as not the intention of the blind test to gfyabr assess the

performance of the individual models and, thereftite outcome of this test will be presented anamysty.
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Specifically only data on seasonal percolationyflveraged nitrate concentration and seasonataigaching

were considered.

2.3.2 Step 2: Calibration

Each of the six modelling groups calibrated the et®dor a limited number of parameters. The sudeess
operations, the objective function and the numli@aoameters were not prescribed, but were chagsetyfby
the modelling groups, either based on expert judgeror on a sensitivity analysis. Further detafileaw the

calibration has been carried out for the differ@odels can be found in Suppleméntdateriak-2.

2.3.3 Step 3: Validation

The validation was performed for the period 20@@11, where only information about crop rotation,
application of fertilizers, soil cultivation and meerology was made available for the modelling goafter step
2 (calibration) was finished. The procedure forvhédation is thus similar to that of the blingtewith the
difference that the models were calibrated prioralidation and that th8lM-STO model was included in the

validation.

2.3.4 Step 4: Model comparison

The six models were compared for their performanitie respect td) the soil moisture retention curves at
depths 0.35, 0.90 and 1.8 m; 2) the volumetric medatents at depths 0.35, 0.9 and 1.8 m; 3) thnatai
concentrations at depths 0.35, 0.9 and 1.8 mhetjlaily water fluxes at depth 1.8 m; 5) the ledohater
amounts for the time intervals of collected watamples; 6) the nitrate concentrations of the ctéléevater
samples; 7) the nitrate-N fluxes at the bottonmhefliysimeter for the time intervals of collectedterasamples.
The comparison of results at the depth of 60 cmexatuded because measurements for this depthamére
available up to Sept. 2009. Seasonal leached wateunts, nitrogen yields and nitrate-N fluxes warmpared
to discuss the predictive power for practice ogdntodel applications. A nitrogen balance was géouall
models. Water fluxes at 1.8 m depth were evalufitedaily and for seasonal values. Nitrate leacliiloges and
nitrate concentrations in the leachate were evatliat the time intervals for which the soil watersvsampled.
The sampling time intervals were irregular in tiavel the models were not able to present concentrait
these specific time events. Therefore, concentiati@lues for these time intervals were derivedating to a
volumetric averaging procedure. The nitrate conegions at depths 0.35 m and 0.9 m can be useelt tang
impression whether the transport and transformationesses in soil, which ultimately lead to thechgng at

depth 1.8 m, have been described adequately. Die toature of the model formulatioRl C was not able to
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present the concentrations at the depths of memsumte The number of observations at depth 0.35 tinen

calibration period was too little and were not ddesed.

In the models, much knowledge of soil processéessribed which all contribute to the nitrate leaghat depth
1.8 m. To understand the similarities and diffeembetween simulation results and measuremersgs, it

important to assess the processes. We have darthitbugh the establishment of nitrogen balancesgason.

2.4 Statistical metrics

The behaviour of the main model outputs can beatterized by a number of statistical metrics tadate the
models’ ability to capture different aspects. A @date assessment of model performance should iectitbast
one absolute error measure and one goodness-oédisume (Legates and McCabe, 1999). There are a wide
range of statistical indicators used in studies@hwater and soil nitrogen, but not always aifigsttion is
given for the indicators chosen. Fsiate variablesnany authors use mean (absolute) elt{AJE), root mean
square errorRMSH, index of agreementqA; Willmott, 1982), and less often the Nash-Suteliffiodelling
efficiency (NSE Nash-Sutcliffe, 1970) (e.g., Donatelli et al. 020 Gribb et al., 2009; Herbst et al., 2005;
Khodaverdiloo et al., 2011; Patil and Rajput, 20RBter et al., 2003; Vereecken et al., 2010). rede variables
authors generally uddAE, mean differenceMD), absolute maximum erroAME), RMSE loA, NSE
coefficient of determinatiorf), percentage of erroPE), percentage of bia®(.9 (e.g., Akkal-Corfini et al.,
2010; Ale et al., 2012; Dawson et al., 2007, 2QHMyro et al., 2012; Jachner et al., 2007; Kersehsah,
2007; Krause et al., 2005; Moriasi et al., 2007etal., 2012; Reusser et al., 2009; Stumpp e2@09; Van der
Laan et al., 2011; Wang et al., 2006; Willmott let B985). It appears that a few measures are lustrfor state
as for rate variables, which we have chosen tdase as wellMAE, RMSE loA, andNSE(only for rates),

given by:

1. Mean absolute error: MAE =1 t1|P. — Ol
n

2. Root mean squared error: RMSE = ’% (P —0,)?

E?=1(Pt_0t)2

3. Index of Agreement (Willmott, 1982): IoA=1- TP -0 +10i=017

4. Nash-Sutcliffe model efficiency (Nash and Sutcliff®70): NSE =1 — Lina(0Po”

Tt=1(0¢-0)?
wheren is the number of observatior@, is the observed valuB, is the model predicted value, aBdandP are

the mean values of observations and predictiospeaively. All four measures compare the predist® and
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observation©;, at the individual level, and try to express theéad' in P, —O;) (Janssen and Heuberge&®95).
The MAE accounts for the deviationB,(~O,) in an absolute value sense. This measure isésstive to
outliers tharRMSE IoA andNSE The latter indices measurd £ O,) in a quadratic sense, and, thus, are
sensitive to outliers. If model errors are sigrafig it is more difficult to objectively assess #greement
between model and data on basi®RMSE As an alternative, Willmott (1982) proposed to express this
agreement more directly. The dimensionlegshas limits 0, indicating no agreement, and 1,aating perfect
agreement. The dimensionldéSEranges between 1 andb;-whereNSE= 1 denotes a “perfect” model fit and

for NSE< 0 the average of the observations would betabetedictor than the model (Krause et al., 2005).

Taylor (2001) presented a graphical method in wkiberal statistical metrics have been combinech &u
Taylor diagram summarizes how closely a set of Etrans matches the observations, and it is esjheciseful
in evaluating multiple aspects of complex modeisadrmalized form, it presents the Pearson'’s linear
correlation coefficientR) and the root relative square errBRSE as a function of the ratio of standard
deviations of predictions and observatiapsaandoo, respectively, where

R = 37=1(0¢-0)(Pt-P)
J21(00-0)” 2 (peP)?

RRSE — o3+0+2000pR

90

5. Pearson’s linear correlation coefficient

6. Root relative square error:

whereog andop are the standard deviations of the observatiodsradel predictions, respectively. A value of

(1,0) in such a figure indicates a full agreemdnhodel results with observations.

3. Results and discussion

3.1. Blind test

Figure 1 presents the range of predicted seasatal fluxes, flow-averaged nitrate concentratiod aitrate-N

fluxes by the five models considered as compargbe@bservations for the blind test period.

<<Figure 1>>

Maximum deviations between simulated and obsereadanal percolation volumes of almost 400 mm were
found. Two of the five models showed a relativebyd agreement of the seasonal percolation with the

measurements. Three of the five models overestidrthtepercolation in all seasons. One model unterated
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the percolation volume in all seasons and onlyrandel was able to simulate the seasonal percolation

accurately. The range of model results was indeprtnaf the seasonal percolation.

Seasonal flow averaged nitrate concentrations wederestimated by all models in two of the foursses. For
the first season, all models underestimated theararation by 10 — 40 mg™L The variation of simulated
concentrations and N-fluxes was large. Maximum alés of seasonal nitrate-N leaching of about @5&"
were found. All models underestimated the leachirig in 2005 by 8 — 22 kg haThe same holds for the fourth
season, but only one model was able to calculataithate-N flux with a reasonable agreement with t
measurements. In the second season (maize), faelmonderestimated and one model overestimated the
nitrate concentration and nitrate-N flux. The théehson, which was the second season with maizesshe
rather different pattern. The measured nitrate entration and nitrate-N flux under maize in tfits@ason was
much lower than for the maize crop in tH& geason, but the modelled results still showedge lsariation with

a less skewed distribution of underestimation aretestimationin the blind test information was lacking about

crop-uptake rates and the nitrogen excess perseaie results showed that without this informatioml

without a proper calibration the models were ndé¢ ab predict nitrate concentrations and leachatgs

accurately.

3.2 Calibration and validation

3.2.1 Soil water meisture-and soil physical relations

In the blind test the modellers had only laboratmgasurements of the water retention curve at thgosal,

but in the calibration phase also in situ meass@dmoisture content®) and pressure heady (vere available

at four depths. The laboratory measurements weferpged for drying samples only, while under field
conditions data pairs &{(h) were detected during wetting and drying cyclethst these were affected by
hysteresis (Basile et al., 2003, 2006). Figure@ale the calibrate@(h) curves for three depths. The results at
the depth of 0.6 m were comparable to the res@ills3% m deep and are not shown here. The obséraed

depth 0.35 m ranged from -20 cm to -2000 cm. Attll®9 mh ranged from -2 cm to -1000 cm and at depth 1.8

m h ranged from -10 to -100 cm. The variation of @(le) observed population is largest at depth 0.35 m.

<<Figure 2>>

Results for thé&ePIC model are represented by three points as EPICriniasse a continuous description of the

0(h) curve. The greatest value for the saturated watetent was obtained by tB#1 C model with a value

12
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greater than 0.3 chem® at depth 1.8 m. This parameter is far outsidedhee that was established by the other
models. A comparison between the calibrated andrebd6(h) curves was made by calculatin &or each

value of the measurdd The performing indices based on compuiethd measure@ are presented in Table 3.
<<Table 3 >>

In general the resultinglAE, RMSEandloA showed equal trends. TRRM OSA model fitted well at depths
0.35 m and 0.9 m, but performed worse at depthmil.Bhe performance of tHtetOUP model appeared to be
weak. At depth 0.9 m tHBAISY model was better than tiROUP model, but worse than the other models. The
l0A for theSIM-STO andSW-ANIM models was highest at depth 0.9 m and somewhat lfaw the other
depths. It should be noted that a good match ofafibratedd(h) curves with measured data pairs does not a-

priori mean that a good agreement between thegeries of measured and calculaedill be obtained.

The simulated® was compared with daily averaged values of meddi(@able 4). For depth 0.35 m an
increasing trend was detected from 2008 and onwahilsh is attributed to the aging of the sensod,an

therefore, the results for this depth were disdjealifor the validation period.
<<Table 4>>

Except forARMOSA andEPIC in the validation phase, the high&sA values for simulation of the water
contents were achieved at depth 0.9 m.$fM-STO andSW-ANIM, theloA values were similar to the
calibration results of thé(h) curves (Table 3). However, the performanc&€®UP increased and that by
DAISY decreased compared to Table 3. Except foARR® OSA and theDAISY models at depth 0.35 m and
the SW-ANIM model at depth 1.8 m, in general the resultinggperance indices showed a better agreement
between simulated and observed values for the @065 — 2008 than for the comparison based on soil
moisture retention curves. The indices of the \aiah period 2009 — 2011 were in the same rangspmewhat

lower at depth 0.9 m, as for the calibration pe(ibable 4).

Figure 3 presents the cumulative water fluxes edipted by the models and as measured as a furaftiane.

<<Figure 3>>

The pattern of cumulative water fluxes per gronsegson complies generally with the annual predipita

amounts (Table 2) with the exception of maize i6&@and its preceding crop in the winter of 2005&during

the intermediate period after oil pumpkin in 200% &defore maize in 2006, the precipitation amoutbesbout
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430 mm. It appears that the evapotranspiratiohefritermediate crop (English ryegrass) was redatilow

which resulted in a relatively high leaching voluatghe start of the maize crofhe simulated cumulative

water flux per season corresponded well to the oredsvater fluxes for most of the models whichls®drue

for the extreme wet year 2009. However, DAISY shdweme overestimation in particular seasons due to

difficulties in parameterizing maize crop parametEPIC performed better in the calibration than i@ th

validation periodhe

flux in the two first seasons, but overestimate in some other seasans

well by
the-medelsNo model was able to simulate the dry no-flux pgdairing the second half of 201Deviations

between the simulated and observed soil moistuneeots were relatively small and have a limitegaet on

the cumulative water fluxes. Underestimations averestimations of the seasonal water fluxes aréa@ad by

overestimation and underestimations of the seaswaglotranspiration. This depends on the difficafty

establishing accurate crop growth parametBsble 5 presents the statistical performance isdicethe daily

water fluxes and for averaged water fluxes per sagnterval for both the calibration and the dalfion

periods.

<<Table 5>>

The performance improved for the averaged fluxesampling period of the calibration phase relativéhe

performance of the daily fluxes, but deterioratedthe validation phase. This is counter-intuitbezause the
peaks of the daily fluxes pattern are flattenecgregation and one should expect a better perfarenfor the

averaged values per sampling interval.

Figure 4 presents the Taylor diagrams for the dadfer fluxes and for averaged water fluxes pendiam

interval for both the calibration and the validatiperiods.

<<Figure 4>>

For all models th&®-values were between 0.5 and 0.9 andRRSEvalues were between 0.5 and 1.0. For daily

water fluxes theg/c-ratio for the validation period was somewhat higihen for the calibration period, but for

14



OCoO~NOUTAWNE

384

385

386

387

388

389

390

301

392

393

394

395

396

397

398

399

400

401

402

403

404

405

406

407

408

409

410

411

the fluxes averaged for the sampling intervalsit be seen th&tRM OSA, DAISY, COUP andEPIC resulted

in lower op/co-ratio’s for the validation period than for theibaation period.

The range of seasonal water fluxes for the cultiveperiods predicted by the models for all seaswas around

the observed values (Figure 5). With respect tdtimel test, calibration of the models resultedismaller

range and in a shift towards the observations.

<<Figure 5>>

The ranges were relatively large for maize angiiézeding catch crops in 2006 and 2010. In fouhefseven

season®AISY had the lowest value for the leaching and in @@sen the highest value. BE®OUP and

EPIC resulted in three seasons the highest v&ilM-STO had the smallest deviation between predicted and

measured seasonal water leaching@AdSY resulted in the largest deviation

Differences between observed and model predictédrwantents, water fluxes and water volumes peptiag

interval indicate over- or under-estimation of Water excess in the soil column. Besides uncergsiin soil

hydraulic properties and in observations, there alss lack of information about actual plant andtystem

development as a function of time.

The different modelling groups were not able talfinsimultaneous optimal solution which minimizeshb

water contents deviations and water flux deviatidigs may be due to uncertainties in soil hydaplioperties,
and the disregarding of hysteresis in the modéis.Soil at the Wagna experimental station consfsésclayey-
sand on top of a gravel layer. Durner et al. (2@®f)cluded that for layered soils with distinctdregeneity no
unique effective soil hydraulic properties exi$totly fluxes across the boundaries of the systesnwequired,
heterogeneous systems can be modelled with quasddeneous ones, even if the internal system stateti
matched properly. However, for nutrient dynamiaduyte dispersion, biological and chemical reactj@rs

accurate internal system state description is ntangéDurner et al., 2007)

3.2.2 Soil temperature

The soil temperature is an important variable deiieing the rate of biological processes (N dynajifcs the
crop development in the period of germination, Bondsoil moisture flow under winter conditions. A
comparison of simulated and measured soil tempestuas carried out as well (data not shown). hrega,
the models were well able to simulate soil tempeest and resulted in performance indices much hitjze

for moisture contents. The simulation performartcghallow depth was less than the performanceesttgr
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depths: most models showed a delayed warming gprite spring seasons with respect to the measurgment

which is attributed to the incomplete descriptidsarface temperatures, for most of the models tsedir

temperature as the boundary condition.

Tahle 5
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3.2.34 Nitrate concentrations and nitrate-N fluxes

Figure 3 presents the cumulative nitrate fluxesthechitrate concentration of the leachate as ptedliby the
models and as measured as a function of time. Basedvisual inspection the nitrate concentratemes
simulated well byCOUP andSW-ANIM for the calibration period. TH&l M-ST O results for this period were
poor and the results of the other models were iwéen. The results for the validation period showed
completely different picture when compared todhaesponding results for the calibration periode Tesults
of DAISY andSIM-STO were relatively the best, whilePIC andSW-ANIM results were wealhRM OSA,
COUP andSW-ANIM overestimated the concentration peak in autumi® 200SW-ANIM simulated a peak

for autumn 2010, while there was no peak visiblthenmeasurements.

ARMOSA, DAISY, EPIC andSIM-STO showed more spiky results for the calibration gethan the
measured values, whi@OUP andSW-ANIM showed calmer and more evenly time courses. Thdtse
resembled partly the modeller’s choice for defingitdner the nitrate fluxes or the nitrate conceidre in the
objective function of the calibration procedureeTOUP andSW-ANIM modellers used the nitrate
concentrations for calibrations, while tA&RMOSA, DAISY, EPIC andSIM-STO modelling groups used the

nitrate fluxes. FODAISY andEPIC, the nitrate concentrations were calculated atiete by dividing the
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nitrate flux by the water flux. The nitrate conaations in the calibration phase simulatedsbyl-STO showed
a bad performance, while the results for the vébdephase were much better. The higher peak coratems
during the calibration phase were not approachedl bySTO. On the other han@®&W-ANIM showed a good
agreement of nitrate concentrations during thévcation phase, while there is a mismatch duringvéiiiglation
phase. The concentration peaks during the validgtimse were severely overestimate®W+ANIM due to

an overestimation of the biological fixation ratéssome non-leguminous catch crops in this period.

The nitrate-N flux at depth 1.8 m represents tlgeéen transport to deeper soil layers and is egiefor
predictions of nitrate concentrations in deepeugdwater ARMOSA, DAISY, EPIC andSIM-STO
underestimated the nitrate N-flux under winter éagpreceded by a catch crop in 2007-2008 WtANIM
overestimated the nitrate N-flux during this peridtieCOUP model was able to calculate the nitrate-N flux in
five of the seven seasons that cover the calibrai@ validation periodARM OSA andDAISY calculated the
total seasonal nitrate-N flux well in three of $even seasons, whitePIC, SIM-STO andSW-ANIM

calculated this flux well in two of the seven saasdlhe last season appeared to be the most dtiffice,
because of the exceptional dry conditions. Thehieacafter the 2009 oil pumpkin crop also showephisicant
deviations between model predictions and measuresmiehe largest deviations of seasonal nitratedXef$

occurred in the results @OUP andSW-ANIM for the exceptional wet year 2009.

Table 6 presents the statistical indicators fohlibe nitrate concentrations and the nitrate-NHearrates,
based on the sampling time series. The largesatiens between predicted and simulated nitrate extnations

were found for thé&lM-STO resultsin the calibration periofbr which theloA end-theNSEamounted to 0.43

and-0-76-respectivelyRemarkably the smallest deviations were foundherdame model for the validation

period for whichoA ardNSEamounted to 0.78The underestimation of the nitrate-N flux W -STO is

most likely due to immobilization processes th@t averemphasized for the 2005 and 2008 periodss, Tess

nitrate was released to the soil water phase whitho the underestimation of the nitrate concéiatnan the

leachateand-0-08,respectivgl
<<Table 6>>

The COUP model showed the best performance for the nitrateentrations of the calibration period Wit
= 0.97andNSE=0-86directly followed by theSW-ANIM model. The results froaPIC andSW-ANIM for
concentrations in the validation period were weith RMSE> 20 mg [*-andNSE<-2. The statistical indices

of the nitrate-N leaching rates showed a similatyse. TheSIM-STO model performed relatively weak during
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the calibration phase. For the leaching ratesigyglriodDAISY andSW-ANIM had the best performance and
for the validation perioddRM OSA andDAISY performed relatively the best. TNSEvalues(data not shown)
for both the concentration and the leaching rateke validation period were almost all negativevging that
the calibrated models had great difficulties tadpreconcentrations and leaching rates for the reateeme

conditions of the validation period.

Statistical performance of predicted nitrate com@gions and leaching rates were expressed in Tajdgrams
in Figure 6. Calibrated nitrate concentrationsd6yUP andSW-ANIM hadR-values greater than 0.9 and were
closest to the (1,0) point. Except faiiM -STO, the models showesh/c ratios for the calibration step that did

not deviate much from 1; f@IM-STO thecp/og ratio was much lower than 1 aRck 0.

<<Figure 6>>

The plots clearly show the much weaker performdacthe validation period than for the calibratiperiod,
expressed by lowdR-values and highesy/og ratio’s. SIM-STO showed the best performance for
concentrations in the validation period with> 0.7,65/05 close to one, anBRSE= 0.75, while for the other
modelRRSE> 1. For the nitrate fluxes in the calibrationipdrRRSEvalues were between 0.64 and 0.86, while
for the validation period, the values were betwkamd 2 even with a peak of 8.6 8/-ANIM (data point not
seen in Figure 6). ThR-values of the nitrate fluxes in the validationipdrwere in the range 0.1&RIC) to

0.50 COUP). Theop/og ratio ratios were in the range 0.75 to 2.3 witteak of 8.8 foSW-ANIM (data point

not seen in Figure 6). The values &gfoo ratio greater than 1 for both the concentrationdtae nitrate fluxes

indicate that the variation of the simulated valisegreater than the variation of the observedeslu

Table 7 presents the performance indices for ttrataiconcentrations at depths 0.35 m and 0.9 mld

values indicate that the best agreement betweeaunlatied and measured values was achieved for tiwatidn
period, butMAE-values andRMSEvalues were highest for the calibration resultdegith 0.9 m and lowest for

the validation results at depth 0.9 m. This appacentradiction is due to the number of measuresmentwhich

the indices were calculated. Further analysis ves®d oloA because the ranking of these values corresponded

better to the results of the leaching water atldé@®0 m.

<<Table 7>>

Calibrated concentrations yieldesi\-values ranging from 0.46(M-STO) to 0.84 EW-ANIM). The results

for the validation period resulted in somewhat loe& values, except fdBl M -STO which shows better results
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for the validation than for the calibration periddhe ARM OSA results were the most constant for the different
depths and periods. Bo@OUP andSW-ANIM show significantly pooreloA values for the validation than for
the calibration periodAISY andSIM-STO showed slightly better results for the concentratiat depth 0.9 m
than for the concentrations at depth 0.35 m. Therainodels performed slightly better for depth \M8%Except
for SW-ANIM, theloA for the validation period at 0.35 m were in thensaange as for the results at depth 0.9

m.

Over- and overestimation of simulatederagenitrate concentrations and nitrate-N leachingsébe the

calibration period is due to a number of reasonforAal reason is the formulation of the objectdiion. The

calibration method applied for most models attemhpteminimize the sum of squared differendesd)” for

either the nitrateoncentration®r the nitrate-N fluxes. A minimal sum does noaantee a perfect match of the

average concentratioribhe different modelling groups have chosen diffendective functions when

calibrating for nitrate observationilost models based the summati®r@,)> values on the sampling periods

but SIM-STO used the summe®¢O,)* values for the nitrate-N leaching rate per gronsegson only

Threawo out of four models that used nitrate flux in thalijective function resulted in-mederddd valuesin

the range 0.76-0.80r thecalibratednitrate fluxes, while the othermodelresulted in-peoloA = 0.43ralues

(Table-%). Two out of three models that used nitrate cotreéion in their objective function resulted-in-gbo

10A valuesin the range 0.95-0.9While the third model resulted ina-moderatd = 0.87value(Table-%).

However, a good calibration on nitrate concentregidid not result in good performance on nitrat@dks. Both

for the calibration and for the validation peridgdappeared that all models had difficulties indicting the

nitrate fluxes at the bottom of the lysimeter, eifesome of them were calibrated based on the nmedsuitrate

fluxes.

Vereecken et al. (1991) evaluated five complex neftem whichSW-ANIM, EPIC andDAISY are also

included in our performance assessmaAntomparison between simulated and observed nigathing rates

measured in two sandy soils in Denmark and oneyssmitlin the Netherlands revealed tB8Y-ANIM, EPIC

andDAISY performed similar, althougDAISY appeared to be a bit superior in behaviour. Ireggmmuch

better statistical metric values were reported ihasur study. This may be due to the circumstanédke field

trials which were representative for conventiomalaulture during the eighties and because théclon and

he comparison was carried out for seasonal values.
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Diekkriiger et al, (1995) compared the results pcediby 19 simulation models, others than those imrstds

study, for a loam soil and a sand soil in Soutlemh Eastern Saxony in Germany. Variation in thehag

rates at 0.9 m depth reflected mainly the diffeesna soil water fluxes at that depth. Apart frdva seasonal

differences between the models that were ablettalaie a three year period continuously, the cutivéla

leaching was nearly the same for these modelsr@dts of soil nitrogen simulations were signifitig
influenced by the results of water flow and plardveth simulations. Diekkriiger et al, (1995) con@ddhat for
long term forecasts the exact determination obihiendary conditions is as important as the modetagrh
itself. Our finding that the unmeasured inputs @nmg biological N-fixation are important for tlseil nitrogen
dynamics is consistent with this conclusion. In sturdy, differences between model seasonal andté&ny

results are attributed to some extend to diffeasstimptions about fixation rates.

Kersebaum et al., (2007) conducted a comparissimailation models for 18 different models from whigW -
ANIM andSIM-STO are included in our stud@W-ANIM was applied to the Miincheberg data-set (Kroes and

Roelsma, 2007) anlM -STO was applied to the data-set of the lysimeterataierlin-Dahlem for water flow

simulation and to the Bad Lauchstadt data-setifoulation of soil nitrogen dynamics (Stenitzer ket 2007).

Results for the mean bidBMSE IoA andNSEshowed weak performances for the soil minerabgen

simulation in the 0-90 cm upper soil layer for hgatl models which were subjected to the Miinchgluata-

set. Kersebaum et al. (2007) concluded that companf simulated results by models which are ingeinfdr

field scale and regional scale with measured diéém shows unsatisfactory results due to deviatimgitions
and parameters. It does not automatically mearthleatnodels or the parameters are wrong becauskataend
parameters are only partly related to the siteifpaonditions of the measurements. In our stuidyigicant

amount of data was available, but critical inforimatabout rooting depth and pattern, atmosphenpositon

rates, mineralization and fixation rates was migsis well as the nitrogen uptake rates and resich@ints of

the catch crops. Due to these uncertainties diffigult to draw clear conclusions about the potidie power of

the models.

3.2.45 Nitrogen balances

Table 8 presents the soil nitrogen balances psosdar each of the models.

<<Table 8>>

Exact fertilizer and manure inputs were not repnesg byEPIC, because the model assumes standard

compositions which are not equal to the experimetgta. This holds also f@W-ANIM which assumes fixed
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nitrogen compositions but this was overcome byoihiicing hew manure types, so that the fertilizpotrwas

close to the observed values.

The estimates for atmospheric deposition ranged #@ kg hd a® (COUP) to 23.4 kg hd a* (DAISY),
averaged for seven growing seasons. Only literataliges were available and most modelling groupe hsed
the model default values or the figure they areilfanwith for their own countryARM OSA calculated for the
validation phase lower wet deposition rates tharitfe calibration phase due to lower precipitagomunts.
Some models assumed only dry deposition at a aunstee, while other models also imposed nitroggui by

rainfall.

The most stressing differences are for biologicdiXdtion. Some models do not describe the biolalgi¢-
fixation process as such but modellers had poggikito assume fixation rates by introducing aagien rich
organic material which was amended continuouslynduthe growing season. TIBAISY and theEPIC
modelling groups did not take account for N-fixati@ither due to a lack model formulations impletadror to
a lack of knowledge about this proceSiM -STO assumed only for the first season some biolodiefikation
by the crop mixture that included white clover. TW@UP and theSW-ANIM modelling groups took account
for N-fixation, including for periods for which onveouldn’t expect (English ryegrass). 8w/-ANIM the
biological N-fixation is lumped with the mineralizan of some of the crop residues that descended the
most recent and previous catch crops. The modplbdbes not allow to unravel the biological N-figa as

such and mineralisation of earlier catch crop nessd

The COUP model did not take account for ammonia volatili@at The other models did, and showed a range of

2% to 35% of the nitrogen in the animal manure adedrto the soil. The highest volatilization ratesrev
simulated bySIM-STO: 27% and 35% of the animal manure N in 2008 aridl2€espectively. This could
possibly explain the underestimation of nitrateckéag in 2008, but not in 2011. For these years differences
of the model predictions amounted to more thanr223¥ kg ha a, respectively, which is higher or in the
same range as the measured nitrate-N leachingtiNaaiion was calculated bPIC andARM OSA (about 4

kg ha) for the first growing season of the validationipd, while no farm fertilizer was applied.

The models encountered difficulties with the sintiola of nitrogen crop off-take. Deviations of siratgd
uptake rates from the observed values of more30aty ha occurred for three years BW\RM OSA (2006,
2008, 2009)EPIC (2005, 2009, 2010) ariM-STO (2006, 2008, 2010), for two years BAISY (2007,

2010), and for one year (2011) 8PUP andSW-ANIM. TheEPIC model was not able to simulate nitrogen
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crop off-take by oil pumpkin, because this croprgnown in the standard database of crop parantéiztrs
comes with the model. TH2AISY model failed to simulate a reasonable crop ofetiak maize in 2007, while
the N off-take in the preceding year was overedgchhy 60 kg ha. The calibrated parameters for crop uptake
were not optimal for the maize as is also appdrent the calculated crop off-take in 2010 where the
overestimation amounted nearly 100 kg haespite the fact th&W-ANIM included the N-yield in the object
function of the calibration procedure, the modelteap off-take differed from the measured cropteie by -14
to +19 kg hd. TheSW-ANIM underestimated crop off-take in the validationigurCrop off-take is governing
the soil nitrogen balance to a large extent andresneous calculation of the N off-take means ghatssible

correct nitrate leaching should be consideredtts tbbust.

Denitrification is only of significance for tHeAISY andEPIC results, while other models simulated zero or
negligible denitrification rates. For most of theaels, these estimates were biased by the opiritreaata
holders who made plausible from their analysisoiffritrogen balances that denitrification is natignificant
factor (Leis, 2009). The degree of saturati§nat depth 0.35 m exceeds 80% for most of the &inttonly

COUP andSIM-STO have default threshold values ®higher than 80% while other models use lower defau
threshold values fd8 (Heinen, 2006). Except f@AISY andEPIC, als)oARM OSA andSW-ANIM should

have calculated some denitrification when usingudiéfvalues. Except for the first year, the defidzition

calculated byEPIC exceeded the nitrate-N leaching.

The change of the total N amount in soil includethtorganic and mineral forms and was calculateties
residual from the balance. A positive sign meanmarease of the total amount whereas a negatiye si
indicates a depletion of the stock. The model tesliowed large differences and the largest differeccurred
in 2010 wherdAISY calculated a depletion of 105 kghahile SW-ANIM calculated an increase of 103 kg
ha®. The increase of the amount resulted from therasdibiological fixation and the inputs caused gy th
cultivation of catch crops. When no additional itghiy fixation or by catch crops was assumed, ¢etiep will

occur DAISY andEPIC).

Except forSIM-STO in 2005 and 2008, differences between calculatadanal nitrate-N leaching rates were
relatively small for the calibration phase. Theidéwns were much larger for the validation phageereSW-
ANIM overestimated the leaching by 39 and 29 k§ih@009 and 2010, respectively. The observed small

leaching rate in 2010 was not approached by anyemddansport of ammonium, organic dissolved Nyr b
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surface runoff was calculated at a maximum of &by theCOUP model for the first year of the validation

period.

The long term nitrogen balances were summarizétedbottom of Table 8 to further compare the défere of

the modellers perceptions of the plant and saibgén cycle.

The seven year balance depicted the major diffeehetween the models clearly. Despite the crapréain

2007 simulated bpAI SY, this model showed the highest summed seven yeauat, while the summated crop
off-take bySIM-STO lagged behind with 200 kg haelative to the recorded amount. For the individesrs
the ARMOSA results differed considerably from the observatjdout the summated seven year crop off-take

resembled the measured value rather good.

Most models have been designed for the field dealehich an average N-yield is calculated. Thetigpacale
of the lysimeter (1 ) differs from the field scale and the variationcodp off-take rates at this scale is much
larger than for the field scale. This is illustiditey the oil pumpkin crop in 2005. Only two seeds@vplanted in
the lysimeter. One of the plants died at the stfatihe generative phase and no harvest was obté&ioedthis
plant. This event influenced the yield at the lysier scale pretty much, but the yield at the fegldle was

barely influenced and it can be expected that ielsle models encountered difficulties.

The total nitrogen loss by denitrification rangeohfi 0 to 249 kg haand was subject to the modellers’

perception of the possibility of denitrification ihe soil at the Wagna experimental field station.

The low input farming system was capable to prodetaively high yields for maize and grains, anddil
pumpkin a N-yield of 51 to 57 kg Havas recorded, but the observed nitrate-N leactiegeded the N-excess,
the latter defined as the total addition of minéeailizers and animal manure minus the crop aiet
ARMOSA, DAISY andEPIC predicted higher nitrate N-leaching than the Nessc(Fig. 7), while the other
models showed a more or less equal vaBY¥&-ANIM) or a lower valueGOUP, SIM-STO). One of the main
difficulties was to describe the role of the intediate catch crops in the crop rotation on thevegyi of N.

Some of the intermediate crops fixate atmosphenehith leads to an input to the soil and other srage only
able to preserve some of the N excess which renmai| after the catch crops for the next growsegison. No
data on the N uptake rates and the quality ofekalting green biomass of these intermediate oneps

available. Each of the modellers had to make assangpfor the effect of these crops on the soilyle. The
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estimates of the seven years summed additional toghe soil by biological N-fixation varied frof2 kg ha

(DAISY, EPIC) to 371 kg h& (SW-ANIM) (Table 8).
<<Figure 7>>

None of the models simulated long term soil N-statkquilibrium. The models that did not take bipbal N-
fixation into consideration showed a decrease @fttil N-stock of -342 kg Ra(EPIC) and -177 kg ha

(DAISY). The other models that take account for this irghowed an increase ranging from 165 to 419 Kg ha

The comparison of the N mass balance componentgeshlarge differences between the models. Despite

calibration on nitrate leaching, the nitrate leaghpredicted was still different from that measui@wp off-

take, although measured, was only used by two readehe calibration procedure, but even then tieeipted

off-take differed from the observed one. For theeotN processes (deposition, biological fixatioolatilization,

other transport processes and denitrification) easured data were available for comparison andresibn.

For these aspects, significant differences betwieemodels were observed, either through differemnte

process descriptions or in handling input by thelefiing groups. The resulting storage change thas also

different for the models. The variation of the mhatance components for each model over the yeasdange.

A favourable assessment of a good corresponderwede a predicted and a measured quantity is diffic

because it may be good for the wrong reasons. x@mgle, ARM OSA predicted rather well the overall crop N

off-take but was not able to predict the N off-talké the individual growing seasons.

3.2.5 Perfor mance assessment

In order to compare the performance of models atifigble method is needed. The simplest methodlevba

to rank the models based on a performance indeg.méthod is not preferred, as a model may getjla hi

ranking despite a poor performance. Thus, a claatiin based on some performance index is to éeped.

Any value ofNSEandIoA (except their values 0 and 1) is difficult to ipgeet (Legates and McCabe, 1999), and

thus it is clear that no default classification bdary values exist to evaluate good, moderate and model

performance for a set of interrelated variableategl to water contents, water fluxes, nitrate cofraéon and

nitrate fluxes at te scale of a lysimet®ne-of the-difficulties-of statistical-metrics fimodel-assessmentis-the

Bellocchi et al. (2010) reviewed the methods aiffitdint indicators used for the validation of diffet types of

biophysical models. Confalonieri et al. (2010) ubi8EandRRMSE together with four other indices to assess
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the quality of simulation of different models imsilating soil water contents. In hydrological segjiit is
common practise to assess the model performantieedrasisNSE whereNSE> 0.75 indicates a “good”
performance anbISE< 0.36 indicates a “weak” similarity of model résuvith observations (Van Lieuw and
Gabrecht, 2003). Moriasi et al. (2007) revieweddhelification of the model performance of streastHarges
and contaminant loads, based on statistical indaes number of modelling studies. They qualifraddel
simulation on the basis 6fSEandPE but their qualifications are not directly applitako this study due to
differences of spatial scale (catchment versud)fi@hd differences of time scale (month versusatayeekly

sample interval)ln the literature it is noticeable that classifioas and qualifications depend on the considered

variables and of the time and space scale. Hengreferred to set up a classification foA. A number of

model studies on the dynamics of soil nitrogen mitréite leaching have been published that uséoihealone,

or combined with other parameters (Kersebaum g2@07; Mantovi et al., 2006; Nolan et al., 20 Bbgbed;i

et al., 2006).

Typical state variables which correspond with instaeous observations have been distinguishedirater
fluxes and nitrate concentrations analysed in camgavater samples. For the latter we assuowdalues
above 0.9 as accurate aod values below 0.75 as inaccurate. For soil wataterds and nitrate concentrations
we assuméoA values greater than 0.8 as accuratelaAdralues smaller than 0.6 as inaccuriteuse et al.

(2005) stated that even flwA > 0.65 models can result in poor performance, gueg will forloA < 0.6, which

was here chosen as the lowest boundEngloA scoring for the calibration and validation peri@as listed in

Table 9.

<<Table 9>>

The scoring differed for the different models. Tmodels 8IM-STO, SW-ANIM) performed well for the
calibration of thed(h) curves and the simulatédat different depths, however, this doesn’t guaramfood
performance for the other state and rate variahlése calibration and validation periods. For Wad¢idation
period all models performed wetk moderat®n the water volume andeak onthe nitrate N-flux per sampling
interval,ardmoderate to good on the daily water flux anehk to moderate dihe nitrate concentration in the
water samples. The modéikM OSA, COUP, DAISY andEPIC had more weak qualifications than good

qualifications, whileSIM-STO andSW-ANIM had more good qualifications.
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We have also assessed the accuracy of the seasomahts on the basis of the mean absolute evtAE]. The
seven seasons included the oil pumpkin crop twitéch was an unknown or a particular crop for naishe
modelling groups. The seven year series containezkiemely wet year (2009) and a dry summer (2CAdr)

the performance assessment for average crop arfdlf@onditionsMAE of the five best valuesMAEs) out of
seven MAE;) are presented in Table 10 to examine if the mopeiform better for average conditions. In some
cases the improvement was more than 50%, and tkengeof the models slightly changed. Despite t that

MAE is less sensitive to outliers than da@f, extreme situations (unknown crop, wet or dry ggaan have a

large impact ofMAE.

<<Table 10>>
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3.2.6 5:4-Methodological aspectsfor explanation of differences

5441 Data

Experimental data collected from a well-controllgsimeter were used for the purposes of our sthidyvever,
the number of measured state and rate variables legs than those present in the six models. Fonple, no
data were available on field-scale hydraulic cotigitg, deposition and biological fixation. This res that the
outcome of the models is uncertain as not all carapts of the internal mass balance could be optinigve
have observed in the blind test that based onigelinavailability of data, which resembles situaighat would
occur in practice, the predictions of the models waor compared to actual observations. That wioody that
usage of such simulation models for predictionsitrate leaching at unknown, regional scales masegarded

with care. In this study the rainfall excess wasife in most times of the year, such that theasgal bottom
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boundary condition in the lysimeter resulted irclgag. For other situations where capillary riseyroecur, the
models have not been inter-compared. Finally, fioigced that the soil hydraulic properties as ieteed in the
laboratory on small soil samples does not guarantgdlepredicted soil water contents and soil wéliexes even
for a well-controlled lysimeter situation. Parttilis may be due to the lack of knowledge of hysiierer its

description in the models.

5.4.2Procedure

Despite the structured set-up of this study (bte=t, calibration, validation) there remained fiebdy in the
approach chosen by the different modelling gro&ps.example, no formal sensitivity analysis wasspribed,
meaning that each group was free to choose a getrafmeters to be calibrated. This has introducadgective
element in this study. Although it was agreed batfand that the water fluxes and the nitrate conagois in
the lysimeter effluent were the most important paftthe model comparison, the objective function f
optimization was chosen freely by the modellersn8mnodelling group have chosen to include also the
information about soil water contents and crop kgta the optimization procedure. The comparisen is

therefore, not a pure comparison of the model cdulgsalso a comparison of how modellers used theilels.

In this study much effort has been put in calilhgand validating six models for a well-controllgdimeter
situation. Any conclusions of this study are thufirat applicable for these kind of (local) sitiats. Additional
research is required to inter-compare these mddeteviant situations, for example, for regionss@ssments

of impact of fertilization strategies.

5.4.3-Decr eased performance when aver aging

One should expect a better performance for theageer water fluxes per sampling interval than ferdhily
water fluxes because peaks of the daily fluxesepatire flattened by aggregation. This was indésgrved in
better performance indices for the calibration geiTable 5). However, the opposite occurred fentalidation
period (Table 5). This counter-intuitive responsp@rformance indices to the averaging of watexdhiof the

validation phase may be due to the following thresesons.

1) The distributions of the time increments of séngpin both phases differed slightly, where in tradidation
phase samples were taken more frequently with entathe steps (data not shown). The pattern of §agp
intervals was neither regular nor random. Thegpativas more or less dependent on practical ciramoss

and availability of manpower and on average sampée taken once in seven days. Under extremeathinf
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conditions the intervals were shortened and unxieemme dry conditions the intervals were longerause no

percolation water was present.

2) The probability density distributions of the Igavater fluxes and averaged water fluxes for thkbcation
and validation periods appeared to be unequal (@#tahown). This was concluded from a non-parametr
analogue of a one-way analysis of variance perfdrinethe one-way analysis of variance by ranks afte
Kruskal-Wallis (1952). The different statisticalt@iour may result in variant effects of volume geed

averaging on the performance indices.

3) Certain days or periods may have had a greettefh the averaging. A leave-one-out calculatimt@dure
was performed to qualitatively explore the effefctertain days and periods on the performanceefiibdels.
In the series of data pairs of observed and simdlafater fluxes, one data pair is left out anditewas
calculated for the remainder of the population sTriocedure is repeated for each of the data aaétshe
results are subtracted from tld\-value based on the total series of data pairsigeig to either the daily
fluxes of the calibration or the validation phasémthe averaged values of the phases. Only thétsegreater

than 0.001, in absolute sense, haven been plottEdjure 8.

<<Figure 8>>

The exclusion of a particular data pair can resuftoth an improvement (negative values) or a dmtsion
(positive values) of thAloA. Furthermore, it is notable that th&oA of daily fluxes responded differently
compared to thAloA for averaged fluxes per sampling interval. Foradtrall models the exclusion of the value
simulated for 19 Sept 2006 would affect thieA. The effect of excluding the value of this perisanuch

smaller for theAloA based on the averaged values per sampling int@rlkalmaximum effect in the series of
daily values occurres for a certain day of thebration period and the maximum effect in the senfesveraged
values per sampling interval is calculated fomaetinterval in Sept. 2010 which belongs to thedatlon phase
The maximal effect of leaving one value out is tgeéor the validation period than for the caliliwatperiod.
Based on this analysis, it is plausible that theraging of water fluxes has a different effect lo@ performance

indices of the calibration phase than on thoséefvalidation phase.
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5.4. Summary and Conclusions

The novel aspect of this study is that six detajiemtess oriented dynamic models were tested (1) fo

the Wagna test-site which is known to be highlynesable to nitrate leaching, (2) for a crop patécu

for the Styrian low input agriculture system, (8) & situation where different catch crops were pfr

the crop rotation, and (4) for the weather condgiavhich significantly differed between the califa

and the validation phase..

This study was not performed to determine which eh@lthe best. We like to quote Kersebaum e2807)

who stated: The comparison of different models applied on Hreesdata set is not suitable to serve as a model
contest or to find the best model. Although, thgliaption of different indices for model performarieelps to
identify strengths and weaknesses of each modebjactive comparison is nearly impossible dueitfeknt
levels of input requirements, calibration efforteddast but not least the uncertainties and ernithin the

measured data themselves.
We conclude:

a. The blind test showed that simulation results withzalibrating the model are generally far from
acceptable . Therefore, model calibration is essent

b. None of the models performed good for the diffex@iteria considered in this study. This may be
due to the combined effect of the model structunetvis not tuned to the circumstances of the
Wagna experimental fields and the lack of knowletigestablish an appropriate set of parameters.
Furthermore, not all inputs were measured, so tvere too many degrees of freedom.

c. The soil of the Wagna lysimeter is highly vulnemtd nitrate leaching. The seven year summed
nitrate leaching rate (123 kg Heexceeds the seven year summed fertilization exdésdels
designed for nitrate leaching in high input farmgygtems have difficulties with an accurate
prediction of the nitrate leaching in low inputif@ing systems

d. Judgement of the performance solely on the bagistrafte concentrations or nitrate fluxes is not
sufficient for the assessment of the predictive @oof the models. Other results as soil water
contents (daily), water and nitrogen fluxes (daihd seasonal), soil temperatures (daily), nitrogen
yields (seasonal) should also be taken into accdini$ should be reflected by the objective

function of the model calibration.
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Traditional Richard’s / Darcy Buckingham equati@sbed models that make use of the Mualem-van
Genuchten descriptions and disregard phenomengsterésis, preferential flow and multiple
phase flow encounter difficulties with an accurae consistent simulation of both water contents
and water fluxes for the soil and conditions of agna lysimeter.

Some models which performed relatively well in tadibration phase of the study failed to
simulate the nitrate concentrations and fluxehéwalidation phaseS{V-ANIM), while other
models behaved relatively bad in the calibratioagghand showed better results in the validation
phase 8IM-STO). An accurate calibration does not guarantee a goedictive power of the
model.

The catch crop mixtures and the non-harvested &mgjiegrass play an important role in the
nutrient dynamics of the soil. This role is addegsweakly by the simulation models: (1) due to a
lack of experimental data on nitrogen uptake ratesmineralization of residues of these
intermediate crops, and (2) lack of knowledge tecdbe the relevant processes related to the
foreign crops

Assessment of future climate and land use chargggsres a good predictive power of the models
and a certain level of robustness. Although theistiess is not clear for the tested models, the

process oriented dynamic models used in this stwelyiseful for hypothesis testing.
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Table 1. Crop rotation and fertilizer applicatiamsthe soil of the KON-lysimeter. CC and MC refeccatch

crop and main crop, and FYM and MF refer to farrdyasanure and mineral fertilizer, respectively.

Type Crop Sowing Date of Date of Type and
date harvesting or  fertilizer amount of
amending crop application fertilizer
residues to soil (kg ha® N)
cc M|>§ture: summer common tare, 06-Aug-04 06-Apr-05
white clover, sunflower
. . 25-Apr-05 FYM: 274
MC Oil pumpkin 30-Apr-05 13-Sep-05 03-Jun-05 MF: 351
CC English ryegrass 03-Jun-05 09-Apr-06
. . 24-Apr-06 FYM: 54.5
MC Maize (grain) 24-Apr-06 02-Oct-06 08-Jun-06  MF: 75.6
cc Mlxt'ure: forage rye, winter 03-0ct-06 09-Apr-07
turnip rape
. . 16-Apr-07 FYM: 120.7
MC Maize (grain) 16-Apr-07 21-Sep-07 26-May-07  MF: 59.0
. 28-Feb-08 FYM: 84.6
MC Winter barley 08-Oct-07 30-Jun-08 09-Feb-08 MF: 380
cc Mixture: winter turnip rape, 04-Aug-08 20-Apr-09
mustard, sunflower
. . 22-May-09 MF: 36.0
MC Oil pumpkin 28-Apr-09 07-Sep-09 01-Jun-09  MF- 16.0
CcC English ryegrass 05-Jun-09 31-Dec-09
. . 16-Apr-10 FYM: 62.6
MC Maize (grain) 17-Apr-10 23-Sep-10 26-May-10  MF: 81.0
" 11-Mar-11 FYM: 119.1
MC Triticale 09-Oct-10 13-Jul-11 11-Apr-11  MF: 62.0
Mixture: mustard, phacelia, After
cc sunflower, buckwheat, ryegrass 08-AUG-11 31 pec11
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Table 2. Annual precipitation rates (mi)and their cumulative probability percentages Haseprecipitations

values of 1961 — 2011.

Phase Calibration Validation

Year 2005 2006 2007 2008 2009 2010 2011

Precipitation (mm 3) 883 839 892 893 1355 1013 739

Cumulative probability 44% 31% 48% 50% 98% 75% 10%
40
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Table 3. Statistical parameteMAE, RMSE loA) for the comparison of volumetric water contergsived from

calibrated soil moisture retention curves (Figurard observed volumetric water contents at depBs m 6 =

922), 0.9 mif = 1413) and 1.8 m(= 1456) depthEPIC is excluded as it does not use soil moisture tieten

relationships.

Model MAE (cm3 cni’) RMSE(cm? cn) I0A

0.35m 09m 1.8 m 0.35m 09m 1.8 m 0.35m 09ml.8 m
ARMOSA 0.0064 0.0166 0.0308 0.0112 0.0176 0.0310 0.89 0.790.18
COUP 0.0341 0.0753 0.0391 0.0416 0.0775 0.0395 0.59 0.310.18
DAISY 0.0295 0.0340 0.0166 0.0326 0.0374 0.0178 0.63 0.620.38
SIM-STO 0.0212 0.0119 0.0064 0.0255 0.0130 0.0078 0.75 0.890.67
SW-ANIM 0.0072  0.0062 0.0033 0.0117 0.0075 0.0036 0.87 0.960.85

Table 4. Statistical parameteMAE, RMSE loA) for the comparison of simulated and in situ meadwalues

of volumetric water contents at depths 0.3%r8,m and 1.8 m for periods 2005 — 2008 (calibrgtand 2009 —

2011 (validation).

Model MAE (cm? cn?) RMSE(cm3 cn’) I0A
035m 09m 1.8 m 035m 09m 1.8m 035m 09ml18m
Calibration 2005 - 200h=1461) | _ - { Formatted: Font: Italic
ARMOSA 0.0119 0.0247 0.0107 0.0168 0.0447 0.0123 0.79 0.75 0.46
COuUP 0.0230 0.0104 0.0023 0.0288 0.0363  0.0031 0.74 0.84 0.85
DAISY 0.0956 0.0152 0.0105 0.1083 0.0630 0.0132 0.28 0.65 0.38
EPIC 0.0613 0.1563 0.0909 0.0662 0.0306 0.0925 0.49 0.90 0.07
SIM-STO 0.0180 0.0063 0.0028 0.0249 0.0271  0.0039 0.81 0.92 0.85
SW-ANIM 0.0101 0.0106 0.0072 0.0159 0.0285 0.0082 0.87 0.92 0.59
Validation 2009 -201{n=9%%) | - = { Formatted: Font: Italic
ARMOSA x 0.0260 0.0130 x 0.0291 0.0149 X 0.52 0.47
COuP x 0.0124 0.0030 x 0.0165 0.0041 X 0.74 0.84
DAISY x 0.0152 0.0137 x 0.0193 0.0165 X 0.69 0.40
EPIC x 0.1535 0.0924 x 0.1570  0.0939 X 0.19 0.09
SIM-STO x 0.0093 0.0039 x 0.0134 0.0054 X 0.87 0.82
SW-ANIM x 0.0141  0.0075 x 0.0176  0.0088 X 0.74 0.65

X Measurements at depth 0.35 m were disqualifiechf2009 onwards due to aging of the sensor, ardgfibre,
no performance indices were calculated
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Table 5. Statistical parameteMAE, RMSE loA, NSH for the comparison of simulated and observedydail

fluxes and fluxes averaged per sampling intervdiepth 1.8 m for periods 2005 — 2008 (calibratieam) 2009 —

2011 (validation).

Model Daily water fluxes Averaged water fluxes pampling interval
MAE RMSE oA NSE MAE RMSE I0A NSE
(mmdY  (mmdh (mmdy) (mmdh
Calibration 2005 — 2008
n=1461 n=199
ARMOSA 0.45 1.00 0.82 0.41 0.43 0.81 0.84 0.48
COUP 0.45 0.98 0.80 0.44 0.43 0.75 0.85 0.55
DAISY 0.57 1.16 0.68 0.21 0.54 0.90 0.74 0.35
EPIC 0.54 0.99 0.83 0.42 0.46 0.75 0.89 0.55
SIM-STO 0.34 0.87 0.86 0.55 0.30 0.62 0.91 0.69
SW-ANIM 0.38 0.91 0.86 0.51 0.37 0.72 0.88 0.58
Validation 2009 — 2011
n=1084 n=128
ARMOSA 0.70 1.75 0.79 0.41 1.66 3.82 0.68 0.39
COUP 0.70 1.57 0.84 0.52 141 3.47 0.79 0.50
DAISY 0.73 1.77 0.77 0.39 1.74 4.34 0.56 0.21
EPIC 0.85 1.79 0.77 0.38 1.80 4.00 0.63 0.33
SIM-STO 0.51 1.43 0.90 0.61 1.69 3.94 0.76 0.35
SW-ANIM 0.57 1.59 0.88 0.51 1.77 4.16 0.74 0.27

Table 6. Statistical parameteMAE, RMSE loA) for the comparison of observed nitrate conceiainatand

nitrate N leaching rates with simulated values &ljbcated models for the Wagna Lysimeter for pesia@05 —

2008 (calibration) and 2009 — 2011 (validation).

Model Nitrate concentrations Nitrate-N leachintgsa
MAE RMSE I0A MAE RMSE I0A
(mg LY (kg ha d*)
Calibration 2005 — 20081(= 199)
ARMOSA 15.71 20.37 0.78 0.043 0.085 0.77
COuUP 6.74 9.60 0.97 0.041 0.085 0.78
DAISY 13.92 16.82 0.87 0.037 0.063 0.87
EPIC 19.55 25.63 0.76 0.049 0.084 0.82
SIM-STO  27.34 34.61 0.43 0.044 0.089 0.60
SW-ANIM 7.88 10.48 0.95 0.035 0.080 0.85
Validation 2009 — 2011n(= 128)
ARMOSA 11.17 15.85 0.52 0.058 0.102 0.61
COuUP 12.36 18.68 0.52 0.076 0.187 0.53
DAISY 8.54 11.40 0.78 0.045 0.095 0.54
EPIC 18.24 22.07 0.52 0.089 0.155 0.41
SIM-STO 8.88 10.44 0.78 0.058 0.138 0.56
SW-ANIM  19.97 29.37 0.43 0.205 0.800 0.12
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Table 7. Statistical parameteMAE, RMSE loA) for the comparison of observed nitrate conceiatnat(mg L)

in water extracted by suction cups at depths 0.25dn0.9 m with simulated concentration.

Model Calibration (0.9 my = 47) Validation (0.35 nmp = 91) Validation (0.9 mp = 108)
MAE RMSE 10A MAE RMSE I0A MAE RMSE 10A
ARMOSA  36.8 50.6 0.66 227 35.9 0.65 12.7 16.6 0.58
COUP 28.0 35.2 0.80 28.2 44.1 0.38 16.6 24.1 0.37
DAISY 32.2 43.9 0.68 29.1 50.9 0.46 12.9 215 0.55
SIM-STO 50.6 66.7 0.44 255 36.3 0.68 13.6 15.8 0.71
SW-ANIM 255 30.5 0.84 36.4 59.3 0.57 20.8 33.8 0.41
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Table 8. Comparison of seasonal soil nitrogen lr@ambserved and calculated by the six benchmadeisio

For each year the main crop is indicated, but tidsre preceded by catch crops (including legunsrwaps).

Cropand Balance terrh Observed Simulated
period (kg ha') ARMOSA COUP DAISY EPIC SIM-STO SW-ANIM
Calibration 2005 — 2008
Oil Fertilization* (+) 35.1+27.4 63.0 62.5 62.9 53.1 452 62.5
pumpkin Deposition (+) 10.2 3.1 16.9 5.0 6.8 11.5
Biological fixation 415 17 0.1 1.8 313 81.3
1.1.2005 (+)
- Volatilization (-) 2.7 0.0 1.0 15 1.9 21
13.9.2005 Crop off-take (-) 50.9 59.7 55.3 83.3 0.0 44.3 70.0
NOs-N leaching (-) 22.2 17.2 27.9 25.8 30.3 3.6 15.3
Other transpoft(-) 0.0 3.2 0.0 0.9 0.0 0.0
Denitrification (-) 0.0 0.0 13.0 11.8 0.0 0.1
Storage chande 35.2 -19.1 -43.2 15.4 50.6 67.8
Maize  Fertilization* (+) 75.6+54.5 131.0 130.1 130.7 B2 130.1 130.1
Deposition (+) 154 4.8 26.5 8.0 10.7 17.8
14.9.2005 Biological fixation 28.4 32.7 0.0 0.0 0.0 112.9
- )
2.10.2006 Volatilization (-) 9.6 0.0 9.8 8.8 4.9 24
Crop off-take (-) 137.8 211.6 116.0 197.9 1255 772. 13438
NOs-N leaching (-) 25.7 27.9 25.8 22.7 33.6 251 29.7
Other transpoft(-) 0.0 6.0 0.0 1.2 0.0 0.2
Denitrification (-) 0.0 0.0 13.6 45.8 0.0 1.3
Storage chande -74.5 19.9 -86.8 -94.6 38.1 92.4
Maize  Fertilization* (+) 59.0+120.7 185.0 179.7 179.4 6 179.7 184.5
Deposition (+) 14.2 4.3 22.2 6.4 8.7 15.3
3.10.2006 Biological fixation 52.9 24.7 0.0 0.0 0.0 32.8
- (+)
21.9.2007 Volatilization (-) 10.9 0.0 2.7 18.5 5.5 28.5
Crop off-take (-) 92.7 614 107.6 2.1 99.7 75.7 796.
NOs-N leaching (-) 5.9 4.4 7.1 6.3 5.4 8.8 5.8
Other transpoft(-) 0.0 3.2 0.0 15 0.0 0.0
Denitrification (-) 0.0 0.0 15.3 33.6 0.0 2.0
Storage chande 175.4 90.8 175.2 -15.7 98.4 99.6
Winter  Fertilization* (+) 38.0+84.6 123.0 122.6 1235 78.2 122.6 123.2
barley  Deposition (+) 11.3 3.3 15.0 3.9 5.3 10.7
Biological fixation 0.0 0.1 0.0 0.0 0.0 14.0
22.9.2007 (+)
- Volatilization (-) 0.2 0.0 2.6 5.4 22.7 5.1
30.6.2008 Crop off-take (-) 132.3 66.2 104.7 139.0 114.2 81.8 118.4
NOs-N leaching (-) 18.9 135 18.5 11.7 12.3 5.7 22.2
Other transpoft(-) 0.0 3.4 0.0 0.4 0.0 0.0
Denitrification (-) 0.0 0.0 11.7 40.6 0.0 1.1
Storage chande 54.4 0.7 -26.4 -90.8 17.7 1.2
Validation 2009 — 2011
Oil Fertilization* (+) 52.0+0.0 52.0 52.0 52.0 51.3 ®B2. 52.0
pumpkin  Deposition (+) 124 5.9 40.1 13.6 18.4 26.0
Biological fixation 52.1 41.2 0.0 0.0 0.0 22.7
1.7.2008 (+)
- Volatilization (-) 4.4 0.0 0.0 3.9 0.0 0.0
7.9.2009  crop off-take (-) 56.9 113.6 59.9 97.2 0.0 72.3 745.
NOs-N leaching (-) 33.1 44.2 61.5 26.4 16.0 325 72.1
Other transpoft(-) 0.0 8.0 0.1 1.9 0.0 0.2
Denitrification (-) 0.0 0.2 70.6 311 0.0 34
Storage chande -45.8 -30.4 -102.1 11.9 -34.4 -20.7
Maize  Fertilization* (+) 81.0+62.6 144.0 143.6 143.1 m2 143.6 154.3
Deposition (+) 7.6 4.7 26.6 8.1 11.0 18.0
8.9.2009 Biological fixation 0.0 41.3 0.0 0.0 0.0 88.9
— (+
23.9.2010 volatilization (-) 7.2 0.0 2.2 4.8 4.5 9.2
Crop off-take (-) 142.4 127.6 96.9 240.3 85.0 78.6 115.5
NOs-N leaching (-) 3.6 17.0 14.6 8.7 19.3 131 329
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Other transpoft(-) 0.0 5.4 0.0 35 0.0 0.2
Denitrification (-) 0.0 0.0 23.4 47.9 0.0 0.7
Storage chande -0.2 72.7 -104.9 -39.7 58.3 102.8
Triticale  Fertilization* (+) 62.0+119.1 181.0 180.4 181.8 n1 181.1 181.7
Deposition (+) 5.9 35 16.7 4.6 6.1 11.7
24.9.2010 Biological fixation 0.0 12.8 0.0 0.0 0.0 18.2
- )
13.7.2011 volatilization (-) 8.1 0.0 4.6 5.5 41.4 19.8
Crop off-take (-) 155.8 152.0 44.5 161.5 170.3 043. 83.6
NOs-N leaching (-) 13.9 6.1 3.2 7.6 30.3 13.3 31.0
Other transpoft(-) 0.0 2.5 0.0 0.6 0.0 0.2
Denitrification (-) 0.0 0.0 135 38.4 0.0 1.5
Storage chande 20.7 146.5 11.2 -128.8 -10.4 75.5
Seven year totals 2005— 2011
All Fertilization* (+) 871.6 879.0 870.9 873.5 656.1 187 888.2
Deposition (+) 77.0 29.6 164.0 49.6 67.0 111.1
1.1.2005 Biological fixation 174.9 154.6 0.1 1.8 313 370.9
_ +)
13.7.2011 Volatilization (-) 43.2 0.0 22.9 48.5 80.8 67.1
Crop off-take (-) 768.8 792.1 584.8 921.2 594.8 868  664.7
NOs-N leaching ()  123.3 130.3 158.6 109.1 147.3 102.2 209.0
Other transpott(-) 0.0 317 0.1 10.0 0.0 0.8
Denitrification (-) 0.0 0.3 161.3 249.2 0.0 10.0
Storage chande 165.3 279.7 -177.0 -342.2 218.0 418.6

T + indicates input; - indicates output

* Fertilization includes the addition of minerattiézer (first number) and the amendment of animainure (second
number)

$ Other transport includes the leaching of MHand dissolved organic matter and the transgd¥-components by surface
runoff water flow

# A positive value refers to an increase of theogien stock in soil and a negative value indicasedepletion
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and validation periods.

Table 9. Qualitative assessment of the model pmdace [pA) for daily or weekly results for the calibration

Nitrate-N flux per
sampling interval

Phase Indicator Iltem ARMOSA COUP DAISY EPIC SIM- SW-
STO ANIM
Soil moisture 0.35 m + - n.a. 0 +
retention 0.9m 0 - n.a. + +
- I0A< 0.6 relation 1.8 m - - n.a. o) +
0: 0.6<10A<0.8 Simulated 0.35m 0 o - + +
+: lIo0A>0.8 water 09m o) + + + +
< contents 1.8m - + - + -
b= Nitrate - 09m o + na. B +
i) concentration
© Water flux, daily o] o] - o] o] o]
(@]
Water volumes per o o o . o
- I0A<0.75  sampling interval
0: 0.75<10A< 0.9 Nitrate concentration + .
+: Io0A>0.9 in water samples 0 ° © i
Nitrate-N flux per
- o] o o 0 - o]
sampling interval
Soil water 09m - o] - + o]
- lI0A< 0.6 contents 1.8 m - + - + o]
0: 0.6<10A<0.8 Nitrate 0.35m o] - n.a. 0 -
c * I0A>0.8 09 m - - n.a. 0 -
2 Water flux, daily ) 0 0 ) + 0
g Water volume per
8 - 10A<075 sampling interval ) ° ) ° i
0: 0.75<10A< 0.9 Nitrate concentration
+ 10A>0.9  inwater samples i i © )

n.a.: not applicable

Table 10. Mean absolute erroMAE) of seasonal percolated water, N crop off-takelaadhed nitrate-N

amounts for seven seasoMAE;) and for the best five seasoMdAEs;).

Seasonal quantity IndicatorsARMOSA COUP DAISY EPIC SIM-STO SW-ANIM
Percolated water MAE; 21.3 24.2 63.9 48.6 14.6 40.3
(mm) MAE; 16.0 14.3 30.5 30.5 11.8 32.8
N crop off-take MAE; 36.5 32.7 47.7 31.0 33.0 215
(kg hat) MAE; 23.1 14.3 29.0 20.6 20.5 10.3
Leached N@N MAE; 6.6 8.2 4.6 10.3 6.6 14.2
(kg ha') MAE; 4.4 3.6 3.7 7.8 2.8 6.3
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Figures captions

Figure 1 Blind test comparison of seasonal watese$, flow averaged nitrate concentration and teithafluxes simulated by five models

(excludingSIM-STO) with observations. Results of individual modeis imdicated by markers.
Figure 2 Measured values and calibrated soil maEgtetention curves at depths 0.35 m,0.8nmd 1.8 m.

Figure 3 Comparison of simulated and measured ise@son cumulative water fluxes, nitrate concentratand inner season cumulative

nitrate-N fluxes at depth 1.8 m in the low inputnfiing lysimeter at the Wagna experimental fieldiste

Figure 4 Taylor plots of the statistical performarnd the simulated water fluxes at depth 1.8 ndfaly values (left) and for sampling
interval averaged values (right). Circles refetht® calibration results and triangles refer towhkdation results. A ARMOSA, C =

COUP, D =DAISY, E =EPIC, SS =SIM-STO, SA =SW-ANIM

Figure 5 Comparison of simulated and measured sabsater fluxes (mm) at depth 1.8 m in the lowinfarming lysimeter at the Wagna

experimental field station

Figure 6 Taylor plot of the statistical performamegameters for the simulated nitrate concentratfteft) and nitrate-N fluxes (right) at
depth 1.8 m. Circles refer to the calibration ressahd Triangles refer to the validation resultglidators ofSW-ANIM nitrate-N fluxes fall

outside the range (2.5; 8.5). A\ RMOSA, C =COUP, D =DAISY, E =EPIC, SS =SIM-STO, SA =SW-ANIM

Figure 7 Seven years balances for fertilizationusiarop off-take and nitrate-N leaching (all inHa), summed since the start of the

calibration period

Figure 8 Effect of a leave-one-out calculation akstain data pair of observed and simulated whtees on the Index of Agreement, I0A

(see text for further explanation).
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