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ABSTRACT

In recent years, on-line multimedia repositories have Bgpeied a strong growth that have
made them consolidated as essential knowledge assetsjadigpia the area of education,
where large repositories of video lectures have been buittrder to complement or even
replace traditional teaching methods. However, most cfdhedeo lectures are neither tran-
scribed nor translated due to a lack of cost-effective gmistto do so in a way that gives
accurate enough results. Solutions of this kind are claabtessary in order to make these
lectures accessible to speakers of different language®grebple with hearing disabilities.
They would also facilitate lecture searchability and asslyunctions, such as classification,
recommendation or plagiarism detection, as well as theldpreent of advanced educational
functionalities like content summarisation to assist shtdote-taking.

For this reason, the main aim of this thesis is to develop &efbsctive solution capable
of transcribing and translating video lectures to a reasledegree of accuracy. More specif-
ically, we address the integration of state-of-the-ategues in Automatic Speech Recog-
nition and Machine Translation into large video lectureosfories to generate high-quality
multilingual video subtitles without human interventiamdeat a reduced computational cost.
Also, we explore the potential benefits of the exploitatibnhe information that we know
a priori about these repositories, that is, lecture-spekifowledge such as speaker, topic
or slides, to create specialised, in-domain transcripdiad translation systems by means of
massive adaptation techniques.

The proposed solutions have been tested in real-life smenby carrying out several
objective and subjective evaluations, obtaining very fpasresults. The main outcome de-
rived from this thesis;The transLectures-UPV Platfornias been publicly released as an
open-source software, and, at the time of writing, it is Bgnautomatic transcriptions and
translations for several thousands of video lectures inyngpanish and European universi-
ties and institutions.






RESUMEN

Durante estos ultimos afios, los repositorios multimediéiranhan experimentado un gran
crecimiento que les ha hecho establecerse como fuenteasriemdales de conocimiento, es-
pecialmente en el area de la educaciéon, donde se han creatitegrepositorios de video
charlas educativas para complementar e incluso reemptazarétodos de ensefianza tradi-
cionales. No obstante, la mayoria de estas charlas no eastéritas ni traducidas debido a
la ausencia de soluciones de bajo coste que sean capace®de parantizando una calidad
minima aceptable. Soluciones de este tipo son claramecgsaugas para hacer que las video
charlas sean mas accesibles para hablantes de otras lengaaspersonas con discapaci-
dades auditivas. Ademas, dichas soluciones podriantéadai aplicacion de funciones de
busqueda y de andlisis tales como clasificacion, recomé&ndaaleteccion de plagios, asi
como el desarrollo de funcionalidades educativas avaszadmo por ejemplo la generacion
de resimenes automéaticos de contenidos para ayudar abestua tomar apuntes.

Por este motivo, el principal objetivo de esta tesis es dal&ar una solucién de bajo
coste capaz de transcribir y traducir video charlas con wel die calidad razonable. Mas
especificamente, abordamos la integracion de técnicaiedtharte de Reconocimiento del
Habla Automatico y Traduccidon Automatica en grandes réposs de video charlas educa-
tivas para la generaciéon de subtitulos multilinglies decat@ad sin requerir intervencion
humanay con un reducido coste computacional. Ademas, éaneliploramos los beneficios
potenciales que conllevaria la explotacion de la infordracie la que disponemos a priori
sobre estos repositorios, es decir, conocimientos espegdbre las charlas tales como el
locutor, la tematica o las transparencias, para creamsstale transcripcion y traduccion
especializados mediante técnicas de adaptacion masiva.

Las soluciones propuestas en esta tesis han sido testeadasemarios reales llevando
a cabo numerosas evaluaciones objetivas y subjetivaspiebtlto muy buenos resultados.
El principal legado de esta tesibhe transLectures-UPV Platfornha sido liberado publi-
camente como software de codigo abierto, y, en el momentschie estas lineas, esta
sirviendo transcripciones y traducciones automaticaa pasersos miles de video charlas
educativas en diversas universidades e institucionesigsy Europeas.

Xi






RESUM

Durant aquests darrers anys, els repositoris multimeditnerhan experimentat un gran
creixement que els ha fet consolidar-se com a fonts fonaiset¢ coneixement, especial-
ment a I'area de I'educacio, on s’han creat grans repositierivideo xarrades educatives per
tal de complementar o inclis reemplacar els meétodes d’gasemnt tradicionals. No obstant
aixo, la majoria d’aquestes xarrades no estan transciitiéaduides degut a I'abséncia de
solucions de baix cost capaces de fer-ho garantint unaajumlinima acceptable. Solucions
d’aquest tipus sOn clarament necessaries per a fer quales xarres siguen més accessibles
per a parlants d’altres llengiies o per a persones amb d@tatpauditives. A més, aquestes
solucions podrien facilitar I'aplicacié de funcions deazer d’analisi tals com classificacio,
recomanacio o deteccid de plagis, aixi com el desenvolupidesfuncionalitats educatives
avancades, com per exemple la generacié de resums autem@toontinguts per ajudar a
I'estudiant a prendre anotacions.

Per aquest motiu, el principal objectiu d’aquesta tesi ésmlupar una solucio de baix
cost capac de transcriure i traduir video xarrades amb wgll mig qualitat raonable. Més
especificament, abordem la integracié de técniques estérdele Reconeixement de la
Parla Automatic i Traducciéo Automatica en grans repositde video xarrades educatives
per a la generacio de subtitols multilinglies d’'alta quiadigamse requerir intervencié humana
i amb un reduit cost computacional. A més, també explorenbaieficis potencials que
comportaria I'explotacié de la informacio de la que disposepriori sobre aguests reposi-
toris, és a dir, coneixements especifics sobre les xarratdesdm el locutor, la tematica o
les transparencies, per a crear sistemes de transcrigeidudcio especialitzats mitjancant
tecniques d’adaptacié massiva.

Les solucions proposades en aguesta tesi han estat testeja@scenaris reals duent a
terme nombroses avaluacions objectives i subjectivesnatitmolt bons resultats. El prin-
cipal llegat d’aquesta tesi;he transLectures-UPV Platfornha sigut alliberat publicament
com a programari de codi obert, i, en el moment d’escriuresigs linies, esta servint tran-
scripcions i traduccions automatiques per a diversos siilervideo xarrades educatives en
nombroses universitats i institucions Espanyoles i Eugspe
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Chapter 1. Introduction

1.1 Motivation

Artificial Intelligence (Al) is a very active research fieldhase aim is to develop systems,
machines and algorithms capable to mimic the human inezltig. Specifically, Al faces the
challenge of conferring reasoning, learning, natural leagge processing and perception ca-
pabilities to machines. Hence, Al research is divided iresahhighly specialised sub-fields.
Two of the most sizzling Al sub-fields are the Pattern Recogmi{(PR) and Machine Learn-
ing (ML). Both areas, hardly divisible, study the constrotof algorithms that can learn
or infer specific knowledge from real-life data to make pe#idns or to identify patterns.
This is the case of applications such as Automatic Speecbhd®@mn (ASR) and Machine
Translation (MT), in which the input data (audio signal axtjas properly pre-processed,
classified according to the system knowledge, and postegsadl to generate the appropri-
ate or expected outputs (text transcription or translaget).t In this thesis we will focus
on a particular application of ASR and MT technologies indneas of On-line Educational
Technologies and Technology Enhanced Learning (TEL).

In recent years, the growth of the world wide web has offergceat opportunity for aca-
demic institutions to enhance the learning process of gtagtents with digital media con-
tents that complement and even replace conventional tegohéthods such as face-to-face
lectures [12]. Indeed, these digital resources are beiogyporated into existing university
curricula around the world with enthusiastic response fstunlents [13].

In this sense, on-line multimedia repositories have becestablished as fundamental
knowledge assets, specially in those specialised on geovinline video lectures. These
repositories are being built on the back of on increasingailable and standardised infras-
tructure [3, 4]. A well-known example of this is VideoLectstNET [14], a free and open
access web portal that has already published more than@édif-ational videos and con-
ference recordings given by relevant world-wide reseasched professors.

However, the utility of these audiovisual assets could Ioth&r extended by adding sub-
titles that can be exploited to incorporate added-valuetfanalities such as searchability,
accessibility, and discovery of content-related videsspmag others. In fact, most of the
video lectures available in large university repositodaes neither transcribed nor translated,
despite the clear need to make their content accessible#ksys of different languages and
people with disabilities [15]. Also, the subtitles can bediso develop advanced educational
functionalities like content summarisation to assist stidote-taking [5].

For this reason, this thesis aims to developing a cost{féesolution that can do so
to a reasonable degree of accuracy. More specifically, wegse®the integration of state-
of-the-art technigues in ASR and MT into large video lectugpositories to generate high-
quality multilingual video subtitles without human interntion and at a reduced computa-
tional cost. Of course, although it would be the most desrabenario, we do not expect to
produce error-free transcriptions and translations, gordhis reason, we also aim to create
efficient and ergonomic tools to allow the review of trangtton and translations under a
collaborative-editing scenario.

The integration of ASR technologies into multimedia repmrses is a well-known prob-
lem which has been previously and successfully exploregeaally in the case of news
broadcasting [6, 8, 9] and TV content in general [1], althowgost of these systems are
mainly designed to provide subtitles in real-time. OtheiRA&pplications can be found in
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video indexing [11], or in the subtitling of Parliament sess [10] where, in some cases,
manual transcripts are synchronised with the input audioadiin order to generate the cor-
responding subtitles [2]. The integration of MT systemsanwhile, has not been explored
in any great depth. There is one exception to this [7], wheaauml transcripts are assumed
to be available before the translation process starts. Mewae have not found previous

works probing the integration of both ASR and MT technolsgigo large media reposito-

ries, nor the deployment of a collaborative framework tigtowhich users can amend errors
in transcriptions and translations with little effort.

The generation of multilingual subtitles for video lectsiiavolves the consecutive ap-
plication of both technologies: on a first step, ASR to geteespeech transcripts from the
lecturer, and on a second step, MT to translate these tiptssorto other languages. As-
suming that recognition errors are likely to arise on the 8tep, and that these errors are
propagated to the second step, we need to ensure that ourdkiiaiegy yields good quality
translations regardless the input source language texhiddine, Chapter 3 discusses how
length information is modelled in state-of-the-art Stated MT (SMT) systems, proposing
a novel approach in which length variability of word sequenamong source and target
languages is explicitly taken into account when transtpiantences from one language to
another. Empirical results show how the proposed lengthatsaignificantly improve base-
line state-of-the-art SMT systems.

It is important to note that ASR systems are the bottlenedkefgeneration of multi-
lingual subtitles: MT systems can be parallelized in ordeeduce the overall computation
time, however, they cannot start generating translatiotisthe speech transcript is available.
Consequently, ASR systems must be boosted as much as pagghxdut compromising sig-
nificantly the quality of their outputs. Since the temporastcof generating an automatic
transcription strongly depends on the length of the inpdi@signal, a simple way to speed
up the whole process is to apply a previous step in which {atiaudio signal is split into ho-
mogeneous acoustical regions to detect speech segmeahtielarering these isolated speech
segments to the ASR system. Furthermore, transcriptiohtguaay be improved due the
fact that the ASR system does not have to deal with non-spEgphents, which are usually
but erroneously transcribed by their closest phoneticstapts. This process of segmenting
the input audio signal to detect speech regions is addrégsaddio Segmentation (AS) sys-
tems. Since their application is motivated to hasten thesdMgrocess of transcribing a video
lecture, these systems must be as fast as possible. In CHaptsimple yet powerful and
fast AS system is presented. This system participated iAtloko Segmentation competition
of the Albayzin 2012 Evaluations, achieving a worthy 2nccplan the final standings.

Despite state-of-the-art ASR and MT systems have been grtowdeld accurate speech
transcriptions in most cases, their outputs can be greapyaved through the application of
massive adaptation techniques. Massive adaptation teferecess of exploiting the wealth
of knowledge available in video lecture repositories, thaecture-specific knowledge, such
as speaker, topic and slides, to create a specialised,nraidatranscription or translation
system. A system adapted using this knowledge is thereikely Ito produce a far better
ASR and MT output than a general-purpose system. Theseitg®mare reviewed and
tested in Chapters 5 and 8. In addition, a novel approaclpto &mlaptation for ASR systems
using lecture-related text documents downloaded fromriteznet is proposed and evaluated
in Chapter 7.

JASC-DSIC-UPV 3



Chapter 1. Introduction

As for the integration of ASR and MT technologies into largegeo lecture repositories,
it is needed to design and develop a system architecturebleapé blending the existing
workflows in remote repositories with transcription anchilation processes, as well as to
engage users and authors into subtitle review processas. afithitecture should also fa-
cilitate the incorporation of technological upgrades iABR and MT systems to allow a
progressive refinement of the overall transcription anddigtion quality of the repository.
Indeed, Chapter 5 introduces a novel system architectatesttisfies these requirements.
The implementation of this architecture, callBae transLectures PlatforTLP), was tested
under a real-life environment. Furthermore, the propogstes architecture is refined and
extended in Chapter 8.

Users that visit multimedia repositories are often overwieel by the vast amount of
choices that these sites offer. They may not have the timenowledge to find the most
suitable videos for their needs. However, having all vidsgidres transcribed with our so-
lution described in Chapters 5 and 8, we can generate aecsgatantic representations of
every lecture that can be used to recommend lectures tohesed on their interests. Hence,
Chapter 6 describes a novel Recommender System (RS) thaitexpcture transcriptions
plus other related text resources to provide better recandatens to users. This RS was
developed, deployed and tested in the VideoLectures.Ngdsitory web site.

1.2 Scientific and Technological Goals

All'in all, the scientific and technological goals pursuedhis work are the following:

Propose an approach to explicit length modelling for SMT.

e Develop an efficient Audio Segmentation system to speed Up $yStems.

e Study how massive adaptation techniques can lead to besglts in transcription and
translation of video lecture repositories.

e Propose alternative topic adaptation techniques for ASR.

e Develop a system architecture capable of integrating ASIRM technologies into
video lecture repositories.

e Develop appropriate solutions to enable users to edit ¢rgpi®ns and translations
with ease and relatively small effort under a collaborasiwenario.

e Design a Recommender System capable of exploiting spesasctiptions to provide
accurate recommendations to users in video lecture orrdp@sitories.

o Evaluate these contributions in real-life scenarios.

e Make public releases of the software tools developed intti@sis.
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/ Platform \
6. Recommender 7. LM Adaptation
Systems for using External
Online Learning Resources for
Platforms ASR

8. Transcription
and Translation
Platform

}

9. Conclusions |

Figure 1.1: Thesis’ chapter dependency graph.

1.3 Document Structure

This document is structured in nine sequential chaptersciner the topics and scientific
and technological goals proposed in this thesis. First,p@a2 gives some preliminary
concepts and background knowledge on the research fieldgembby this thesis. Then,
Chapter 3 addresses the problem of length modelling in SMiTpaoposes new models that
explicitly convey length information about word sequena#en translating sentences from
one language to another. Next, Chapter 4 describes our edp8S system to expedite the
subsequent ASR processes. Then, Chapter 5 presents adieshsrchitecture to support the
integration of ASR and SMT technologies into video lectusompanied with objective
and subjective evaluations of transcription and trarmteqiuality with automatic metrics and
real users, respectively. Next, Chapter 6 describes a R&#es advantage of the availability
of automatic transcriptions on a video lecture repositorgrovide better recommendations
to their users. Then, Chapter 7 proposes a new topic adaptEchnique for ASR that
exploits lecture-related text information extracted frdaoctuments downloaded from the web.
Next, Chapter 8 can be seen as a continuation of Chapter Shichvan enhanced version
of the system architecture is described, together with a@nsion of the evaluation results
presented in that chapter. Finally, Chapter 9 gives a buefrsary of the work described
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Chapter 1. Introduction

along the previous eight chapters, highlighting the sdienpublications that endorse the
scientific impact of the contributions of this thesis, aslwaslsome concluding remarks and

future work.
A sequential reading of the nine chapters of this documeah&uraged if the reader

wants to learn about the whole work, however, specific cliai@n be read attending to the
dependency graph shown in Figure 1.1.
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Chapter 2. Preliminaries

In this chapter we give the essential background informatemuired to understand the
rest of the document. Since this is a multidisciplinary ibiese will review the basics of Au-
tomatic Speech Recognition, Machine Translation, Langudgdelling and Recommender
Systems. Also, we will introduce the evaluation metricsdusethis thesis.

2.1 Automatic Speech Recognition

Automatic Speech Recognition (ASR) is an application of fibkl of Natural Language
Processing whose goal is to provide an automatic trangmmipgt of the speech utterances
contained in a given input audio signal Provided a parametrized audio signawe look
for the most probable transcriptignso that

y = argmax p(z | y) p(y) (2.1)
y e Y*

wherep(xz | ¢) andp(y) are modelled by acoustic and language models, respectively
ing ) the vocabulary of the system. The most widely adopted audiwak parametrisa-
tion technique for automatic speech recognition is the Melgquency cepstral coefficients
(MFCC) [6, 23]. State-of-the-art acoustic models use Hidt#arkov Models (HMM) to
convey triphoneme (phonemes with context) length vaiitgliv, 18, 22], combined with
Gaussian Mixture Models (GMM) [7, 22] or Deep Neural Netwo(©ONN) [5, 8, 20, 22] to
model qualitative triphoneme variability (speech feasusach as timbre, pitch or strength).
Language models are introduced in Section 2.4.

2.2 Audio Segmentation

Audio Segmentation (AS) is a task with applications in dilibg, content indexing and anal-
ysis that has received notable attention due to the inecrgagplication of ASR systems to
multimedia repositories and broadcast news [11, 12, 14 A& mally, this task can be stated
as the segmentation of a continuous audio stream into acalljsthomogeneous regions.
Audio segmentation facilitates posterior speech prongsstieps such as speaker diarization
or speech recognition.

Audio segmentation can be viewed as a simplified case of ABRhich the system
vocabulary is constituted by a reduced set of acoustic €$af3. For instance, a simple
scenario could be the definition of two non-overlappingstasSpeectandNo-Speech

Provided an audio stream the segmentation problem can be stated from a statistical
point of view as the search of a sequence of class latmighat

¢ = argmax p(x | ¢) p(c) (2.2)
ceC*
where, as in ASRp(z | ¢) andp(c) are modelled by acoustic and language models, respec-
tively.
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2.3. Machine Translation

2.3 Machine Translation

Machine Translation (MT) is an application of the field of Nial Language Processing
whose goal is to provide an automatic translation of a sosecgencer into a target sen-
tencey:

T=T1...2j...7|g ZL‘J‘E.)('

Y=vy1---Yi---Yy Y€V

being X’ the source language vocabulary, idhe target language vocabulary. There exist
different approaches to tackle this automatic process:

e Rule-based MT: in this approach a set of linguistic tramshatules between two lan-
guages are defined by human experts. Therefore, to tramskdarce language sen-
tence into the target language, only the most suitableiegistanslation rules are ap-
plied to the source sentence.

e Example-based MT: under this approach, the source sentemeetranslated is com-
pared against a database of translation examples to finditivmat set of word phrases
whose combination generates a complete translation.

e Statistical MT: this approach uses statistical methodsfr probabilistic distributions
from real translation examples that model how words or secgr of words from a
source language are translated into words or sequencesds wahe target language.

e Hybrid MT: combines both the Rule-based and Statistical Mpraaches.

In this thesis we will focus on Statistical MT (SMT), whichpresents the state-of-the-art
of the field. In SMT, we formulate the problem of translatingemtence as the search of the
most probable target sentenggiven the source sentence

y = argmaxp(y | x). (2.3)
yEeY*

Applying the Bayes’s theorem, we can reformulate Eq. 2.2Hs\fs:

g = argmaxp(z | y) p(y) (2.4)
yEeY*

wherep(z | y) is a translation model, anely) a language model. There are different ap-
proaches to model the translation model probability, witiah be word-based [2] or phrase-
based (i.e. that handle the problem of translating seq@eoceords instead of isolated
words) [9].

Nevertheless, state-of-the-art SMT systems are basedydimkar models that combine
a set of feature functions to directly model this posteriambability

Py 2) = 7k exp (S \i filw, ) (2.5)
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Chapter 2. Preliminaries

being \;, the weight for thei-th feature functionf;(x,y) and Z(x), a normalisation term
so that the posterior probability sums up to 1. Feature vigighe usually optimised ac-
cording to minimum error rate training (MERT) on a developmget [16]. Conventional
feature functions in SMT systems range from those depenalingord-based and phrase-
based translation models [10], over that directly derivedtfann-gram language model [4],
to those inspired on word and phrase reordering models, andl and phrase penalties.

2.4 Language Modelling

Language Modelling is another application of the Naturaldguage Processing field in which
grammatical, semantic and syntactic relations betweenmlsvof a given vocabulary or lan-
guage are learned by a probabilistic model. A language mad#)l gives a measure of how
likely a certain sequence of words is a valid phrase in thgetdanguage. LMs are widely
used in several applications such as ASR and MT. In theseasosnthe LM is used to

compensate the lack of word context information that pasaesustic and translation mod-
els, assigning a probability to each possible output pregdxy the acoustic or translation
models.

Formally, a LM models the probability(y) of observing a given sentenge

Y=y1-.-.Yi...-Yyr Y €y

being I the length (number of words) of the sentence ghthe vocabulary of the target
language. This probability can be decomposed applyinghaeaule:

1

p(y) =py) [ [ plyi v ). (2.6)

=2

wherep(y; | yi~') denotes the probability of observipgafter observing the previous sub-
sequence of wordg:~*, commonly called word history. This means that the prolitgtuolf
observing the worg; depends on thé— 1 previous words. If we try to directly model this
posterior probability, we will find that the number of parders of the LM exponentially
grows with the length of;, making unfeasible to estimate such model on a large voaapul
Y. Instead, the word history is limited up to the lateswords [1]:

I
p(y) ~ ) [[pwi l vishi) - (2.7)

=2
This approach is called-gram language modelling:-gram probabilities are estimated
by maximum likelihood as follows [1]:

i 7 n+ 9 y Yi—1, 92
p 7 i—7L+ 1 — ’ .
(y | y ) N(yl n y e )yl ) ( )

being N () the number of occurrences of the given word sequence olzsarthe training
corpus. However, the available training data is usuallyfiigent to properly estimate all
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2.5. Recommender Systems

model parameters, and, to alleviate this problem, smogtteohniques are applied. These
smoothing techniques are based on the idea of discountmg swass probability from all the
observed events in the training set and redistributing t@grall unobserved events. Further
information about smoothing techniques and discount nustiean be found in [13].

2.5 Recommender Systems

Recommender Systems (RS) are a multidisciplinary appdicaif Natural Language Pro-
cessing, Artificial Intelligence and Data Mining that ainespgrovide suggestions of items
that could be of the interest of a user. These suggestionsade usually to intervene in
decision-making processes, such as buying a specific ofjgatying a particular video,
specially when the user has to choose among a vast amount¢iofatlves.

RS are built taking into account mainly these three sourtegarmation:

Items: the objects that are recommended to the user. Iteengsamally described by
metadata such as their name and their main characteristieatares.

Users: information about the users is key to deliver goodmenendations, since it
can be used to infer or predict their willings and prefersn¢éowever, in some envi-
ronments this information might not be accessible, and tkeammendations cannot
be personalised.

Transactions: interactions between the RS and the usécahde used to update user
models.

Depending on how this information is exploited, we can diptiish between the follow-
ing approaches [19]:

Content-based: recommendations are made on basis of tharsteams that the user
liked before.

Collaborative filtering: the system recommends items thexewelevant in the past for
other users with similar desires.

Demographic: recommendations are based on the demograpfile of the user, that
is, location, genre, age, etc. in the way that the same re@ndations are made for
users sharing a similar profile.

Knowledge-based: these systems recommend items base@chicsgomain knowl-
edge about how user preferences and needs can be satistiethitecommended
objects.

Community-based: widely used in social networks, these &@8mmends to people
those items that were explicitly recommended by their figen

Hybrid: a combination of any of the previous approaches.
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RS predictions typically rely on statistical classifier®]kuch as bayesian networks,
support vector machines, or artificial neural networks.ining data is collected from real-
life logs and databases. This data is preprocessed to geparametric representations that
can be used to train these classifiers. Finally, the RS e @dl possible recommendations,
returning the best ranked items.

2.6 Evaluation Metrics

2.6.1 Segmentation Error Rate

The Segmentation Error Rate (SER) is an error metric defisetiefraction of class time
that is not correctly attributed to that specific class:

2n T'(n) [max(R(n), H(n)) — C(n)]
2. T(n)R(n)

whereT'(n) is the duration of segment, R(n) is the number of reference classes that are
presentin segment H (n) is the number of system classes that are present in segmemd
C'(n) is the number of reference classes in segmartdrrectly assigned by the segmentation
system.

SER= (2.9)

2.6.2 Word Error Rate

The Word Error Rate (WER) is an error metric that computesitiraber of edits (insertions,
deletions and replacements) that are needed to correctmth@sis transcription (the output
of the ASR system) into the reference:

I+D+R
N

being! the number of insertiong) the number of deletiond? the number of replacements,
andN the number of words in the reference. WER can be thought opas@entage approx-
imation of the number of words that need to be corrected irmta achieve the reference
transcription.

WER = 100

2.6.3 Bilingual Evaluation Understudy

The Bilingual Evaluation Understudy (BLEU) [17] is a mettltat computes different-
gram order precisions between the hypothesis and one or posble reference transla-
tions. BLEU scores can be intuitively understood as the ekegf overlap between the au-
tomatic translation generated by the MT system and thearéertranslation provided by a
professional linguist. BLEU is computed as follows:

N
BLEU = BP - (Z wy, logpn>
n=1
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being BP the Brevity Penalty factor used to penalise shartslations,N the maximum
n-gram order (typically 4)p,, the n-gram precision of order computed between both hy-
pothesis and reference translations, andhe weight assigned to the correspondingram
precision (typicallyl /n).

The BLEU is a quality metric ranging from 0 to 100, meaning tha higher value, the
better translation quality.

2.6.4 Translation Error Rate

The Translation Error Rate (TER) [21], similarly to the WdEdror Rate (WER), is an error
metric that computes the number of edits that are neededtteat@n hypothesis translation
(the output of the MT system) into the reference. The TER indifred WER in which shifts
of word sequences are counted one instead of twice in theod&W&R, because it requires
two different operations: a deletion and an insertion. TAER is computed as follows:

I+D+R+S

N :
being! the number of insertiond) the number of deletiong? the number of replacements,
S the number of word shifts, and/ the number of words in the reference. TER can be
thought of as a percentage approximation of the number ofisvibrat need to be corrected
in order to achieve the reference translation.

TER= 100

2.6.5 Real Time Factor

Since we are tackling the problem of transcribing and tegtimgj large media repositories
from the viewpoint of cost-effectiveness and efficiency,ave interested in measuring how
much time is needed a) to generate a transcription or ttamsHfxom scratch, either manu-
ally or automatically, and b) to manually review automatibtitles until reaching a perfect
transcription or translation.

To this end, we use the Real Time Factor (RTF) metric. RTFnspmaed as the time spent
generating/editing a transcription/translation file dad by the duration of the corresponding
video or audiofile. So if, for example, a video lasts 20 miswted the review of its automatic
transcription takes, by way of example only, 60 minutesnttme RTF for this video would
be 3.

Also, to compute a measure of review efficiency, for autoentinscriptions we will
compute the WER reduction per RTF unit, that is, by how manyRAEints the transcription
error is reduced for each RTF unit spent reviewing the autrtranscription. Similarly, for
MT, we can compute the TER reduction per RTF unit or the BLEt}@ase per RTF unit.
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Chapter 3. Explicit Length Modelling for Statistical Maoki Translation

3.1 Introduction

As stated in Chapter 1, the main objective of this thesis éwide a cost-effective solution
to generate multilingual subtitles for media repositariesthis sense, MT is the technology
that enables multilingualism. Under this scenario, MT ey take as input automatic video
lecture transcripts, translating them into other langsag®wever, these transcripts are likely
to contain errors due to the inherent complexity of the ASiR.td hese errors are propagated
to MT systems, which also add another possible source ofstinat can compromise the
guality of translations. Therefore, we should ensure thatMT technology yields good
quality translations regardless of the input transcripts.

Given this premise, at a first stage, our work was focused atingnpossible ways to
improve state-of-the-art Statistical MT. We realised #tate-of-the-art SMT systems do not
explicitly take into account the variability in length of wbsequences between languages.
For this reason, in this Chapter we address the problem dicéxpngth modelling in SMT.

Explicit length modelling is a well-known problem in patterecognition which is often
disregarded. However, it has provided positive resultpliaations such as author recogni-
tion [23], handwritten text and speech recognition [27H &xt classification [10], whenever
it is taken into consideration.

Length modelling may be considered under two points of vi€ém the one hand, the
so-called implicit modelling in which the information altaihe length of the sequence is
indirectly captured by the model structure. This is oftea tase of handwritten text and
speech recognition [11], language modelling [5] and maehianslation [18], which often
include additional states to convey length information.

On the other hand, we may perform an explicit modelling bymporating a probability
distribution in the model to represent length variabilityaur data sample [22]. Explicit
modelling can be found in language modelling [12, 19], arlch@ual sentence alignment
and segmentation [3, 9], among others.

Explicit length modelling in SMT has received little attemt since Brown’s seminal pa-
per [4] until recently. Nowadays state-of-the-art SMT sys$ are grounded on the paradigm
of phrase-based translation [18], in which sentences anslaited as segments of consecutive
words. Thereby, most recent work related to explicit lengttdelling has been performed
at the phrase level with a notable exception [25]. Explititgse length modelling was ini-
tially presented in [24] where the difference ratio betwsenrce and target phrase length
is employed to phrase extraction and scoring with promisesylts. Zhao and Vogel [26]
discussed the estimation of a phrase length model from a ¥Veotitity model [4], using
this model as an additional score in their SMT system. In §8jyord-to-phrase model is
proposed which includes a word-to-phrase length modeéllyirj1] describes the derivation
and estimation of a phrase-to-phrase model including a hiodine source and target phrase
lengths.

However, none of the previous works report results on howi@kphrase length mod-
elling contributes to the performance of a state-of-tHephrase-based SMT system. Fur-
thermore, phrase-length models proposed so far depencorutiderlying model or phrase
extraction algorithm, which differ from those employediate-of-the-art SMT systems. The
current work is inspired on the explicit phrase length maqueposed in [1], but applied to
a state-of-the-art phrase-based SMT system [17] and a&skessdiverse language pairs in
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3.2. Implicit Length Modelling

order to systematically evaluate the contribution of exipphrase length modelling in SMT.

The organisation of this chapter is as follows. The nextigaaescribes how state-of-
the-art SMT systems implicitly model length informatiorec8on 3.3 explains the proposed
conditional phrase length models. Experimental resuégeported in Section 3.4. Finally,
conclusions and future work are discussed in Section 3.5.

3.2 Implicit Length Modelling

As stated in Section 2.3, state-of-the-art SMT systemsnapéeimented by log-linear models
that combine several feature functions based on phrasztinasdels.

Phrase tables do not model conditional phrase length ediselbetween corresponding
phrase translations, that is, the probability of transtaf source phrase made up efords
by a target phrase of, words, even though conditional phrase length models saaiyle
emerge in the generative process of a bilingual phrasedisggmentation [1].

Nevertheless, phrase-based models do implicitly modétser length information through
some of these features, such as word and phrase penaltgptitadls the number of words
and phrases in the resulting translation. As discussed ne ahetail below, the word penalty
compensates for the bias towards short sentences [4] oemiiethe generation of spurious
words [17], while the phrase penalty avoids the bias towkmalg phrases.

In generaln-gram language models incorporate the special end-oéseatsymbol that
implicitly models sentence length information, even thioiigs not able to incorporate long-
term constraints. This limitation produces that ill-fortngentences receive an exponentially
growing probability mass depending on their length [4]. ERgnthe probability of well-
formed sentences exponentially decays with their lengthortler to alleviate this bias to-
wards short sentences, the word penalty feature introda@@stant bonus for each new
word added to the translation. However, in phrase-based Sydiems, the word penalty
avoids the generation of spurious words [17]. In any casewbrd penalty feature aims
at implicitly modelling sentence length information, ndirpse length information, as the
models proposed in this work do.

On the other hand, phrase tables suffer from a bias towangsdbrases due to a similar
modelling deficiency. Indeed, the phrase penalty adds at@einsonus for each additional
phrase incorporated into the translation. In fact, as shov8ection 3.3, the phrase penalty
is complementary to the proposed conditional phrase lemgitiels.

In this chapter, we address the problem of explicit condd@idength modelling at the
phrase level. In addition to the conventional features maetl above, additional features
derived from conditional phrase length models [1] are itrced. These additional features
are presented in the next section.

3.3 Explicit length modelling

Inthe phrase-based approach to SMT, the translation modsiaers that the source sentence
x is generated by segments of consecutive words defined ev&rtet sentenae As in [1],
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in order to define these segments we introduce two hiddenesgigion variables

beingT the number of phrases into which both sentences are to bees¢gt) and being
1T andm? the source and target segmentation variables, respgctiVels, we can factor
Eg. (3.1) as follows

p(x, T ,mi |y) =pmi | y)p(] | m],y)p(x | ], m],y), (3.2)

wherep(m? | y) andp(i¥ | mT,y) are phrase length models, whilgt: | i1, mT,y) consti-
tutes the phrase-based translation model. We can indepyéictorise terms in Eq. (3.2)
from left to right,

p(mi |y) =TI, p(me [ mi™" ), (3.3)
p(] |mi,y) =TI, pl | 57" mT,y), (3.4)

wheret ranges over the possible segmentation positions of thettaemtencd; andm, are
the length of the-th source and target phrase, respectively,&mdis thet-th source phrase.

In state-of-the-art systems, the model in Eqg. (3.3) is axiprated by the phrase penalty,
which is intended to control the number of phrases involvetthé construction of a transla-
tion, as previously discussed. Eq. (3.5) is simplified byditimning only on thet-th target
phrase to obtain the conventional phrase table, which i@ as@nother feature,

pla(t) | =(1),... 2t = 1)1, my,y) = p(a(t) | y(t)) (3.6)

with parameter se) = {p(u | v)}, for each sourcey, and targety, phrase. Finally, Eq. (3.4)
is used to derive conditional phrase length models thatrneawew feature functions of our
log-linear model, and the corresponding phrase-based Sist€rms.

Next sections present two conditional phrase length modalsely,standardandspe-
cific, as a result of different assumptions on Eq. (3.4). In adidjtiwo alternative parametri-
sations will be considered for each of these models, refeiweasparametricand non-
parametric

3.3.1 Standard length models

The standard length model is derived from Eq. (3.4) by takirmgassumption that the source
lengthi; only depends on the corresponding target phrase lengtis follows

p(le | Y mi,y) ~ p(ly | my) . (3.7)

The parametric model further assumes that the rightmostgtibty in Eq. (3.7) follows a
Poisson distribution

Doy, (e [ 102) 0 735, eXD(=Yim, ) (3.8)
where the mass probability function is renormalised to surhalmaximum phrase length is
specified. Therefore, the parameter set is {~,,,} for each target phrase length
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On the contrary, in the non-parametric model, ea@h | m;) term in Eq. (3.7) plays the
role of a parameter, and, consequently, the parametergieeisbyy = {p(l | m)} for each
source/, and targetyn, lengths. This model is more sparse than the parametric naodet
is smoothed to alleviate this problem as follows

]5([|m)::(1—5)-p(l|m)+6-%, (3.9)

whereM stands for the maximum phrase length.
For a given maximum phrase length, say7, the parametric standard model requikés
parameters, i.e{~1, 72, ...,V }, While the non-parametric model neetl& parameters, i.

e. {p(1]1),p2[1),...,p(M [1),p(1]2),...,p(M | M)}

3.3.2 Specific length models

In the specific model, we take a mapecificassumption for Eq. (3.4) than that of Eq. (3.7)
by considering the dependency on the actual phy&seinstead of its length,

p(l | 57 mi y) =~ p(le | y(2)), (3.10)

beingp(l; | y(t)), a source phrase-length model conditioned ontitretarget phrase. This
latter probabilityp(l; | y(¢)) in Eq. (3.10) can be regarded as a parameter itself, yieltieg
non-parametric model. In this case, the parameter set isetefiyy = {p(l | v)}, for any
target phrase. In practicep is any target phrase observed in the training set.

Similarly to the standard length model, the parametric rhadleassume that the proba-
bility in Eq. (3.10) follows a Poisson distribution

p'Yy(t) (lt ‘ y(t>) X ’y?l;(t) eXp(_/Yy(t)) ’ (311)

where the probability mass function is renormalised so ithsttms up tol if a maximum
phrase length is specified. Hence, the parameter seHs{~, } for each target phrase It
is worth noting the difference between Eq. (3.8) and Eq.1(B.Ih the former, a Poisson dis-
tribution is considered for eadhrget phrase lengthwhile in the latter a Poisson distribution
is assumed for eadlarget phrase

Specific length models, both parametric and non-paramateconsiderably more sparse
than those of the standard model. In order to alleviate dtiagiproblems, the specific pa-
rameters are smoothed with the standard parameters asgollo

pl|v) = (1 —e)-pllv)+e-p(l]v]), (3.12)

denoting by| - | the length of the corresponding phrase. The interpolatemampeter is
adjusted on a validation set in order to maximise BLEU.

Given a maximum phrase lengf¥f, and the set of all unique target phrases that have
been extracted from the training data= {vy,...,v,}, the parametric specific model re-
quires one Poisson parameter for each phrase{#g., vu,,---,7, }- On the other hand,
the non-parametric specific model requites parameters for each target phrage(1 |

01)seee (M [01),p(L] 02), ooy (M | 02), ., p(L | 00), ., p(M | 02)}.
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As usual in statistical modelling, there is a trade-off bextw the complexity of the model,
basically the number of parameters to be learnt, and the auofldata samples available.
The more parameters to be learnt, the more data samples edech& properly train the
corresponding model. If we compare the specific model wighstandard model, the former
possesses a significantly greater number of parametersesitiect to the latter, and hence,
smoothing becomes critical. For instance, most of the tgsfyjeses occur only once, and
then, the ratio of samples to parameter for the non-parasgtecific model is less than
which requires a strong smoothing. However, the standabhpmssesses fewer parameters,
and hence, it does not suffer from severe overfitting problera., the ratio will always be
much larger than.

Another problem that arises in the context of data sparsithé excessive generalisa-
tion of parametric models. Our Poisson model makes a strasgeimption regarding the
probability length distribution than that of the non-pastnt model. However, it could be
the case that a target phrase occurs only once with its gamneléng source phrase transla-
tion. If we assume that source and target phrase share theelsagth, sayn = [, then the
maximum likelihood estimation of a non-parametric modekgi(1 — <) probability mass
to the single observed hypothesis. In contrast, the parammsbdel, which follows a Pois-
son distribution, would smoothly decrease this probapditcording to(1 — ) I exp(—I)
for source lengthsn different fromi. Depending on the language pairs involved, either the
parametric or the non-parametric model would be a betteotingsis. These trade-offs are
experimentally analysed in Section 3.4.

3.3.3 Estimation of phrase-length models

The parameters of the models introduced in the previougseobuld be estimated by max-
imum likelihood criterion using the EM algorithm [7]. As shio in [1], the phrase-based
translation model is estimated as

N (u,v)

p(ulv) = m, (3.13)

beingN (u, v), the expected counts for the bilingual phrésev). The estimation op(l | m)
is computed as
N(l,m)

where
N(l,m) = 6(L [ul) §(m, |v]) N (u,v) (3.15)

beingd, the Kronecker delta. Conversely, for the Poisson modelegtimation of the param-
eter~,, is similar to that of Eq. (3.14), and is given by

’Ym—m- (3.16)

The parameters for the specific modeld,| v), are estimated analogously.
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Although expected countd (u, v) were exactly computed in [1], this was done at the
expense of limitating the expressiveness of the model tp cohsider monotonic bilingual
segmentations, otherwise the computational cost of thea®d counts would require expo-
nential time [13].

However, the parameter estimation of conventional logdimphrase-based system ap-
proximate expected count§ (u,v) with approximated count®V*(u,v), derived from a
heuristic phrase-extraction algorithm [16]. Similarlyrdirst approach is also to approxi-
mateN (I, m) in Eq. (3.14) as follows

N*(l,m) :Z(S(l,|u|)5(m, |v|]) N*(u,v). (3.17)

This approach is referred to pbrase-extracestimation, or simplextractestimation. The
estimation of the proposed models with the phrase-extistohation can be implemented
adding a constant time to the the phrase-extract algorithradch phrase extracted. But for
simplicity reasons, it has been implemented as an additpass over the extracted phrases.

A second approach to the estimation of phrase-length paeasiis based on the idea
of a Viterbi approximation to Eq. (3.1). This approach cdess only the source and target
segmentation that maximises Eq. (3.1)

1T mT = argmax { Pr(z, 1T ,m{ | y)}. (3.18)
ifmi
So, the hidden segmentation variables are uncovered ancbthes in Eq. (3.13) are not
expected fractional counts, but integer counts approxchhy the Viterbi segmentation.

The search denoted by Eq. (3.18) is performed using a caovahiog-linear phrase-
based system which is based om& search algorithm. It must be noted that the source
and target sentences are available during the trainingepkaghis search becomes a guided
search in which the target sentence is known.

In terms of computational complexity, the Viterbi-basetireation introduces a large
additional computational cost to the standard trainingsphé&irst, the Viterbi segmentation
of each training sample needs to be computed, which is anai&groblem approximated
by a A* search algorithm. Then, counts are collected from Viteggingentations in order to
estimate phrase length parameters.

Regarding the estimation method, it is not clear whethesr¥Witor phrase-extract counts
better approximate actual expected counts, or even morertang, which counts yield a bet-
ter estimation. On the one hand, Viterbi counts are moressghan extract counts since they
are obtained only from a single segmentation, that is, th& pr@bable segmentation. On the
other hand, phrase-extract counts are extracted fromaéVauristic segmentations”. For
example, lety = (y1, y2) a target sentence, and= (x4, z3) its source counterpart. Despite
its simplicity, this example allows us to illustrate the sgmness of the different estimation
methods. The heuristic extraction is based on word aligrisneetween source and target
words. For this example, we further assume thats aligned withy,, andz, with y5. Pro-
vided this example, the Viterbi approximation would prolyatonsider the full sentence as
a phrase(x;z2,y1y2), counting it once. In contrast, the phrase-extractioniséar would
produce3 phrasesiziza, y1y2), (21, y1), and(z2, y2), and each of them would be counted
once.
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Table 3.1: Basic statistics for Europarl-v3.

Training sets Monolingual Bilingual

Language pairs En Es De En Es En De

Bilingual sentences 1.4M 965K 995K

Vocabulary size 115.7K  167.6K  327.2K| 81.8K 113.0K| 74.6K 226.9K

Running words 38.3M 40.3M 36.7M | 20.3M 20.9M | 21.5M  20.4M

Development Test
dev2006 devtest2006 test2007

Language En Es De En Es De En Es De
Sentences 2K 2K 2K

Vocab. size | 6.1K 7.7K 8.8K | 6.1K 7.8K 8.7K | 6.0K 7.8K 8.8K
Run. words | 58.8K 60.5K 55.1K| 58.1K 60.2K 54.2K| 59.2K 61.3K  55.6K
Perplexity 74 75 119 73 76 118 71 76 121

3.4 Experimental results

In this section, a systematic evaluation is performed toidate the benefits of explicit phrase
length modelling in phrase-based SMT. To this purposeegtlanreguage pairs were involved in
the experiments: English-Spanish (En-Es), Spanish-Eim@ks-En), English-German (En-
De), German-English (De-En) and Chinese-English (Zh-ExYperiments on Spanish and
German were carried out using the Europarl-v3 parallel@@ fiL5], which is a reference task
in the SMT field, while the Chinese-English experiments waegormed using the BTEC
parallel corpora provided in the evaluation campaign ferilWSLTO09 [21]. Basic statistics
for both corpora, Europarl and BTEC, are shown in Tables 8dl3a2, respectively.

The experimental setup for the Europarl-v3 corpora pravitieee separate sets for the
purpose of evaluation campaigns: training, developmenrt,tast. The training set consists
of two datasets. The first of them is a monolingual datasat,ighdevoted to train language
models, while the second dataset is a parallel corpus to translation models. Also, two
development sets, known dev2006anddevtest2006are provided. On the one hand, the
datasetlev2006s used to perform Minimum Error Rate Training (MERT) of theights in-
volved in the log-linear SMT model [20]. On the other hane, development setevtest2006
Is dedicated to adjust the interpolation smoothing parametinally, final performance re-
sults are reported on thiest2007set.

Similarly, the BTEC corpora was also divided in three setfie Training set consists
in an unique parallel dataset which is used to train bothdagg and translation models.
The development setevsetBras divided into two datasets. The first dataset, referresto
dev-mertis devoted to perform Minimum Error Rate Training, and theand datasetiev-
smoothis used to optimise the interpolation smoothing parametdfinally, devsetis the
test set on which final results are reported.

The performance of phrase length models was assessed oreéhge dvailable Moses
toolkit [17]. Basically, we compare the performance of thedds baseline system (including
word and phrase penalties) to that of an augmented versitve dloses system incorporating
the phrase length models as additional features. Moregalgcthe phrase-length augmented
system includes two additional features, a source-canditi and a target-conditioned phrase

26 JASC-DSIC-UPV



3.4. Experimental results

Table 3.2: Basic statistics for BTEC (IWSLTQ9).

Training Development (devset6) | Test (devset7)
dev-mert dev-smooth

Language pairs Zh En Zh En | zh En Zh En
Bilingual sentences 20K 389 100 511
Number of referencesg 1 1 1 6 1 6 1 10
Vocabulary size 8.4K 7.1K 726 724 | 307 321 | 888 872
Running words 171.5K 1889K| 25K 3K | 682 871 | 3.3K 4.2K
Perplexity - - 47 26 60 31 51 33

length models.

A selection of the most relevant and representative exgrisare shown in this section.
In order to gauge the translation quality of the differergteyns, the well-known BLEU and
TER metrics were used. In all cases, we reported the perfuzenaf the system on case-
insensitive translations.

First, BLEU scores as a function of maximum phrase lengtipkriged for each language
direction to provide an initial performance analysis of gde length models (standard vs.
specific), parametrisations (Poisson vs. contingencejabid estimation methods (extract
vs. Viterbi). In these plots confidence intervals are noted#fld for the sake of clarity.
Afterwards, we report BLEU and TER for maximum phrase lengtaxPL=7) including
confidence intervals and pairwise statistical significapets.

To be more precise, two bootstrapping methods, referred &tandard [14] and pair-
wise [2], were applied to all experiments in order to verif tstatistically significance of
our results. The standard bootstrapping method compusesab confidence intervals for
BLEU or TER for each system [14], while the second performiswise system compari-
son [2]. Although the standard bootstrapping method yiglastful confidence intervals, it
ignores the current bootstrapping sample complexity aedetby, typically produces large
confidence intervals. In other words, it does not considat ttere are sentences which are
more difficult to translate than others, such as long seetena contrast, the pairwise boot-
strapping method provides smaller variances, since istake account the sample variance
by computing the difference with respect to a baseline syskor this reason, we also report
the so-callegrobability of improvemen(Pl) [2] that aims at minimising the variety of boot-
strapping sample complexity by simply counting the numb¢inoes a system is better than
other without taking into account the absolute improvemenhtfigures for BLEU and TER
evaluations are reported when comparing the performancergiroposed models to that of
the conventional Moses baseline system.

Figures 3.1, 3.2 and 3.3 show the evolution of the BLEU scgrax{s) as a function of
the maximum phrase length (x-axis) for experiments invavspanish, German and Chi-
nese, respectively. In the case of Spanish and German mer@s, the left-most column of
plots presents BLEU trends with English as the source lagguahile the right-most column
does the same with English as the target language. Readjngeli3.1 and 3.2 by rows from
top to bottom, first the standard (std) or specific (spc) madstt, depending which the best
performing system is, leaving the other two experimentehpeeter (estimation method and
parametrisation) free. The second row sets the estimataihad (Viterbi or extract) and the
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rest of experimental parameters are left free. Finally,ttiel row leaves the parametrisa-
tion constant, Poisson (param) or contingency table (rema), and explores the other two
experimental parameters.

In Figure 3.1, the experiments regarding Spanish are piegein both directions, the
best performing system involved the standard model wite$twi parametrisation and Viterbi
parameter estimation. As shown later, the PI for BLEU protwed the improvement over
the baseline is statistically significant, and not only foe best performing system. How-
ever, given the standard model, there seem not to be a cleettigr estimation method or
parametrisation.

Figure 3.2 shows BLEU trends involving German. Generallgading, the best results
are obtained again with the standard model, but the spectfdehusing the extract estima-
tion model obtains similar performance in the English-Gamrpair. In all cases, the extract
estimation method seems to perform the best on average.eThsglts can be explained
in the light of the trade-off between the number of paranseterd data samples available,
mentioned in Section 3.3.2. As shown in Table 3.1, the Geraraguage possesses a higher
perplexity compared to Spanish, so this fact reduces thenpater to sample ratio. To com-
pensate this effect more samples are required to train the saodel (standard or specific).
For this reason, the extract estimation method is prefavedthe Viterbi method.

Interestingly enough, the non-parametric parametrisati@sed on a contingency table
outperforms the Poisson parametrisation in all cases. pisomenon is related to the
stronger assumption on the probability length distributsd the Poisson compared to that of
the non-parametric approach explained in Section 3.3.2.

Figure 3.3 presents BLEU score trends in the Chinese-EnBITEC task. The leftmost
plot sets the specific model (best performing model for maxmphrase length equal @ to
analyse the influence of the estimation method and the paraaten, while the rightmost
plot sets the non-parametric approach and compares therpenice of the standard and
specific models, and estimation methods. As shown, the aoaipetric approach supersedes
the Poisson parametrisation given the specific model. Thespmenon is the same than that
observed in the experimental results with German. Howderspecific model outperforms
the standard model in all cases, although an estimationadeshnot clearly preferred over
the other.

Tables 3.3, 3.4 and 3.5 show comparative performance seacittieved by the baseline
system and the different proposed phrase length modelsdgimum phrase length equal to
7. Furthermore, confidence intervals at 95% computed aaegtdithe bootstrapping method
proposed in [14] are reported just below the correspondiegsure, while Pl in percentage
for BLEU and TER were calculated according to [2].

For all the experiments, we analyse the behaviour of the BPpaserved that it does not
varies significantly. For instance, for the German to Egiask it is0.995 4+ 0.006 for all
models including the baseline. The only exception in whieh BP could have some effect
in BLEU scores is the English-Spanish pair. In this pairs bbserved the greatest variability
in BP 0.987 + 0.009, but the BP of the baseline is similar to that of some of ouppezd
models. For this reason, we do not report a systematic evatuia terms of BP values. Note
that this result is in accordance with the discussion iniSe@&.3, in which we concluded that
the sentence length prediction is not expected to improeedagct consequence of applying
phrase length models.
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Figure 3.1: BLEU scores as a function of the maximum phrase length in iEmgl
Spanish and Spanish-English.
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Figure 3.2: BLEU scores as a function of the maximum phrase length in iEmgl
German and German-English.
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Figure 3.3: BLEU scores as a function of the maximum phrase length fon€4e-
English BTEC task setting the specific model (left) and the-parametric approach
(right), while the other two experimental parameters aftefilee.

Table 3.3: Evaluation results in terms of BLEU, Probability of Imprawent (PI) for
BLEU, TER and PI for TER on English-Spanish (En-Es) and Sgfafinglish (Es-En)

pairs.
En-Es Es-En

System BLEU | BLEU | TER TER | BLEU | BLEU | TER TER

+0.9 Pl + 1.0 PI + 1.0 Pl +1.1 Pl
baseline 32.0 - 54.2 - 32.9 - 52.6 -
std extr non-par | 32.3 99.4 54.2 62.1 33.1 97.9 52.3 | 100.0
std extr param 32.2 90.8 54.3 34.3 33.0 78.1 52.6 55.0
std vite non-par | 32.2 87.5 53.9 | 100.0 | 33.2 97.7 52.4 99.0
std vite param 32.4 100.0 | 54.2 57.9 33.2 98.7 52.3 99.6
spc extr non-par| 32.2 93.9 54.1 76.8 33.2 98.6 52.5 94.6
SpcC extr param 32.2 91.7 54.3 26.7 33.2 98.4 52.4 96.1
spc vite non-par| 32.1 84.9 54.3 15.1 33.2 97.3 524 98.9
spc vite param 32.2 92.1 54.1 87.8 33.0 76.4 52.4 98.9

Table 3.3 presents the results for the English-SpanistEgrand Spanish-English (Es-
En) pairs. As observed, confidence intervals overlap inades for TER and BLEU mea-
sures. However, PI for BLEU figures reflect that most of theesys proposed supersedes
the baseline system in more than 90% of the bootstrappingdsuThis is not so clear in
PI for TER on the English-Spanish pair, but again on the $taknglish we observe the
superiority of the phrase length models proposed.

Table 3.4 provides experimental results on English-GeramehGerman-English pairs in
a similar fashion to Table 3.3. Again, we observed that th#idence intervals for BLEU
and TER between the baseline system and the proposed systentap. Indeed, Pl for
BLEU on English-German do not reflect a notable superiofifgtoase length systems over
the baseline, but PI for TER clearly does for at least fourwfmodels. Nevertheless, the
analysis of Pl on the German-English for BLEU and TER prosisttistically significance
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Table 3.4: Evaluation results in terms of BLEU, Probability of Imprawent (P1) for
BLEU, TER and Pl for TER on English-German (En-De) and Geraaglish (De-En).

En-De De-En

System BLEU | BLEU | TER TER | BLEU | BLEU | TER TER

+ 0.8 Pl + 0.9 Pl +1.0 PI + 1.0 Pl
baseline 21.0 - 65.8 - 279 - 58.6 -
std extr non-par| 21.0 72.4 65.8 40.0 28.2 99.7 58.4 93.1
std extr param 20.7 4.7 65.8 46.7 28.1 92.9 58.2 | 100.0
std vite non-par | 21.0 67.5 65.5 98.5 28.1 99.1 58.4 96.2
std vite param 20.9 47.7 65.5 98.0 27.9 53.5 58.7 19.2
spc extr non-par| 21.1 73.2 65.6 95.5 28.2 99.5 58.3 99.4
spc extr param 21.0 52.2 65.5 99.5 28.0 89.4 58.3 98.8
spc vite non-par| 21.0 55.9 65.3 | 100.0 [ 28.0 74.7 58.5 74.8
spc vite param 20.9 21.8 65.8 61.2 27.9 71.7 58.5 77.8

Table 3.5: Evaluation results in terms of BLEU, Probability of Improwent (P1) for
BLEU, TER and PI for TER on Chinese-English (Zh-En).

Zh-En

System BLEU BLEU Pl TER TERPI
baseline 35.8+£ 2.8 - 46.2+ 2.3 -
std extract non-param| 35.6+ 2.9 42.3 440+ 2.2 100.0
std extract param 35.74+ 2.8 43.8 469+ 2.4 11.3
std viterbi non-param | 36.0+ 2.9 64.7 454+ 2.3 92.7
std viterbi param 35.1+ 2.8 9.0 4794+ 2.3 0.0
spc extract non-param 36.2+ 3.0 73.2 440+ 2.2 100.0
sSpc extract param 35.4+ 2.8 31.8 446+ 2.2 99.5
spc viterbi non-param| 36.1+ 2.9 66.7 43.6+ 2.1 100.0
spc viterbi param 34.74+ 3.0 11.8 43.4+ 2.0 100.0

evidence of the superiority of some of our proposed models.

Experimental results on the BTEC Chinese-English task e@al/ed on Table 3.5. As
happened in the other language pairs, confidence intervaltap, though some of the pro-
posed models obtain a higher (not statistically significaverage performance than the
baseline system. Nonetheless, four of the proposed modgberdorm in terms of TER
the baseline system in all bootstrapping rounds. Howelersame cannot be claimed when
analysing the PI for BLEU.

As mentioned above, there are language pairs for which tls®&odistribution (paramet-
ric) is a better parametrisation than a contingency tald@-{parametric). For instance, the
Poisson distribution obtains surprisingly good resultthie English-Spanish pair compared
with its non-parametric counterpart. However, in the Garraglish pair, we observed that
the non-parametric models performs better. A possibleasgtion is a mismatch between
the underlying probability distribution and the Poissostdibution. In order to verify this
hypothesis, Figure 3.4 plots the standard model probisiliearnt with the parametric and
non-parametric parametrisation for a fixed target lengthaf the aforementioned language
pairs. In the English-Spanish pair, the non-parametricetsxsieem to approximate the learnt
Poisson distribution. However, this is not the case in then&-English pair, in which the
non-parametric model learns a completely different prdiahlistribution. Note that we are
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Figure 3.4: Probabilities learnt with standard model for both paraisation and esti-
mation algorithms. Vertical axis plots the learnt probipfior a target phrase length of
7 as a function of the source phrase length in the horizonial ax

already comparing smoothed models in order to avoid oveaditin the training data. Fur-
thermore, we have also analysed this behaviour in the casgeaific models, in which the
disagreement is more accentuated.

In Table 3.6, positive and negative translation exampleewselected to illustrate the
behaviour of phrase length models on the Spanish-Englgh tBach example shows the
source sentence, the reference translation and the ttiansaovided by the baseline sys-
tem followed by translations generated by a system augrdavita phrase length features.
Those phrase length systems providing the same transtaaeferred to asthersand com-
mon suffixes are replaced by “...”. In the first example, a-da sffect of a better phrase
length model, the standard parametric model improves hb#thguality of the translation
and the sentence length as a byproduct. In Table 3.3, thdasthmodel approximated by
a Poisson distribution obtains the best results when tdaurseng Viterbi counts. Indeed, it
is the only system able to balance the implicit length maaglfeatures and the conditional
phrase length in this sentence. A similar result is obseirvéte second example, where both
parametric models trained with Viterbi counts produce adbetanslation. Finally, the last
example is a difficult sentence for which no system obtainsadranslation. The proposed
length models in this case decrease the performance of skensyn terms of TER. However,
the translation is similar for many of the length modelss niteresting to analyse in this case
how the Spanish word “desde” which means “from” is not tratesd by the baseline system,
but some of the length models introduce it, even at the expehsther word. In general, the
appropriate length model yields similar or better transtet than the baseline system both in
terms of TER and BLEU, as shown in Table 3.3.
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Table

3.6: Translation examples on the Spanish-English pair. Phexsgh systems

providing the same translation are referred tot#wrsand common suffixes are re-
placed by “...".

Length models improve evaluation measures

source
reference
baseline

std vite param

nosotros hemos votado en contra .
we voted againstit .

we voted against .

we voted against .

others we voted against .

source estos documentos sumamente secretos nos proporcionartrateenirada entre bastidores de ...
reference |these extremely secret documents give us a rare look bdiergtenes of ...

baseline |these documents secret extremely strange, give us a higéthemdithe scenes of .. .

std vite param

spc vite param|

thesehighly secret documentgve us astrangelook behind the scenes of the policy of ...

thesehighly secret documentgve us astrangelook behind the scenes of the policy of ...

others these documents extremely secrets provide us with a sttaagéehind the scenes of ...
Length models degrade evaluation measures
source desde el grupo socialista estimamos que el actual funciemaonde la administracion pablica comunitariaes ...
reference |the socialist group considers that the current functiowifitpe community’s public administration is ...
baseline |we in the socialist group believe that the current functigrnof the european public serviceiis ...

std vite param
sSpc extr non-pa

spc vite non-pa

others

from the group of the party of european socialists, we beltbat the current functioning of

from the socialist group , we believe that the current fuoritig of the european public service is . ..

from the socialist group we believe that the current fungtig of the european public serviceis ...

we in the socialist group believe that the current functigref the european public service is . ..

3.5 Conclusions

In contrast to the conventional implicit length modellirepfures present in state-of-the-art
SMT systems, we propose two novel explicit conditional gerigngth models: the standard

length mod

el and the specific length model. These two modeishe seamlessly derived

from a generative bilingual segmentation process as shovection 3.3. Although previ-
ous work [1] addresses explicit phrase length modellingaftidden semi-Markov model,
no systematic evaluation in a state-of-the-art system kag performed to the best of our

knowledge.

The proposed models have been parametrised in two diffef@yd, using a contingency
table or assuming a Poisson distribution. In addition, titeraative parameter estimation
methods have been also presented: a heuristic algorithedlmasthe well-known phrase-
extract algorithm, and a maximum likelihood estimation inoet based on the Viterbi seg-

mentation.

These phrase-length models have been integrated in addttte-art log-linear SMT
system as additional feature functions, providing in mases a systematic boost of transla-

tion quality

on unrelated language pairs. This improvemabeit not being large, has been

proved to be statistically significant for several langupgies: English to/from Spanish, En-
glish to/from German and Chinese to English.
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3.5. Conclusions

From the comparison of phrase-length models and paramgtieration approaches it
has been observed that, as theoretically expected, thar&asle-off between model com-
plexity and data sparseness. While for the Spanish pairsn@aesbut properly estimated
model (standard model) suffices, other languages requirerea complex and flexible model
(specific model). Regarding the estimation procedures #dasitmehaviour is observed. On
the one hand, whenever a simple model is enough to modegbdinphrase length corre-
lations, the Viterbi approach obtains a reliable and adewratimation making the most out
of the model. On the other hand, for complex models, the gheatract produce a better
estimation since more approximated counts are generategtter estimate the parameters.

In the light of the results, as future work, we plan to perfarfull Viterbi-like itera-
tive training algorithm that may improve the quality ob&dghby the proposed Viterbi-based
estimation method, for example using n-best segmentastmihstead of one simple seg-
mentation. Moreover, we would also study as a smoothingnigcie, the combination of
Viterbi extracted counts with those heuristically exteatt Finally, alternative optimisation
methods to MERT, such as MIRA [6], will also be explored.
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Chapter 4. Efficient Audio Segmentation for Speech Detactio

4.1 Introduction

Obtaining a full set of transcriptions for an entire videotige repository is a high time-
consuming task, even if it is automated by taking profit of A§Rtems. The temporal cost
of generating an automatic transcription strongly deperdthe length of the input audio
signal. In order to make this process more efficient, audeasts are split into homogeneous
acoustic regions which identify different acoustic classich as speech, silence, noise or
music segments. This task is carried out by Audio Segmemtatistems. Then, the detected
speech segments are delivered to the ASR system, whiletedl obn-speech classes are
discarded.

It is important to note that the audio segmentation proceasst tme as fast as possible,
since its application is mainly motivated by making the véhmlocess of generating automatic
transcriptions more efficient. However, a prior segmeatabtf the audio signal can also
provide a better transcription quality. For example, if wed an ASR system with an audio
signal containing both speech and non-speech segmen&sSReystem will try to generate
the closest transcription also for the non-speech regmeslucing undesired outputs. Even
more, automatic audio segmentations can lead better tiptisn outputs in comparison with
manual segmentations, as proved in [8].

This chapter describes an efficient audio segmentatioersydtat was developed to be
part of our proposed transcription and translation platfgsee Chapter 5). This system also
participated in the Albayzin Audio Segmentation Evalua912.

Previous work on audio segmentation can be classified imgetbackling this task at the
feature extraction level [1, 4, 5, 7], and those approxioregiworking at the classification
level [2, 6]. This latter approximation is adopted in our musegmentation system.

The rest of the chapter is organised as follows. Section ds2ribes the corpora used
to train, tune and evaluate the system. Next, a completersydescription is provided in
Section 4.3. Experimental results are presented in Sed4tibrThen, Section 4.5 summarises
the participation of this system in the Albayzin Audio Segntation Evaluation 2012. Finally,
conclusions and future work are drawn in Section 4.6.

4.2 Corpora

The corpora used to train, tune and test the audio segmamtsystem was the Albayzin
2012 corpus, consisting of a Catalan broadcast news datditman the 3/24 TV channel,
which comprises 87 hours of acoustic data for training psegoIn this dataset, speech)
can be found in a 92% of the segments, musia) is present a 20% of the time and noise
(no) in the background a 43%. Regarding the overlapped cla8éspf the time speech can
be found along with noise and 15% of the time speech alongmitkic.

In addition, two setsjevlanddev2 from the Aragén Radio database of the Corporacion
Aragonesa de Radio y Television (CARTV), are used for devialp and internal testing
purposes, respectively. Both sets sums up to 4 hours of acalata. All audio signals are
provided in PCM format, mono, little endian 16 bit resolutiand sampling frequency of 16
kHz.

Table 4.1 shows basic statistics for the train, devl and det® In addition, Table 4.2
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4.3. System description

Table 4.1: Basic statistics of the Albayzin Corpus

| train  devl dev2
Time (h)| 875 2.8 25

Table 4.2: Audio time distribution of all overlapping classes for tiaihing set.

Class Time (h) Time (%)
sp 31.9 38.2
Sp+no 31.4 37.6
Sp+mu 12.6 15.1
mu 4.9 5.9
1%} 4.2 4.8
sp+no+mu 1.7 2.0
no 0.9 1.1
no+mu 0.1 0.1
Total 87.5 100

shows the audio time distribution over all overlapping atimclasses as disjoint sets for the
training set.

4.3 System description

As mentioned in section 2.2, audio segmentation takes iomhsideration a reduced set of
acoustic classes, being in this case the power set of allesgigrfasses found in the Albayzin
database: Speechyl), music (nu) and noise %o), plus a silences) class used to denote

that none of the three classes is present in a given timeninstaus, the system vocabulary
is defined as

C = {sp, mu, no, sp + mu, sp + no, mu + no, sp + mu + no, si} (4.2)

In our case, it should be noted that each word/class is coegdmga single phoneme.

According to Eq. 2.2, the audio segmentation system is caegbby an acoustic model
and a language model.

On the one hand, acoustic models were trained on MFCC featgters computed from
acoustic samples. We used)&7 coefficient pre-emphasis filter and a 25 ms Hamming
window that moves every 10 ms over the acoustic signal. Frach €0ms frame, a feature
vector of 12 MFCC coefficients is obtained using a 26 chanhef bhank. Finally, the energy
coefficient and the first and second time derivatives of tipsical coefficients are added to
the feature vector.

Each segment class is represented by a single-state HMMuwtithops, and its emis-
sion probability is modelled by a GMM. Acoustic HMM-GMM moldewere trained using
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Table 4.3: SER figures for the three acoustic classes (speech, muse) moisolation
and overall SER, computed over tlevlanddev2sets.

| Speech Music Nois¢ Overall
devl| 1.2 253 71.4| 24.9
dev2| 2.2 20.2 71.2| 26.4

the TLK toolkit [3], which implements the conventional Bauvfvelch algorithm. For each
segment class, the number of mixture components per stae¢unad on the development
set.

On the other hand, &gram back-off language model with constant discount waiaéd
on the sequence of class labels at the speech frame levglthgrSRILM toolkit [9]. Con-
stant discounts for each order were optimised on the deredapset. The segmentation
process (search) was also carried out by the TLK toolkit.

4.4 Experimental results

This section is devoted to the description of the experialesgtup and results performed
before submitting our final audio segmentation system. kesd experiments, acoustic and
language models were trained on thaning set, while acoustic and language model param-
eters were tuned on thaevlset. Table 4.3 shows SER figures computed ondéneland
dev2sets. In addition to the overall SER, SER values are providedach acoustic class
(speech, noise, music) in isolation.

As observed in Table 4.3, our audio segmentation systemsaifeexcellent performance
in speech detection, so it could be successfully employgaravide speech segments to
speech recognition systems, which is our main aim.

However, the system provides low performance at detectingspeech classes, specially
the noise class. This fact can be explained by two reasorst, Wwie are using a feature rep-
resentation of the acoustic signal that is focused on tggtihg human voice characteristics,
and conversely to abate acoustic features from music arsn@econdly, few music and
noise data samples appear in isolation (5% and 1%, resphlgtio make feasible to robustly
estimate acoustic models for these classes. For this retimoglobal classifier suffers from
a bias towards the isolated speech class. For instancepsterjpr probability of arsp+no
segment, given the isolated speech model parameter sqiagstex to be larger than that of
the isolated noise model parameter set.

Regarding speed, our system is extremely fast, with an gedRIF near to zero (RTF
= 0.001, i.e. segmenting an audio signal of 2 hours takes approgigné@tseconds).

4.5 Albayzin 2012 Evaluation

The AS system described here participated in the Albayzir2 Hyaluation. In this edition, 6
different systems from five Spanish research groups ppatied in this evaluation campaign.
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Table 4.4: Segmentation error rate (SER) for the three acoustic dgspeech, music,
noise) in isolation and overall SER, computed over bliestset of the Albayzin 2012
evaluation.

| Speech Music Nois¢ Overall
test\ 1.9 36.8 46.5| 26.5

Table 4.5: Final standings for the Audio Segmentation Competitionhef Albayzin
2012 Evaluations.

Pos. System SER
1 | AHOLAB-EHU | 26.3
2 PRHLT-UPV 26.5
3 GTM-UVIGO | 28.1
4 CAIAC-UAB 33.3
5 GTTS-EHU-2 | 39.6
6 GTTS-EHU-1 | 40.0

All participants were committed to detect overlapping gieenusic and noise segments on a
blind test. This test set comprises 18 hours length from tr@acién Aragonesa de Radio
y Television (CARTV), as the devl and dev2 sets from the Aflragatabase.

Table 4.4 shows the performance of our system in terms of S|ERE three acoustic
classes, including the overall SER, over the blind test.séhesults are consistent with the
ones shown in Table 4.3.

Finally, Table 4.5 shows the competition’s final standin@sir system achieved the 2nd
position, very close to the winner [10]. However, it must leed that our system (RTF
= 0.001) was considerably faster than the winner (R¥FL.6). For example, in absolute
terms, our system processed the blind test (18 hours leng@4) seconds, while the winner
system required about 29 hours, as inferred from their t®EL0].

4.6 Conclusions

In this chapter we have described the Audio Segmentatiaesythat was integrated into
our transcription and translation platform. The systerklescthe task of audio segmentation
from the viewpoint of an ASR system with a reduced vocabusmty Experimental results
show, on the one hand, that our system provides excellefdrpgnce detecting speech
segments, and in the other hand, that it is extremely fagtjging real-time audio segmenta-
tions. Also, this system participated in the Audio SegmimnaCompetition of the Albayzin
2012 Evaluations, achieving the 2nd place, very close tovihaer system in terms of SER.

As future work, we will study a hybrid DNN-HMM approach for@io segmentation, that
is, the replacement of the emission probabilities of the Hiy DNNs instead of GMMs.
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Chapter 5. The transLectures-UPV Platform

5.1 Introduction

In this chapter, an initial system architecture is descritmesupport cost-effective transcrip-
tion and translation of large video lecture repositoriebjch is the main goal of this the-
sis. This architecture was adopted in the EU project tracisites, whose main aim was to
achieve just this through the use of advanced ASR and MT tobies. The starting hy-
pothesis in transLectures was that the gap that must bedatiolgthese technologies in order
to achieve acceptable results for the kind of audiovisubéctions being considered is rel-
atively small. In transLectures, two key lines of resear@nmenpursued: massive adaptation
and intelligent (user) interaction [39].

Massive adaptation refers to process of exploiting the theall knowledge available
about these video lecture repositories (lecture-specifmmedge, such as speaker, topic
and slides) to create a specialised, in-domain transongnd translation system. A sys-
tem adapted using this knowledge is therefore likely to poeda far better ASR and MT
output than a general-purpose system.

Intelligent interaction is the process of human-computtsraction whereby we can ex-
ploit feedback from the user or prosumer community of a giwideo lecture repository. For
instance, we can more or less count on a university lectwggbwilling to devote a few
minutes of his time to correcting any errors in the autonadioscript generated for a lecture
he has recently recorded. The intelligent part comes in vwdeaiding exactly which seg-
ments of the transcript the lecturer should be asked toaotevith. For example, the system
should not simply present the first minute of a lecture forewysince this section may well
be perfectly transcribed and need no manual corrections.Widuld be a waste of user effort.
Instead, an intelligent system should first identify whieltton(s) of the lecture contain the
most errors; that is, which section(s), based on its auternahfidence measures, are most
likely to contain errors, and then present these sectiolystonhe the user for correction.

The above ideas were tested on two case studies: VideoksddET [41] and poli-
Media [38]. VideoLectures.NET is an online video repositaith more than 19.000 talks
(12.000 hours) given by top researchers in various acadsgttings. poliMedia is a collec-
tion of over 15.000 videos (3.000 hours) recorded by cowsteiters under controlled condi-
tions at the Universitat Politecnica de Valéncia, Valer{8jain). Both repositories are active
players in the diffusion of the open-source Opencast (folgmdatterhorn) platform [14] cur-
rently being adopted by many education institutions ancuoigations within the Opencast
community. Indeed, a third key premise of transLecturestwase (and develop) a system
architecture that works with Opencast, to allow the rapidpaidn and real-life testing of
transLectures technologies.

In this chapter we will focus on the description and deplogtrad the aforementioned
system architecture over the poliMedia repository. Fronv,vee will refer to this system as
The transLectures-UPV Platfor(iiLP).

The rest of the chapter is structured as follows. First, thiévfedia media repository
and the transLectures project are described in Sectionarsl5.3 respectively. Next, the
proposed architecture is described in detail in Section Bien, in Section 5.5, empirical
results are reported on the quality of the transcriptiorkteamslations of poliMedia lectures
currently being maintained and steadily improved. Finatme key conclusions are drawn
in Section 5.6.
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Table 5.1: Basic statistics of the poliMedia repository (September530

Lectures 15436

Duration (hours) 3079

Avg. Lecture Length (minutes) 12

Speakers 1759

Avg. Lectures per Speaker 8
poli [Media)

SCREENCAST , NON VERBAL

VIDEO COMM 'NICATION
. &

Sl s [e]n BRI b

Figure 5.1: Example of a poliMedia lecture.

5.2 poliMedia

poliMedia is a service for the creation and distribution ailimedia educational content
at the UPV. It was designed primarily to allow UPV professmrsecord their courses in
videos lasting around 10 minutes and accompanied by tigeed slides. It serves more
than 36,000 students and 2800 university lecturers andrgsers. poliMedia began in 2007
and has already been exported to several universities iim 8pd South America. Table 5.1
shows basic statistics of the poliMedia repository. The waajority of poliMedia lectures

(88%, 2.800h) are recorded in Spanish, although we can foatdangs in other languages
such as English (7%, 159h) or Catalan (3%, 49h), among others

poliMedia recordings are made up of two videos stacked botaly: one of the slides
and another of the speaker, with a resolution of 1280x72@tpoiSee Figure 5.1 for an
example of a poliMedia recording.

A reduced set of choices for the recordings can be chosendaksps, but specific adjust-
ments are not allowed, in order to confer more homogeneitgdaecordings. The reduced
set of setups for the recordings, depicted in Figure 5.2reré&tlowing, from left to right and
from top to bottom: full person shot with slide, half perstwoswith slide, white blackboard,
and top camera view.
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Elequilibrio de marcado i

Figure 5.2: Setup choices for poliMedia

The slide area is a raw capture from the screen of the spsal@riputer, so, in addition
to slides, it can show websites, computer applicationsngraaher graphical resource that
can be executed in a computer. Furthermore, speakers aabledp write over the image
displayed on the slides area using a tablet PC connected tmthputer.

The production process for a poliMedia repository has beeefally designed to achieve
both a high rate of production and a high quality output, caraple to that of a TV produc-
tion but at a lower cost. A poliMedia production studio catsiof a 4x4 metre room with a
white background in which we find a video camera; a captutestaa pocket microphone;
lighting; and A/V equipment including a video mixer and ard@unoise gate. It is worth
noting that the use of lighting in such a small set allows ugetioa sharper image much more
easily than in a lecture recording hall.

The recording process is quite simple: lecturers (spepkeesinvited to come to the
studio with their presentation and slides. They deliveirtlecture, while they and their
computer screen are recorded in two different streams. Wostreams are put side-by-side
to generate a raw preview of the poliMedia content, whichlmareviewed by the speaker at
any time.

Figure 5.3 shows a picture taken in the UPV poliMedia recayditudio during a record-
ing session.

If the speaker is satisfied with the end result, a post-psoisespplied to the raw record-
ings, which includes cropping, joining (with a little ovep) and h.264 encoding, in order to
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Figure 5.3: A poliMedia recording session at the UPV.

generate a mp4 file suitable for distribution. This procegslly automatic, meaning that the
speaker can review the post-processed video file in just arfiwtes. Next, the mp4 file is
distributed online via a streaming server.

5.3 translLectures

transLectures [37, 39], acronym ®fanscription and Translation of Video Lecturegas an
EU (FP7-ICT-2011-7) STREP project in which advanced autanspeech recognition and
machine translation techniques were tested on large vietdarke repositories. The project
started in November 2011 and finished in October 2014. Thsltectures consortium in-
cluded video lecture providers (users), experts in ASR amgdavid professional transcription
and translation providers:

¢ Universitat Politécnica de Valéncia (UPV), Valencia, $p@oordinator).

e Xerox S.A.S. (XEROX), Grenoble, France.

e Jozef Stefan Institute (JSI), Ljubljana, Slovenia.

¢ Rheinisch-Westfaelische Technische Hochschule (RWTlEh&n, Germany.

e European Media Laboratory GmbH (EML), Heidelberg, Germany
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e Deluxe Digital Studios Ltd (DDS), London, UK.

Although the transLectures project involved all theseitagbns and companies, it is
important to note that the work and results reported in thesis were exclusively generated
by the UPV, being the author of this thesis the designer ameldper of TLP.

transLectures was grounded on the three following sciersiifd technological objectives:

1. Improvement of transcription and translation qualitynbgssive adaptation.

ASR had not yet revealed its full potential in the generatibacceptable transcriptions
for large-scale collections of audiovisual objects. Hoarevelatively little further re-
search into ASR technology was required: we had to learn looletter exploit the
wealth of knowledge we have at hand. More precisely, the aastw demonstrate that
acceptable transcriptions can be obtained through theiveaadaptation of general-
purpose models from lecture-specific knowledge such akepdapic and, more im-
portantly, lecture slides. It is only by having acceptabémscriptions that adaptation
of translation models can also provide acceptable results.

2. Improvement of transcription and translation qualityittelligent interaction.

Massive adaptation can deliver substantial contributtorthe improvement of over-
all quality, but sufficiently accurate results are unlikedybe obtained through fully-
automated approaches alone. Instead, in order to reacheieed levels of accu-
racy, user interaction needs to be taken into consideratioa typical user models for
the transcription and translation of audiovisual objecestatch-oriented. Under this
model, an initial transcription/translation is first contgd by the system off-line and
then sent to the user to be post-edited manually withouésygarticipation. However,
these models only yield satisfying results when highlyaiodirative users are working
on near-perfect system output. Otherwise, a more int@ltiggeraction model that
saves on user supervision and allows the system to learndsemsupervision actions
is proposed.

3. Integration into Opencast to enable real-life evaluatio

In contrast to many past research efforts in which systertopypes are evaluated in
the lab alone and are largely inapplicable to real-lifeiisg#t, transLectures aimed to
develop tools and models for use with Opencast, in order atuate their usefulness
using real-life data in a real-life context.

All transLectures ideas were tested on the VideoLectufe$.ldnd poliMedia media
repositories. For automatic transcription the English Stavenian languages were consid-
ered in VideoLectures.NET, whilst Spanish was chosen folMaalia. Meanwhile, automatic
translation was carried out from {Spanish, Slovenian} iBt@lish, and English into {French,
German, Slovenian, Spanish}.

5.4 System Architecture

This section describes the architecture of tfemsLectures-UPV PlatfornGTLP) that was
developed and integrated for the first time with the poliMesipository on June 2013. Fig-
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Figure 5.4: Overview of TLP when deployed over the poliMedia repository

ure 5.4 shows a global overview of the components and presessolved in TLP when
deployed in a media repository such as poliMedia.

First of all, we have identified two use cases to cover thedsfit ways in which the user
is able to interact with the system. Specifically, the usey mant simply to view a video
lecture and its corresponding subtitles, which would bditseuse case, or he might choose
to also edit/supervise the automatic subtitles, which wdea the second.

In the first use case, the user browses the poliMedia catalagd selects the lecture he
wants to watch. The user then is redirected to the poliMeldigep (Figure 5.1), where he
can watch the requested lecture. This player allows thetaselect subtitles for the video in
different languages, where available. The list of langgamailable is obtained by sending
a request to an external service: the TLP Web Service (sé®B8&c4.1). This Web Service
checks to see if there are subtitles available for a givemite@nd, if so, in which languages.
Once the user has selected a language, the player send®atreghe web service asking for
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the corresponding subtitles file. This file is then sent in PRErmat [44] and immediately
displayed on the player. All subtitles are generated autically by the ASR and SMT
systems (see Section 5.4.4). The generated subtitles aitim¢he corresponding metadata,
are stored in the TLP Database (see Section 5.4.3).

In the second use case, the user, while watching a lectulnehgtcorresponding subtitles
as described in the first use case, notices that the suldi8ptayed contain transcription
errors and decides to correct them. The poliMedia playesrsfthe possibility to redirect
the user to the TLP Player, a tool with subtitle editing caligds, among other features (see
Section 5.4.2). Corrections made by the user are sent batletd/eb Service, appending
them into the original DFXP file. The DFXP format is extendedhis use case in order to be
able to track the history of modifications made by users aadthomatic systems, allowing
the Player to show the best subtitles available for evergnged. In other words, a DFXP file
can be understood as a mini repository of caption modifinatio

TLP needs to be permanently synchronised with the poliMegisitory in order to
provide transcriptions and translations for any newly rded videos. For this purpose, the
TLP Web Service provides a lecture upload service, whickéslly the poliMedia recording
system. Then, once a new lecture has been uploaded to the &abes the transcription of
this lecture and its subsequent translation into diffel@mguages is carried out by the ASR
and SMT systems.

It is worth noting the distributed nature of TLP architeetr.e. that each component
could be deployed on a different machine), although in thsecstudy all components were
hosted by a single machine mounting a Intel i7 CPU with 64GRAM.

In the following sections, we give more detailed descriptiof the key components of
TLP.

5.4.1 Web Service

The TLP Web Service is the interface for exchanging inforameand data between the poli-
Media repository and TLP. It also enables the subtitle Visaton and editing capabilities of
the TLP Player. This Web Service is implemented as a pythdnSéever Gateway Interface
(WSGI), and defines a set of HTTP interfaces related to cajkdivery and media upload:

e /ingest POST request which allows the client to upload audio/viiles and other re-
lated material, such as slides and textual resources, webiald be useful for adapting
the ASR system. This POST request also allows additionaddagh to be submitted,
such as the language of the recording and speaker ID. Thisdaiet can be used to
enhance the accuracy of the ASR system by applying speaketaibn techniques.
The automatic translation is then generated from the autonnanscription, and both
are stored in DFXP format.

e /status GET request to check the status of a video lecture uploddedgh the ingest
interface.

¢ /langs GET request that provides the client with a list of the dl#giand languages
available for a given lecture.
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Figure 5.5: TLP Player showing the default side-by-side editing layotihe video
playback is shown on the left-hand side of the screen, witiiksttranscription editor
appears on the right-hand side.

e /dfxp GET request that returns the subtitles in DFXP format fgpecsic lecture and
language.

e /mod POST request that sends and commits changes made by a usesugervising
a transcription or translation.

All these interfaces operate with the Database, which sw@fénformation needed by the
Web Service.

5.4.2 Player

Although the quality of automatic transcriptions and ttatisns that TLP provide are accu-
rate enough to be considered useful (see Section 5.5.3) nhg contain errors that need
to be corrected by the user. A PHP/HTMLS5 video player andioapditor was carefully
designed to expedite the error supervision task and ohtaiitles of an acceptable quality in
exchange for a minimum amount of user effort. The TLP Playes eeveloped in accordance
with Nielsen’s usability principles [27, 28], and it wasrigively improved during the user
evaluations described in Section 5.5.2.

Three alternative editing layouts were available for usershoose from according to
their personal preferences. Figure 5.5 shows the defaldtlsy-side editing interface with
the video playback on the left and transcription editor anright.

At that time, the TLP Player offered two interaction modeatch/post-editing interac-
tion, in which the user can freely supervise any segmenteo¥itheo; and intelligent interac-
tion, in which the player asks the user to correct only thoseda considered most likely to be
incorrect by the system. Figure 5.6 shows a zoomed screeoftie intelligent interaction
mode. Probably incorrect words that need revision from #er appear highlighted in red.
Both post-editing and intelligent interaction strategies evaluated under an experimental
setup with real users in Section 5.5.2.

Additionally, a complete set of key shortcuts were impletedrio enhance expert user
capabilities.

JASC-DSIC-UPV 55



Chapter 5. The transLectures-UPV Platform

nos puede interesar o no pero podemos determinar el tiempo en que sabemos que
aunque sea de nuestro interés sabremos determinarlo consta de las historias clinicas el tiempo |

consta en los registros del tiempo que ocurren dos veces

° porque si estamos interesados y no « consta\ » @S Como

e imposible de plantear un estudio de tipo de incidencia

esto vamos a estudiar por lo tanto incidencias que seria interesados por el tiempo que se
puede determinar

o prevalencia esto viene incidencias acumuladas
en el fondo viene a ser muy similar
dado que una prevalencia no es mas que el resultado

de una incidencia acumulada en un margen de tiempo determinado

Figure 5.6: A zoomed screenshot of the transcription interface of th® Player in
intelligent interaction mode.

Figure 5.7 shows an alternative editing interface whererdrescription is located below
the video, which is intended to bring a clear look of what i;geshown on the video in case
it contains relevant information.

Captions are retrieved from the Web Service throughdifep interface, which provides
the complete video transcription or translation in DFXPnfat. As already indicated, the
availability of language-specific subtitles can be corgllby querying the Web Service
/langsinterface. Once retrieved, users are able to correct trigntien/translation errors and
save modifications back to the Web Service throughitsdinterface.

Figure 5.8 shows the third editing interface, which is dulgdor users who do not pretend
to make a full supervision of the video but to perform spegctfdifications.

5.4.3 Database

The TLP Database stores all the data required by the Webc®emamnd the ASR and SMT
systems. Specifically, it stores the following entities:

e Lectures: All the information related to a specific lectusestored in the Database,
such as language, duration, title, keywords and categargddlition, an external ID,
recognised by the poliMedia database, is stored and usdidiaresactions performed
between the poliMedia player and the Web Service for ledtentification purposes.
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- 1. Contenido

« Caracteristicas generales de Python.
= Modo interactivo en Python.

di) oo:25/05:35

¥ por dltimo, introducir el concepto de variable. |

o ‘ A partir de aqui se han definido dos item principales como contenido del médulo.

El primero es un item en el cual repasaremos las caracteristicas generales del lenguaje.

Figure 5.7: TLP Player, second layout.

e Speakers: The information about the speaker of a givenriectn be exploited by the
ASR system, adapting the underlying models to the speedhiipaties of a specific
speaker. The result is a better transcription and, conseigua better translation.

e Captions: All subtitles generated by the ASR and SMT systa@g&ept in the Database
and retrieved by the Web Service.

e Uploads: Every time a Web Servidmgestoperation is requested by the poliMedia
recording system, a new entry is stored in the Database. thecemputation of the
automatic transcription and translation of the lecturesidgrmed, a new entry is added
to the lectures, speakers and subtitles entities.

5.4.4 ASR & SMT Systems

ASR and SMT systems are key components of TLP. These systenesaje the automatic

transcriptions and translations of every lecture avadlablthe poliMedia repository. They

are designed to exploit all available information regagdime repository in order to enhance
transcription and translation quality.
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Figure 5.8: TLP Player, third layout.

Onthe one hand, regarding Automatic Speech Recognititornvation about the speaker
is used to inform acoustic model adaptation techniquedgvtéxt extracted from slides are
used to adapt language models to the specific topic of therkct

On the other hand, translations of a given lecture into difiélanguages are generated
from its automatic transcription. This means that traimstaticcuracy is highly correlated
with transcription quality; that is, the better the tramgston, the better the translation. SMT
systems are adapted to the topic of the lecture by updatengdhslation and language mod-
els with related training data extracted from out-of-damarallel corpora.

It must be noted that TLP was designed to easily allow an aaticnnegeneration of
subtitles following major upgrades to the ASR or SMT systeftgese upgrades might be the
result of better acoustic, translation or language modelst new ASR and SMT techniques.
This means that the repository’s overall transcriptiontaadslation quality can be constantly
improved.

In the initial deployment of TLP over the poliMedia reposytoonly Spanish video lec-
tures were considered, and thus, an Spanish ASR system igs lpenerate a complete set
of transcriptions for all those videos. Additionally, ang®gsh to English SMT system was
trained to generate automatic English translations froenSpanish transcriptions. Below it
follows a detailed description about the training of thesstems.

Spanish ASR System

The first Spanish ASR system was based on the conventional GINMI approach, using
the TLK toolkit [4] to train acoustic models and the SRILM tkib [36] to deploy n-gram
language models.
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In order to train the baseline Spanish acoustic modelgjitrgispeech segments were
first transformed intd 6KHz, and then parametrised into sequence3%éimensional real
feature vectors. In particular, everg millisecondsl2 Mel Frequency Cepstral Coefficients
(MFCC) [45], the log-energy, and their first and second otdee derivatives were calcu-
lated. Regarding the transcriptioR8,basic phonemes were considered plus a silence model.
Words were transformed into phonemes according to the Spgmonunciations rules. The
resulting phoneme transcriptions also include speechudisfies as hesitations, incorrect
pronunciations, etc.

The previously extracted features were used to train tipldneme HMMs with Gaus-
sian mixture models for emission probabilities. The tragnscheme was similar to the one
described in [45]. Firstly, each Spanish phoneme was mediel a three state HMM with
a conventional left to right topology. Secondly, these HMMeare used to initialise tri-
phonemes which were extracted by modelling each phoneneitsicontext. Thirdly, an
automatic tree-based clustering based on manually craited was used to tie the original
states [46]. As a product of the previous process, tied d¢riglme HMMs with only one
Gaussian component per state were obtained similarly fo F6ally, mixture components
in each state were repeatedly split using an iterative itrgiprocess. During all training
steps the Baum-Welch algorithm was used to estimate the Ipademeters that maximises
the log-likelihood for the training data [30, 45].

Two speaker adaptation techniques were applied in ordenpoave the baseline acous-
tic models: fast vocal tract length normalisation (VTLNRJ4and Constrained Maximum
Likelihood Linear Regression (CMLLR) [8, 10, 35].

On the one hand, the motivation of VTLN is that different dpa usually have vocal
tracts of different lengths. These different lengths resulinear shifts of the formant fre-
guencies (frequency regions where the acoustic energofdite is high). To alleviate this
variability, frequencies from the acoustic data are liheiansformed (warped) to maximise
the log-likelihood of the training data.

On the other hand, the CMLLR technique aims to linearly tiams the mean and vari-
ance of all Gaussian mixture components from all HMM statesrder to better fit to the
acoustic features of the speaker. et andX,; be the mean and variance of théh Gaus-
sian mixture component of an HMM state The CMLLR technique computes a ngwy;
andy; such that

fisi=Apsi+b  and X, = AN AT

for an adaptation matricd and an adaptation vectérthat maximise the log-likelihood of
the input data. However, it is more convenient to apply thésms$formation to the input
features instead to the acoustic models, as it has been démaiea to be equivalent [8].
Thus, CMLLR adaptation introduces a second recognitiop, sStewhich the output of the

first recognition step is used to estimate the adaptatiomiceatd andb, used afterwards

to transform the standard input features to CMLLR featusegun the second recognition
step [35].

Regarding language modelling, the baseline language na@deh linearly interpolated 4-
gram language model composed by severgtam models which were trained with different
in-domain and out-of-domain corpora, one per corpus.rnAdram models were smoothed
with modified Kneser-Ney absolute interpolation method|[1Bterpolation weights were
optimised to minimise the perplexity on a given in-domaiaelepment set [13].
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To improve our baseline language model-gram language model trained with the text
from the slides of the video to be recognised is added to tieedgolation scheme [23]. Un-
luckily, the poliMedia repository does not keep a separaligdal text version (i.e. PDF,
PPT) of the slides for each video lecture, and thereforeitdatmation has to be extracted
directly from the video. To this purpose, we used the freeic@pCharacter Recognition
(OCR) software Tesseract [34] accompanied with propeppoeessing and post-processing
steps as done in [23], although this automatic process ¢erdince text recognition errors
that might ruin the potential improvement that slides masoiduce.

Finally, the well-known Viterbi algorithm, implemented the TLK toolkit, is used to
automatically recognise the videos lectures.

Spanish—English SMT System

The Spanish into English translation system initially dgeld was based on the state-of-the-
art phrase-based SMT toolkit Moses [17] for training tratish models, and on the SRILM
toolkit [36] to trainn-gram language models.

Obtaining accurate automatic translations of educatieitios is one of the most chal-
lenging tasks due to the lack of in-domain parallel dataamtSMT systems. However, there
exist large amounts of out-of-domain parallel corpora Whace publicly available. Since our
objective was to use lecture-specific knowledge in ordedapathe translation models to the
lecture domain, we applied a sentence selection techniglexldnfrequent:.-gram Recov-
ery or Infrequent:.-gram Sentence Selection (ISS) [9]. This technique setbetsninimal
set of sentences from an out-of-domain parallel corporayilkeéd reliable estimations for all
the n-grams that occur in the text to be translated, whicbpuincase, is the transcription of
the video lecture.

When selecting sentences, it is important to choose sezdgehat contaim-grams that
have rarely occurred in the training corpus but that are gytonbe used in the translation.
Suchn-grams are denoted asfrequentn-grams i.e. n-grams that occur less than a given
threshold, the so-called infrequent threshold.

Sentences from the out-of-domain pool are sorted by th&eguency score in order to
select the most informative ones. The infrequency scorem#pon the infrequent score that
the sourcen-grams to be translated receive. lvetbe an-gram from the set of alh-grams
X that appear in the source text(w) the occurrences of in the source part of the training
corpus; andV (w) the counts ofw in the source sentengéfrom the out-of-domain pool to
be scored. The infrequency scafe) of the source sentendeis defined as

i(f) =) _ min(1, N(w)) max(0, ¢ — C(w)) (5.1)

In order to avoid giving a high score to noisy sentences with af occurrences of the same
infrequentn-gram, only one occurrence of eagkgram is taken into account to compute the
score. Additionally, the infrequency score tends to giveemmportance to the-grams with
the lowest counts in the training corpora. Consequently,sitore is updated every time a
sentence is added to the training set. The process is stagpErtever a maximum number of
sentences is obtained, or no infrequesnigram is left in the training corpora [9]. Finally, the
selected sentences from the out-of-domain corpora areddddbe in-domain training data
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(if available) in order to create the final training data S#is final training set is used then
to train the phrase-based and word-based translation swaatdl the Moses SMT toolkit.

Regarding language modelling, we trained a large lineantigrpolated Englisi-gram
language similarly to the Spanish ASR system. Each indalittnguage model was trained
in a different corpus. All models used order 4 and were snmabihith modified Kneser-
Ney absolute interpolation method [15]. Interpolation gvgs were optimised to minimise
the perplexity on a given in-domain development set [13].adidlition, we considered to
use a second-gram language model trained with the in-domain training adotained after
applying the ISS technique. Both language models were jzated into the log-linear
translation model as new feature functions [18].

Finally, the built-in decoder from the Moses toolkit was dise translate the input sen-
tences given by the Spanish ASR system into English.

5.5 System Evaluation

TLP was evaluated at the first stage from two different viemiso On the one hand, Sec-

tion 5.5 describes how transcription and translation gua¥ias automatically assessed to
gauge the performance of the underlying ASR and SMT systémsthe other hand, Sec-

tion 5.5.2 shows how user satisfaction and productivityenaaralysed through real user eval-
uations.

5.5.1 Automatic Evaluations

In this section we empirically assess the performance oftenish ASR and the Spanish
into English SMT systems described in Section 5.4.4. Afteexéhaustive analysis of several
massive adaption techniques that exploit lecture-relat@dmation available a priori in the
repository, best systems on both tasks were put into pramutd automatically generate
Spanish and English subtitles for all Spanish poliMedi#uess.

Spanish ASR System

To train and evaluate the Spanish ASR system, 114 hours aiS$paoliMedia video lectures
were manually transcribed as part of the transLecturegsgt.o] his manually transcribed data
was partitioned into training, development and test setsvlere allocated to train, tune and
evaluate our ASR system. Statistics on these three seth@mnsn Table 5.2.

On the one hand, the acoustic models were trained usingdiménty set of the poliMe-
dia corpus. In summary, the ASR system accounted 1745 HMphanemes with 3342
tied-states having up to 64 Gaussians per state. The tgaganfiguration was tuned on
preliminary experiments using the development set.

On the other hand, a baseline 4-gram language model wasdraininterpolating sev-
eral individual 4-gram models built from different in-domaand out-of-domain corpora.
Table 5.3 summarises the main statistics of these out-ofadlocorpora. Speech transcrip-
tions from the training set of the Spanish poliMedia corpesenused to train the in-domain
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Table 5.2: Statistics on the training, development and test sets d@famish poliMedia
speech corpus.

Training Development Test
Videos 655 26 23
Speakers 73 5 5
Hours 107h 3.8h 3.4h
Sentences 39.2K 1.3K 1.1K
Running Words | 936K 35K 31K
Vocabulary Size| 26.9K 4.7K 4.3K

Table 5.3: Basic statistics of the external corpora involved in theegation of the
Spanish language model for the Spanish ASR system.

Corpus Sentences Running Words Vocabulary
EPPS [1] 132K 0.9M 27K
News-Commentary-v8 [3] 183M 4.6M 174K
TED 316M 2.3M 133K
Europarl v7 [16] 2.1M 55M 439K
El Periddico 2.7TM 45M 916K
News (07-11) 8.6M 217TM 2.9M
United Nations [6] 9.5M 253M 1.6M
UnDoc 10M 318M 1.9M
Google-Counts-v1 [24] - 44.8G 2.2M

language model. Interpolation weights were optimised @Spanish poliMedia develop-
ment set. The vocabulary of the resulting interpolated lagg model was restricted to the
60K most frequent words.

Finally, recognition parameters such as the grammar seaterfor the word insertion
penalty [45] were tuned on the development set of poliMedia.

Table 5.4 reports WER results on the test set of the Spanibkiguaia corpus. The
baseline system achiev8d.3 WER points. After applying the VTLN and CMLLR speaker
adaptation techniques, the WER was reduce2itt8?% WER points, that is, a 18% relative
improvement compared with the baseline.

Once determined the best speaker-adapted acoustic moelessessed the impact of
the adaptation of language models to the text from the skdémcted via OCR. In order
to measure the full potential of this adaptation technigque also considered an optimistic
scenario in which a text version of the slides is availabltherOCR system provides error-
free transcriptions. To do this, text transcriptions frdme slides of all development and
test videos of the Spanish poliMedia corpus were manuatyptated. With these references
we were able to measure the quality of the OCR system, ohtaini% WER points in the
slides of the test set. Although this WER is high, the experita revealed that the ASR
performance was significantly increased by using this aatmslides.
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Table 5.4: Evolution of the WER of the Spanish ASR system computed oneieset
of the Spanish poliMedia corpus, as speaker adaptatiomitpeds are applied to the
baseline system.

| WER

Baseline 30.3
+ VTLN 28.8
+ CMLLR | 24.8

Table 5.5: WER of the Spanish ASR system computed on the test set of the-Sp
ish poliMedia corpus using topic-adapted language modsing text extracted from
slides).

\ WER
Baseline (BL) 24.8
BL + Correct slides| 21.4
BL + OCR slides 23.8

Results in terms of WER are summarised in table 5.5. The brgtdepicts the results
obtained with the baseline language model without any médion from the slides. The
second row adds &gram language model trained with the human annotatedssiateesach
video. It is observed that error free slide text heavily ioy@s performance, with a relative
WER improvement of 14%. Similarly to the second row, thedhow adds a slide-dependent
3-gram to the linear interpolation but using the slide traipsions obtained automatically via
OCR instead of the error-free transcriptions. When conmgaaiutomatic versus error-free
transcriptions, it is observed that roughly 70% of the inweroent is lost. However, even a
slide-dependent language model obtained from noisy tetpieoforms the baseline.

Spanish—English SMT System

To evaluate the Spanish into English SMT system, both devedmt and test sets from the
Spanish poliMedia corpus (see Table 5.2) were manuallglaged into English. In addition,
8 hours from training set were also manually translated todael as a small in-domain train-
ing data. Table 5.6 summarises the main statistics of trasiSp-English parallel corpus.

On the one hand, our baseline translation model was traisied the in-domain poliMe-
dia training set plus the Europarl [16] corpus, while topaapted translation models were
trained using an appropriate set of in-domain trainingesergs. This set was composed by
the in-domain poliMedia training set plus a set of relevantences extracted from an out-of-
domain pool of parallel data populated by the Europarl aedthited Nations [6] corpora.
Table 5.7 summarises the most important statistics of tbexgeora.

On the other hand, we trained a large linearly interpolateglish 4-gram language model
using the English part of the Spanish-English poliMediéntrey set as in-domain corpora
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Table 5.6: Main statistics of the parallel Spanish-English poliMedtepus.

Sentences Running Words  Vocabulary

en es en es

Training 1.5K 40.2K 40.3K 39K 4.7K
Development, 1.4K 38.7K 37.8K 3.7K 3.5K
Test 1.1K 32.1K 321K 3.3K 4.1K

Table 5.7: Main figures of the out-of-domain corpora from which sentesnwere se-
lected using the ISS technique in order to train the firstdt@uapted Spanish into En-
glish SMT system.

Running Words ~ Vocabulary

es en es
Europarl-v7 [16] 2M 545M 57M 132K 195K
United Nations [6]| 11.2M 320M 366M 132K 195K

Sentences

(see Table 5.6), as well as several bilingual and monolingapora as out-of-domain cor-
pora. Table 5.8 summarises the most important statistithesfe out-of-domain corpora.
All individual 4-gram models were interpolated to minimige perplexity of the Spanish-
English poliMedia development set.

Table 5.9 shows the results obtained when evaluating thei§piato English translation
guality on the test set of poliMedia. These results are iteplan terms of BLEU. The baseline
system score@4.0 BLEU points. This result was significantly improved to 25.BEBJ
points by re-training the translation models using a proapatomain training set obtained
by applying the ISS technique. Finally, the inclusion irfte tog-linear translation model of
the small in-domain language model, trained with the setért-domain data, led to the best
result of26.0 BLEU points.

Table 5.8: Basic statistics of the external corpora involved in theggation of the large
English language model for the Spanish into English SMTesyst

Corpus Sentences Running Words Vocabulary
TED 142K 2.3M 100K
News Commentary 208K 4.5M 150K
Europarl v7 [16] 2.2M 54.1M 326K
United Nations [6] 10.6M 286M 1.8M
GIGA [2] 19.8M 504.8M 5.8M
News (07-11) 48.8M 986M 6.1M
Google-Counts-v1 [24] - 356.3G 7.3M
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Table 5.9: Evolution of BLEU computed on the test set of the SpanishlEnhgoliMe-
dia corpus as topic adaptation techniques are incorpotatde: baseline Spanish into
English SMT system.

\BLEU

Baseline 24.0
Topic Adaptation (ISS) 25.3
+ in-domain LM 26.0

5.5.2 User Evaluations

In this section we describe the evaluations carried out ve#h users to assess TLP under a
real-life scenario. These evaluations were done under tleéixia en Xarxa (Online Teach-
ing) programme of the Universitat Politecnica de Valenti&y) in collaboration with the
transLectures project (see Section 5.3). Docencia en Xaraa on-going incentive-based
programme to encourage university lecturers at the UPV\teldp digital learning resources.

Methodology

A total of 27 lecturers signed up for this study, reviewingaanple of 86 video lectures or-
ganised into three phases. Most participants had degred$arent branches of engineering
(17), while the rest mastered business management (6l sae@nce (2) and biology (2).
The participants were asked to review the automatic trgsteams of five of their own

poliMedia videos using the TLP Player described in SectighZ Participants were free
to choose where and when to review those transcriptiongowitour supervision. These
videos were transcribed with the Spanish ASR system destiibSection 5.4.4. Lectures
to be reviewed were allocated across the following thretuatian phases:

1. Post-editing: The automatic transcription for the fiigieo of each participant is man-
ually and freely reviewed until obtaining a perfect transiton.

2. Intelligentinteraction: Given the automatic transtap of the second and third videos,
only a subset of probably incorrectly-recognised wordgeveswed.

3. Two-step review: This phase was organised in two conseaatunds of evaluation for
the fourth and fifth videos. The first round mimics phase twovabhwhere the lecturer
reviewed only the least confidence words. Once this firstdasicompleted, the video
is then automatically re-transcribed on the basis of theutecs review actions pre-
serving their corrections. In a second round, the updagettriptions are completely
reviewed as in the phase one.

During these trials, the TLP Player logged precise userant®n statistics, from which
we computed two of the main variables of this study: Word ERate and Real Time Factor.
Also, having both variables in hand, we also assessed the Wéiktion per RTF unit for
the three aforementioned evaluation phases. In additiencellected feedback from the
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participants as subjective statistics after each phagbkeiform of a brief satisfaction survey
based on [21]. Lecturers were asked to rate various aspgatsd to intuitiveness, likeability
and usability on a Likert scale from 1-10.

Below we describe the main experimental results attainedtbe three evaluation phases.

First phase: Post-editing

In the first phase, 20 lecturers freely reviewed the autantnscription of their first video
lecture using the default post-editing interaction mod¢hef TLP Player, accounting for a
total of 2.6 hours in 20 video lectures. WER and RTF valuemftie first phase are shown
at the left-most plot of Figure 5.9, where each data pointasgnts a supervision made by a
lecturer on a certain video.

In order to evaluate the impact of automatic transcriptionghe total time required to
generate usable subtitles, we compared the effort madeehyattiicipants in this first phase
with the time needed to generate manual subtitles fromdctifabm a previous study [40].
We found a statistically significant difference betweenrttean RTFs for subtitles generated
automatically (Mean (M)=5.4, Std (S)=2.9) and the mean RoFthose generated manually
from scratch (M=10.1, S=1.8). This suggests that the autiortranscriptions, at their re-
ported accuracy in terms of WER, allow lecturers to genesakgitles more efficiently than
manually from scratch. In this first phase, the mean WER regluper RTF unit was 3.2
(S=1.3). Also, we found that RTF can be reliably explained &snction of WER by means
of a linear regression:

RTF = 2.025 - log, (WER) (5.2)

This logarithmic adjustment can be explained by the fact tis@rs essentially ignore
automatic transcriptions above a certain WER threshoé&fepring to transcribe from scratch.

Finally, the satisfaction survey revealed that users re¢ed positively (Overall Mean =
9.1) this user interaction strategy, designed in accormlaritt intuitiveness (9.3), likeability
(8.8) and usability (8.9) principles.

Second phase: Intelligent Interaction

This second phase incorporated a new interaction stratdtgddntelligent interaction [33].
This strategy is based on the application of active leariiklg) techniques to ASR [5].
More concretely, we apply batch AL based on uncertainty $agp20] using confidence
measures [11, 31, 43], which provide the probability of eotness of each word appearing
in the automatic transcription. The idea is to focus usexig@ew actions on incorrectly-
transcribed words saving time and effort. However, thaulesstmay need to review (confirm)
some correctly-recognised words incorrectly identifieceasrs (false positives), although
many of the incorrectly-recognised words are spotted ctyrérue positives).

In this phase, lecturers are requested to review a subseiaet tonfidence words in
increasing order of probable correctness. This subsetdilpiconstituted between 10-20% of
all words, but lecturers could modify this range from 5% t&#@epending on the perceived
accuracy of the transcription.
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Figure 5.9: Evolution of RTF as a function of WER in the post-editing medeoss the
three phases. Data points of the second phase correspdrabédecturers that declined
to use intelligent interaction and switch back to the cotieeral post-editing strategy.
Data points of the third phase are those obtained in the destep of that phase.

Figure 5.6 shows a screenshot of the transcription intertdahe TLP Player in this
phase. Low-confidence words are shown in red and correateddafidence words in green.
The text box including the low-confidence word can be expdma®oth directions to correct
the context, if needed. For this phase, the intelligentratigon mode was activated in the
TLP Player by default, although lecturers could switch bexcthe post-editing mode as in
the first phase.

Interaction logs shown that only 12 of the 23 participantsfthis second phase stayed in
the intelligent interaction mode for the full review of theoliMedia videos (2.8 hours over
18 video lectures). In the other cases (3 hours over 22 vislgtares), lecturers switched back
to the post-editing mode. Participants wanted to make $atepterfect transcriptions were
obtained no matter how much time could be saved by the igésitiinteraction mode. WER
and RTF values corresponding to those lecturers that aettim use intelligent interaction
and switched back to the conventional post-editing styeteg shown at the plotin the middle
of Figure 5.9.

For those lecturers that stayed in the intelligent inteéoaainode, mean review time was
reduced to a RTF of 2.2, although the resulting transcmgtizvere not error-free, unlike
in phase one. The mean residual WER of the transcriptioes béing reviewed was 8.0,
which is not so far from that achieved by non-expert trapsicmists [12]. This indicates that
confidence measures successfully identify most of all iresxtly-recognised words.

The mean WER reduction per RTF unit in the intelligent inbdicn strategy was M=4.6
(5=3.9). In comparison with the conventional post-editimgde (M=3.9, S=1.3), we did not
find statistically significant differences between both moefs. This means that intelligent
interaction is in fact just as efficient in terms of WER deseeper RTF unit as conventional
post-editing.

Satisfaction surveys for this second phase were not aslertas in the first phase (Over-
all Mean = 7.2). In comparison with the first phase, survegisiically reflected that post-
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editing (M=9.1, S=1.3) was preferred over intelligent maeion (M=7.2, S=1.7) by our lec-
turers. The figures collected on intuitiveness (8.1), likky (6.8) and usability (6.3), drop-
ping from the conventional post-editing phase, reflectdssessment. However, lecturers did
seem to embrace confidence measures, suggesting that |iderae words denoted in red
could be incorporated into the conventional post-editinatsgy.

Third phase: Two-step Supervision

The third phase was organised into two sub-phases or romalds assentially a combination
of the previous two phases. In this phase, lecturers firs¢wad a subset of the least con-
fidence words, as in the second phase. The videos were theameeribed on the basis of
all previous review actions, preserving those correctroage by users. These updated tran-
scriptions were expected to be of high quality than the nabiranscriptions [32], reducing
overall review times. In the second round of this third ph#seturers completely reviewed
the regenerated transcription as in phase one. The foudHiféim videos of each lecturer
were reviewed in this phase.

This two-step review process was successfully completetiSolecturers on a total of
26 video lectures with 3.7 hours of video. More preciselyptaltof 1 and 2.7 hours were
reviewed in the first and second steps, respectively.

In the first step of this phase, average review time was 1.4 RA€ reviewed transcrip-
tions in this step, but also in phases one and two, were usadaypt the ASR system via a
process of massive adaptation. Specifically, on the one, handdapted the acoustic features
to the speaker with the CMLLR technique (see Section 5.5ihguthe reviewed transcrip-
tions, and on the other hand, we adapted the language modetdrporating a small lan-
guage model, trained with the reviewed transcriptions, ihe language model interpolation
scheme (see Section 5.5.1). Then, the automatic transaigpiere regenerated, preserving
those segments already reviewed by lecturers, and usingtthenprove the recognition of
the context words using a constrained search [19, 33].

As reported in Table 5.10, WER dropped significantly from ithigal 28.4% to the re-
generated transcriptions 18.7%. That is, almost 10 WERtpower 1.4 RTF, meaning that
intelligent interaction plus adaptation (M=8.6, S=5.8hiaved a higher statistically signif-
icant WER reduction per RTF unit than intelligent interantalone (M=4.6, S=3.9). This
suggests that intelligent interaction plus adaptationingact, more effective in terms of
WER decrease per RTF unit than intelligent interaction @lon

In the second step, lecturers completely reviewed the exgéed transcriptions to obtain
perfect final subtitles, as in the first phase. Right-most ptd=igure 5.9 depicts RTF and
WER values for each lecture supervised by the particip@wstage RTF for this task stood
at3.9. As expected, when comparing WER reduction per RTF uniterfitist phase (M=3.2,
S=1.3) and the second step of this phase three (M=5.3, S¥&@)an observe a statistically
significant learning curve in lecturers’ performance. Assault, we proved that there is a
learning curve involved in getting to grips with the TLP Riay

In order to fairly compare the first (M=3.2, S=1.3) and thiM=5.3, S=2.0) phases in
terms of WER reduction per RTF unit, we subtract the effedheflearning curve for each
lecturer leading to a corrected WER reduction per RTF unit4M, S=2.8). Even so, we
found a lower yet statistically significant difference irvéar of the third phase explained
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Table 5.10: Summary of results obtained in the two-step review phase

WER RTF ARTF
Initial transcriptions 284 0.0 -
First step: Intelligent interaction 25.0 1.4 1.4
Massively adapted transcriptions 18.7 1.4 -
Second step: Complete review| 0.0 5.3 3.9

by the application of massive adaptation. This result ssigginat the two-step strategy is
a bit more efficient than the conventional post-editingtstyg. However, this statistically
significant difference only holds when enough reviewed tagéaailable for adaptation. That
is, the reviewed data generated in the first step of this ptia@k) is not sufficient to improve
the ASR performance so that the overall WER reduction per BiiE of the third phase
compared to that of the first phase is statistically higher.

The two-step supervision implied that lecturers have totppo¢ aside on two separate
occasions to review the same video. However, lecturerepesf to carry out the review
process in a single step rather than in two steps. This fastrefected on the average score
of the user satisfaction surveys (M=7.8, S=2.0). For thésoa, the two-step strategy was
less preferred by lecturers than the post-editing strategy

Discussion

Provided that the review of automatic transcriptions waseaedficient than generate them
from scratch, alternative user interaction strategieseveaplored to generate subtitles from
automatic transcriptions as efficiently and comfortablpassible for our lecturers [26]. First
of all, we determined that WER was the main factor involveebiplaining the values of RTF.

In line with [22], more sophisticated user interfaces aldike our intelligent interaction
strategy, have not proved to be more efficient in terms of WEBehse per RTF unit than
conventional post-editing, nor were they preferred bydesats over the simple (though more
time-costly) interaction model. We find it particularly eatorthy how important it was for
lecturers to be able to produce high quality (perfect) eaddcriptions, prioritising this over
any time-savings afforded by the more intelligent straedi/, 25, 29]: a full half of our
lecturers reverted to the conventional post-editing mtmlebmplete the review of their video
transcriptions.

Nevertheless, the combination of intelligent interactwith massive adaptation tech-
niques led to statistically significant savings in user gfiio comparison to intelligent inter-
action alone and, consequently, to the conventional pdisitag strategy. This conclusion
differs from that of [22] mainly because a greater amountafdation data has been used in
our study. Allin all, lecturers preferred the simple “ortegs’ post-editing strategy over the
sophisticated two-step strategy.
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5.6 Conclusions

In this chapter we have presented a system architecturealioats on-line video lecture
repositories to provide users acceptable transcriptiodgr@anslations in exchange for rela-
tively little user effort. The implementation of this artdgture is called’he transLectures-
UPV Platform We have also described TLP’s main components: the Web &eriviayer,
Database, and the ASR and SMT systems; as well as how theg®oents interact with each
other under two use cases: viewing and editing video lestlReeliminary automatic and hu-
man evaluations suggested, first, that the delivered trgmi®as and translations were of an
acceptable quality; second, that these automatic trgotgms were a very good start point
for users to generate perfect transcriptions, saving abtalf of the human effort needed
to generate transcriptions from scratch; and third, thatthP Player, the tool devoted to
correct lecture subtitles, was very comfortable and easgéo

It must be noted that TLP is still serving transcriptions &naghslations for the poliMedia
repository at the time of writing. In the meantime, TLP hagmsignificantly enhanced
in terms of design and implementation. Furthermore, understope of the transLectures
project, new ASR and MT systems have been integrated intq ah& the existing ones
have been progressively improved over time. An updatedrigigien of TLP, along with an
extension of the preliminary results presented here, isgmted in Chapter 8.
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Chapter 6. Recommender Systems for Online Learning Piagfor

6.1 Introduction

In the previous chapter we have presented transLectures-UPV Platforran implementa-
tion of a system architecture that makes cost-effectivestraption and translation of large
video lecture repositories possible. The main motivatiithig particular application of ASR
and MT technologies was to make audiovisual resources sibbe$o speakers of different
languages and to people with disabilities [4, 18] at largdescHowever, the availability of
transcriptions and translations for the whole repositoaige numerous digital content man-
agement applications such as lecture categorisation, suisation, automated topic finding,
plagiarism detection or lecture recommendation, amongrsthThis latter application has
become essential for media repositories due to their fasttrand their increasing popular-
ity. Users are often overwhelmed by the amount of lecturedaMe and may not have the
time or knowledge to find the most suitable videos for theariéng requirements.

Up until recently, recommender systems have mainly beeheapim areas such as mu-
sic [8, 11], movies [2, 19], books [12] and e-commerce [3&viag video lectures largely
to one side. Only a few contributions to this particular azaa be found in the literature,
most of them focused on VideoLectures.NET [1]. However,enohthem has explored the
possibility of using lecture transcriptions to better es@nt lecture contents at a semantic
level.

In this chapter we describe a content-based lecture recoaenasystem that uses auto-
matic speech transcriptions, alongside lecture slideso#tmet relevant external documents,
to generate semantic lecture and user models. The propgstedswas designed and mainly
developed by the author of this thesis under the PASCAL HxrRPeoject entitled.a Vie
during a three-month research stay in the Jozef Stefarnutes(iJSI) at Ljubljana, Slovenia,
from July to October 2012. The recommender system was fidaployed over the Vide-
oLectures.NET site, and, at the time of writing, it is stérging recommendations to its
users.

The chapter is structured as follows. First, Section 6.2ga&n overview of the recom-
mendation system, focusing on the text extraction and mé&ion retrieval process, topic
and user modelling and the recommendation process. Neg&ation 6.3 we address the dy-
namic update of the recommender system and the requiredisptions needed to maximise
the scalability of the system. Then, the integration of tta@ppsed system into the VideolLec-
tures.NET repository is described in detail in Section G=thally, Section 6.5 draws some
conclusions and future work.

6.2 Recommendation system overview

Figure 6.1 gives an overview of the recommender system. dftidadnd side of the figure
shows the topic and user modelling procedure, which can é&e ae the training process of
the recommender system. The right-hand side describegtoenmendation process. The
aim of topic and user modelling is to obtain a simplified resergation of each video lecture
and user. The resulting representations are stored in awreeoder database. This database
will be exploited later in the recommendation process ineor recommend lectures to
users.
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Figure 6.1: Recommender system overview.

As shown in Figure 6.1, every lecture in the repository gbesugh the topic and user
modelling process, which involves three steps. The firgt &ecarried out by the text ex-
traction module. This module comprises three sub-modédatomatic Speech Recognition
(ASR), Web Search (WS) and Optical Character Recognitid®RP

e Automatic Speech Recognition sub-module: generates amatic speech transcrip-
tion of the video lecture. However, in case the transcrigtiare already available, they
are automatically retrieved, for instance using the TLP Wetvice (see Section 5.4.1).

e Web Search sub-module: uses the title of the lecture teexetrelated documents and
publications from the web, also extracting text informatitom these documents.

e Optical Character Recognition sub-module: where availablextracts text from the
lecture slides when these are encoded into video or imageatst In case slides
are available in a digital text format such as PDF or PPT, itdetrmation is directly
extracted from them.
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The second step takes the text retrieved by the text exdraatiodule and computes a
bag-of-words representation. This bag-of-words repiasem consists of a simplified text
description commonly used in natural language processidgrdormation retrieval. More
precisely, the bag-of-words representation of a givenigetvector of its word counts over a
fixed vocabulary. In the third step, lecture bags-of-worgssed to represent the users of the
system. That is, each user is represented as the bag-oswontputed over all the lectures
the user has ever seen. Finally, user and topic models aeslstathe recommender database,
that is accessed afterwards by the recommender engine iadbenmendation process.

The right-hand side of Figure 6.1 shows the recommendatmess, that is conducted by
the recommender engine. This engine uses the pre-traipexond user models to calculate
a suitability or utility functions(u, v, r), beingu the user,v the current lecture, and a
hypothetical lecture recommendation. Specifically, thisction indicates how likely it is
that a user would want to watch lecture after viewing lecturev. In our case, the utility
function is computed as a linear combination of severalmenendation features:

I
S(u7v7r):117-f:2wi~x¢ (6.1)
i=1

wherez; is thei-th feature vector computed for the triplet, (v, ), w; is thei-th feature
weight and! is the number of recommendation features. In this work wesiciemed the
following recommendation features:

1. Lecture popularitynumber of visits to lecture.

2. Content similarity: weighted dot product between the lecture bags-of-werdsd
r [6].

3. Category similarity:number of categories (from a predefined set) thahdr have in
common.

4. User content similarityweighted dot product between the bags-of-wardsdr.

5. User category similarity:number of categories in common between lectussnd all
the categories of lectures the usenas watched in the past.

6. Co-visits: number of times lectures andr have been seen in the same browsing
session.

7. User similarity: number of different users that have seen ho#émdr.

Feature weightsv; can be learned by training different statistical classiittamodels,
such as support vector machines (SVMs), using positive agdtive {, v, r) recommenda-
tion samples as training data.

The most suitable recommendatiofor a givenu andv is computed as follows:

7 = argmax s(u, v, 1) (6.2)

However, in recommender systems the most common practe@isvide the user thd
recommendationsthat achieve the highest utility valuesfor instance, the first 10 lectures.
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6.3 System Updates and Optimisation

Lecture repositories are rarely static. They may grow onily dbasis to include new lec-
tures, or have outdated videos removed. Also, users’ legqmiogress or interactions with
the repository influence the user models. The recommendabase must therefore be con-
stantly updated in order to include the new lectures addedeaepository and update the
user models. Furthermore, the addition of new lecturesdsistem might lead to changes
to the bag-of-words (fixed) vocabulary. Any variation tastkiocabulary involves a complete
regeneration of the recommender database. That said, ehémthe vocabulary may not be
significant until a substantial percentage of new lectuesslieen added to the repository.

Two different update scenarios can be defined: on the one Hamohcorporation of new
lectures and updating the user models, and on the other tandgdefinition of the global
bag-of-words vocabulary, including the regeneration ahbtbe lecture and user bags-of-
words. We will refer to these scenarios as regular updat@ecasional update, respectively,
after the different periodicities with which they are metmbe run.

e Regular updateThe regular update is responsible for including the newles added
to the repository and updating the user models with the Isst activity, both in the
recommender database. As its name suggests, this procesarnsto be run on a daily
basis, depending on the frequency with which new lectureadded to the repository,
since new lectures cannot be recommended until they havgireeessed and included
into the recommender database. Figure 6.2 illustratesethedar updatgrocess.

e Occasional updateAs mentioned in Section 6.2, lecture bags-of-words areutaied
under a fixed vocabulary. Since there is no vocabulary o#isin on the text extraction
process, we need to modify the bag-of-words vocabulary adewures are added to
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the system. The occasional update carries out the procegslafing this vocabulary,
which involves recalculating both the lecture and user fiHgsords.

In order to maximise the scalability of the system, whileaksducing the response time
of the recommender, the featut@entent similarity Category similarity Co-visitsandUser
similarity described in Section 6.2 are pre-computed for every paskbture pair and stored
in the recommender database. Then, during the recommengatcess, the recommender
engine loads the values of these features, leaving the datigu of featuredJser content
similarity andUser category similarityuntil runtime. The decision to calculate the features
User content similarityand User category similarityon-the-fly was driven by the highly
dynamic nature of the user models, in contrast to the lecthweéels, which remain constant
until the bag-of-words vocabulary is changed.

6.4 Integration into VideoLectures.NET

The proposed recommendation system was implemented asgtaied into the VideolLec-
tures.NET repository during the PASCALZ2 Harvest ProjextVie (Learning Adapted Video
Information Enhancér[13]. Said integration is discussed here across five stibssc First,
we describe the LaVie project and the VideoLectures.NEDs#pry in Sections 6.4.1 and
6.4.2 respectively. Next, we address topic and user modefiiom video lecture transcrip-
tions and other text resources in Section 6.4.4. Then, @eét4d.5 we describe how rec-
ommender feature weights were learned from data collected the existing VideolLec-
tures.NET recommender system. Finally, the recommenuaiistem is evaluated in Sec-
tion 6.4.6.

6.4.1 The LaVie project

One problem created by the succes¥ioleoLectures.NEWas the difficulty that individual
users had in identifying the best video for their needs antbhagrast range of possibilities
afforded by the site. Each video has a particular mix of aonéed style of presentation
with implicit assumptions about background knowledge &vellof expertise of its intended
audience. On the other hand the video consumer has an apyatexinderstanding of his/her
abilities and material that he/she would like to learn abdtdr example, they may have a
background in basic classification methods (e.g. SVMs)iagpb text, some knowledge of
probability theory, but not know about Bayesian reasonkhgfshe would like to learn about
Topic Models. The question of which sequence of videos wbeldhost appropriate to help
him/her to attain the desired knowledge would also depertd®@style of presentation he/she
prefers and so on. Before LaVi¥jdeolLectures.NEProvided a recommender system that
was only based on keywords extracted from the lecture tiflas relation would typically be
based on the topic of the video or the lecturer. Furtherntbeesystem was not able to adapt
its responses to the interests or background of the user.

The aim of La Vie project was to develop a proof-of-concegtesn that would provide
users with advice on suitable videos for their needs. It wastdd by the Jozef Stefan In-
stitute (JSI), at Ljubljana, Slovenia, from July to OctoBéd 2. Although the LaVie project
was expected to involve a large team, finally only three pe@alrticipated on it: Matjaz
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Table 6.1: Basic statistics on the VideoLectures.NET repository €J20114)

Number of videos 18,824
Total number of authors 12,252
Total duration (in hours) 11,608
Average lecture duration (in minutes) 37

Rihtar, a local JSI researcher that provided the requirdstructure and access to Vide-
oLectures.NET data; Alejandro Pérez, researcher from & dnd the author of this thesis.

6.4.2 The VideoLectures.NET Repository

VideoLectures.NET [17] is a free and open access repositforideo lectures mostly filmed
by people from the Jozef Stefan Institute (JSI) at major emrices, summer schools, work-
shops and other events from many fields of science. It cslleiggh quality educational
content, recorded to high quality, homogeneous standafasportal is aimed at promoting
science, the exchange ideas and knowledge sharing by prg\negh quality didactic con-
tents not only for the scientific community, but also the gahpublic. VideoLectures.NET
has so far published more than 18,000 educational videotev&te details regarding the
repository can be found in Table 6.1.

The generation of accurate speech transcriptions for tdedliectures.NET repository
was carried out as part of the transLectures project (se#o8€8.3). The recommender
system was able to access the transcriptions via the TLP \elic8 (see Section 5.4.1), and
therefore, the ASR sub-module from the text extraction nedascribed in Section 6.2 was
replaced by the proper Web Service API calls.

6.4.3 VideolLectures.NET user-lecture interaction analyis

Before the development of the recommendation system foedlidctures.NET, we per-
formed an exhaustive analysis of the VideoLectures.NETQesa order to identify user
behaviour patterns, product of a user-lecture interactiaat could be exploited or taken into
account in its development. In particular, we carried oud thfferent studies. On the one
hand, we performed a lecture popularity analysis, thatdg; évolves the number of visits of
an specific lecture over time. On the other hand, we analysedger activity to determine
how an specific user interacts with the website. Both analyvided us answers to ques-
tions like: Does the video popularity depend on its antigiiDoes this apply to all kind of
videos? Do registered users come back to VideoLectures2NET

Both analysis were performed extracting the data availabkbe VideolLectures.NET
website logs for a 46 months period (from September 2008lyo2D12).

Please note that all plots shown below, which exhibits th@ugon of a concrete type
of event by the time, presents noisy data due to the “spatsatygcof the users, and, as the
time dimension increases, this effect becomes more drdstiavoid this and to provide “eye-
friendly” results, we smoothed these curves with Bezievesr These smoothed curves are
shown together with the original noisy data. Also note thaty-axis is plotted in log-scale.
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Figure 6.3: Evolution of the average percentage of total lecture clicksnputed over
all videos, as a function of time (in weeks).

Lecture popularity analysis

The lecture popularity analysis was devoted to check théugwga of the number of visits
over time. Figure 6.3 shows this evolution, for a period ob tyears, of the average per-
centage of total lecture clicks for all videos. This figurewk that on average, about 7% of
the total lecture clicks are made on the first week after the apublication of the lecture.
Then, lecture popularity suffers an exponential decaymduitie first month, and afterwards,
it decreases practically linearly with time.

However, depending on the lecture type, the evolution ofjtenity over time shows some
singularities. For example, Figure 6.4 shows this evolutay two different videos extracted
from two different conferences. These kind of videos seanisltow the global trend, but,
surprisingly, we noticed that some light peaks of popwardme up approximately after one
and two years of their publication dates. This fact mighttetauted to the celebration of the
same conference in the following years, which could leadesasers to review the lectures
from past editions of that conference.

Another example are tutorials. Figure 6.5 shows the ewvaiudf the popularity for two
different tutorials. In both cases, popularity remainsgiay constant over the time. This
seems reasonable, since tutorials are very requested is/witlke independence of their an-
tiquity.
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Figure 6.4: Evolution of the percentage of total lecture clicks as a fiamc of
time (in weeks) for two lectures that belong to different fevances: on the left
hand,wsdmQ09_dean_cblireVSDM’'09), and on the right handyww09_auer_tiwldp
(WWW'09).
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Figure 6.5: Evolution of the percentage of total lecture clicks as a fimmcof time (in
weeks), for two lectures from different tutorials: on th& lend,ssll09 _gore _imland
on the right handssll09_tiu_intlo

User activity analysis

In this section we perform an analysis of the activity of botpes of VideoLectures.Net
users: registered and anonymous users. We consideredpe® ¢y interactions:

e Click event: A user reaches one lecture’s page either franitleoLectures.Net site

or from the outside, regardless the user plays the videotor no
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Table 6.2: Global statistics computed for all VideoLectures.Net segjied users (3545
users).

Mean
Connection days 2.4 (+ 4.6)
Total lecture clicks 11.4 & 35.1)
Total lecture views 4.6 £ 12.7)
Lecture clicks per day 4.0 (+ 5.6)
Lecture views perday 1.7 (+ 2.6)
Ratio views/clicks 0.4 0.4)

e View event: A user plays a video lectures for at least 15 sgson
We gathered the counts of both events for each user and cethihigt following statistics:

e Connection days: Number of distinct days in which a user dolggctivity in the site.
e Total lecture clicks: Total number of click events perfohiiy a user.
e Total lecture views: Total number of view events performgaluser.

e Lecture clicks per day: Average number of click events pentd by a user per con-
nection day.

e Lecture views per day: Average number of view events peréarivy a user per con-
nection day.

e Ratio views/clicks: Ratio for a specific user of total leetwiews divided by total
lecture clicks. It reveals if users actually play or not teetlires they visit.

In addition, we studied the user activity over time, in ortieassess whether the average
user visits regularly the website or not.

All these figures are shown separately for each user typdsteegd and anonymous.
Identifying anonymous users was problematic, since it ipossible to match all anonymous
interactions to its real, physical user. In our case, werassithat each distinct cookie session
belonged to a distinct user.

Registered users

Table 6.2 shows some statistics computed over the actogydd by registered users during
the time scope of the analysis (3545 users). These figurealsethat registered users do not
usually come back to VideoLectures.NET (2.4 connectiorsday average). Also, only in
the 40% of cases the user actually plays and watches the aftirosisiting the lecture page.
This suggests that most lectures that the site recommemnisttdo not fit with the interests
of the user.
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Average % of total user clicks
Average % of total user views

! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !
1 5 9 13 17 21 25 29 33 37 41 45 49 53 1 5 9 13 17 21 25 29 33 37 41 45 49 53

Time (week) Time (week)

Figure 6.6: Evolution of the average percentage of total clicks, comgutver all reg-
istered users, as a function of time (in weeks) is shown indfteside, whilst the same
data but for the average percentage of total views is shovtheoright side.

Table 6.3: Global statistics computed for all VideoLectures.Net aimaous users (3.7
millions of distinct users based on cookies).

Mean
Connection days 1.3 1.0)
Total lecture clicks 4.4 (£ 334.9)
Total lecture views 1.7 (+4.1)
Lecture clicks perday 2.4 (+ 64.1)
Lecture views perday 1.2 (+ 1.6)
Ratio views/clicks 0.3(*0.4)

Figure 6.6 shows, on the left hand, the average percentageabtlicks made by regis-
tered users as a function of time (in weeks), for a period ofyears, and on the right hand,
it shows the same figures but for the average percentageab¥tetvs. User activity decays
exponentially on the first three weeks, afterwards only agmai activity is logged. It is
surprising that, on average, the 87% of the total clicks nigdeeuser on VideoLectures.NET
are performed within his/her first week after the registrati One possible explanation to
this phenomena is that VideoLectures.NET doesn't offer lagryefits to registered users in
comparison to anonymous users, so that they finally decidetttog in again anymore.

Anonymous users

Table 6.3 shows user activity statistics computed over tiwity logged by anonymous

users during the time scope of the analysis (3.7 millionssefs). From these figures we can
draw similar conclusions as to the registered users. Howevéhis case we found strange
values, such as anonymous users that performed hundrdusustinds of clicks. We believe
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Figure 6.7: Evolution of the average percentage of total clicks, comgutver all
anonymous users, as a function of time (in weeks) is showhenlgft side, whilst
the same data but for the average percentage of total viestign on the right side.

that these users were actually bots that were indexing deletores.NET contents into their
databases.

Figure 6.7 shows, on the right-most hand, the average pagef total clicks made by
anonymous users as a function of time (in weeks), for a pesfdd/o months, and on the
left-most hand, the same figures but for the average peewtfatotal views. Anonymous
users behave in a similar way like registered users, so tine sanclusions can be applied
here: anonymous users also do not usually come back to Vatgoies.NET after their first
visit.

Conclusions

The analysis of the user-lecture interaction on VideoLextINET revealed some interesting
facts. First of all, as we expected, lecture popularity adpdecreases as the time goes
by. However, it depends on the type of the lecture. For itgapopularity of tutorials
remains more or less constant over time. Secondly, it sees¥/ideoLectures.NET did not
provide real benefits to registered users, since most of thidmot log in again after their
first week on the platform. Even worse: most anonymous u8€&) did not come back to
VideoLectures.NET after their first week in the site, beingstrof them one-day users. This
means that VideoLectures.NET did not offer any mechanisnsatch the attention of casual
users. Also, the existing recommender system seemed taprbad recommendation links,
given that most users actually did not play lecture videter afisiting the lecture page.

6.4.4 Topic and User Modelling

The first step in generating lecture and user models for Videtures.NET involved col-
lecting textual information from different sources. In peular, the text extraction module
gathered textual information from the following sources:
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Speech transcriptions from the TLP Web Service (see Sebtif).

Web search-based textual information from Wikipedia, DBitfél Google.

Text extracted from lecture presentation slides (PPT, PCHNG using OCR).

VideoLectures.NET internal database metadata.

Next, the text extraction module output was used to genégatare bags-of-words for
every lecture in the repository. These bags-of-words, astioreed in Section 6.2, were cal-
culated under a fixed vocabulary that was obtained by applgithreshold to the number
of different lectures in which a word must appear in order ¢oificluded. By means of
this threshold, vocabulary size is significantly reducetesuncommon and/or very specific
words are disregarded. Once defined, term weights werelatduwsing term frequency-
inverse document frequency (td-idf), a statistical waigdtscheme commonly used in in-
formation retrieval and text mining [9]. Specifically, tifiweights are used to calculate the
featureContent similarityandUser content similarity

Finally, the VideoLectures.NET user activity log was parseorder to obtain values for
the Co-visitsfeature for all possible lecture pairs, as well as a list efuees viewed per
user. This list was used together with the lecture bagsaftiaito generate the user bags-of-
words and categories. These, in turn, were used to caldusstecontent similaritandUser
category similarity respectively, as well ddser similarityfor all possible lecture pairs.

In a final step, all this data was stored in the recommendeabdae in order to be ex-
ploited by the recommender engine in the recommendatiacegs

6.4.5 Learning Recommendation Feature Weights

Once the data needed to compute recommendation featuesvaluevery possible v, r)
triplet in the repository was made available, the next stap t@ learn the optimum feature
weights for the calculation of the utility function shown Equation 6.1. To this end, an
SVM classifier was trained using data collected from thetgsvideoLectures.NET naive
recommender system. Specifically, every time a user clickedny of the 10 recommen-
dation links provided by this recommender system, 1 pas#ind 9 negative samples were
registered. SVM training was performed using the S¥kt open-source software [7]. The
optimum feature weights were those that obtained the mimralassification error over the
recommendation data.

The feature weights that granted the minimum classificagioar for this data are shown
in Table 6.4. As feature values are not normalised, featwights cannot be directly com-
pared. Nevertheless, the negative (almost zero) coniibboff the lecture popularity to the
recommendation score is remarkable.

6.4.6 Evaluation

Although there are many different approaches to the evaluat recommender systems [5,
14], it is difficult to state any firm conclusions regarding tuality of the recommendations
made until they are deployed in a real-life setting. The La Mioject therefore provided an
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Table 6.4: Optimum recommender feature weights values.

Feature Weight
Lecture popularity -2.66089e-05
Content similarity 0.00452
Category similarity 0.00148
User content similarity 0.02724
User category similarity 0.04167
Co-visits 0.00187
User similarity 0.01519

ideal evaluation framework, being deployed across theiaffiGdeolLectures.NET site. The
strategy followed for the objective evaluation of the La Yéeommender was to compare it
against the existing VideoLectures.NET recommender bynsie&a coin-flipping approach.
Specifically, this approach consisted of logging user slimh recommendation links provided
by both systems on a 50/50 basis and comparing the total muwhbkcks recorded for each
system.

Table 6.5 shows the results computed using this evaluatiomnique. The number of
clicks made on each recommender system were gathered afiszsging the VideolLec-
tures.NET access logs for a time span of 171 days. Resultg 8tai the old, naive rec-
ommender system was slightly more used (clicked) than aygeed system. However, we
believe that a simple comparison of user-click counts isarlegitimate point of comparison
for recommendation quality. For instance, nuisance véghot taken into account might
influence how users respond to the recommendation linksgedvAs an alternative, we can
compare the rank of the recommendations clicked by usehsnneach system. Specifically,
for each recommendation clicked by a user in either systezrgam compare how the same
recommendation link ranked in the other system. This migha Imore appropriate measure
for comparing both recommender systems. However, additidata need to be logged in
order to carry out this alternative evaluation. This datuisently being collected and future
evaluation results will be obtained following this rank qoemison approach.

Apart from this, we believe that the low quality of the Englisanscriptions used to
train the recommender for the first time could have severetggromised the quality of the
recommendations. The English ASR system that generatednatit transcriptions for the
first time in VideoLectures.NET as part of the transLectymegect scored 44.0 WER points
in the test set of the English VideoLectures.NET corpus,[{Bty far from the 20% WER
threshold under which ASR output becomes useful for uséis [1

Despite the lack of a robust objective evidence for assggfia comparative perfor-
mance of the La Vie system, informal subjective evaluatimicated that the proposed
recommender system seems to provide better recommensl#tiem the existing VideolLec-
tures.NET recommender. Fig. 6.8 shows recommendation@earfrom both systems for a
new user viewing a random VideoLectures.NET lecture.

88 JASC-DSIC-UPV



6.5. Conclusions

Table 6.5: Coin-flipping technique evaluation results

Clicks

Naive 33.2K (56.4%)
LaVie 25.6K (43.6%)
TOTAL | 58.8K (100%)

Biological and Bioinspired Manostructured Materials:
Basm Physws and Appl:cations

40748 vie Sam Roweis, 2008

ples of Adaptive Computation
cht, 2011

\ Gau55|an Process Basics

Bl 25073 views - David Mackay, 2008

i) 15
Support Vector Machlnes Lecture 2 - Basic Transmission Genetics

232331 view hih-J=n Lin, 2008 488 views - Stephen C. Stesmns, 2008
Introduction to Sratlstlcs - Basic lntroducﬂon on how to achive scalability
7528 views - Glen Co 2008 121 views - Eyel Or=n, 2008
.

Interactions between antibodies and receptors of
imune respcnses from basic science .

Statistical Learning Theor}'I
15588 views - John Shawe-Taylor, 2004
8 833 views - Robert Huber, 2005

Introductlon to Machlne Learning . Companng F'eano Arithmetic, Basic Law V, and
Bl 12811 vie alle 2007 HumesPranche
1 281 vie Walsh, 201

PANEL: Experiences in research, teaching, and ] BaSIC and Ad\.ranced Operations on Graphs
appiications of ML I Z Pisansii, 2007
€3 views - Colin de la Higuesa 2007

Lectures on Clustering ! [ Introduction Bas;c Notlons in Graph Theory
0

14840 views - Ulrike von Luxburg, 2007 2828 views - Tomaz Pisanski, 2007

Probability, Information Theory and Bayesian ﬁ The Importance of Basic Research in Physics and of
MIT

aquin Quifonero Candela, 2007 vie Charfes H. Townes, Shirley Ann Jadson, 2007

Defense: Dynamlcs of large networks i Beyond Basic Faceted Search
[ -A10 ]

ure Leskovec, 2008 20 views - Nadev Golband/, 2008

Figure 6.8: On the left, La Vie system recommendations for a new user aiggving
“Basics of probability and statistics” VideoLectures.NETture. On the right, recom-
mendations offered by VideoLectures.NET's existing syste

6.5 Conclusions

In this chapter we have demonstrated how automatic speaebctiiptions of video lectures
can be exploited to develop a lecture recommender systdrahaoom in on user interests
at a semantic level. In addition, we have described how tbpgeed recommender system
has been particularly implemented for the VideoLectur&g.Ikepository. This implementa-
tion was later deployed in the official VideoLectures.NEE sind, at the time of writing, it is
still generating recommendation links for the productiension of VideoLectures.NET. The
proposed system could also be extended for deploymentsaoroee general video repos-
itories, provided that video contents are well represemetthe data obtained by the text
extraction module.

By way of future work, first, we intend to retrain the recommensystem using lecture
transcripts of significant better quality. The last EngsBR System used in transLectures
to generate automatic transcriptions in VideoLecture3.Béhieved 23.4 WER points in the
test set of the English VideoLectures.NET corpus [16], ithalmost a 50% WER reduction
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in comparison with the system that generated the initiadscaptions used to train the cur-
rent RS. This will give us an idea of the importance of the shdeanscription with respect
to other variables regarding recommendations quality. I@pothesis regarding this is that
the better overall transcription quality, the better reamendations can be delivered. Second,
we plan to evaluate the recommender system using otheragi@aiiapproaches that measure
the suitability of the recommendations more accuratelghsas the aforementioned recom-
mendation rank comparison. Finally, since lectures carubstked in several languages, we
would like to extend this RS in order to also provide recomdations of related lectures in
other languages.
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Chapter 7. Language Model Adaptation Using External Ressufor Speech Recognition

7.1 Introduction

Although state-of-the-art ASR systems have been provedetd giccurate speech transcrip-
tions in most cases, their outputs can be greatly improveditih the use of in-domain data.
This opportunity can be exploited when transcribing langew lecture repositories, because
media files are typically accompanied by descriptive meatadach as title, keywords, ab-
stracts, or related text documents. This is the case of @Spanish ASR system, described
in Section 5.4.4. The system is adapted via language moepwiation from different out-
domain and in-domain text resources including the text efdlides attached to the video
lecture, significantly improving the transcription quglit

However, it is not always possible to obtain slides from witkctures: in some cases the
author does not grant access to that document, in othergplasitory simply does not keep
track of such files. Also, when slides are not available ingasted document, they can be
extracted directly from the video recording applying Ogti€haracter Recognition (OCR),
although recognition errors introduced by this technolagiy almost three fourths of the
potential benefits of this adaptation technique, as we s&eation 5.5.1.

Besides slide adaptation, related works have explorediggymodel adaptation by using
text documents downloaded from the Internet. To gathevaalkein-domain data, document
retrieval techniques based on building search queriesctéodocuments through common
search engines are typically applied. In the particulae @G#sASR, some authors tried to
build these queries from keyword detection [10] or from at fo@ss recognition [2, 7, 11].
Other works tried to use the training set itself [14] or the &xtracted from the slides [9] to
build the query.

The aforementioned studies clearly focused they effortmmto build the optimal queries
in order to have a competitive recall and precision tradedof contrast, our proposal is to
use the title of each video lecture as the search query, siralenost all cases they describe
with high precision the topic and the contents of the mediar. @poposed document retrieval
technique was inspired in the one briefly described in Se@&ia.

To sum up, in this work we propose a language model adaptztabmique by document
retrieval for video lecture transcription. This approachompared with a baseline computed
from a large collection of out-domain and in-domain resesrcAlso, we compare our re-
sults with those obtained by sole slide adaptation [8] usieglides the text extracted via
OCR directly from the video file. Finally, both approaches eombined to check whether
further improvements can be obtained with respect to baltb#seline model and the slide-
adapted model. All comparisons are made with two differentiatic modelling approaches:
a classical GMM-HMM and a state-of-the-art DNN-HMM, in orde probe that transcrip-
tion quality improvements are consistent with increasirggtter acoustic models. All these
techniques were developed within the scope of the tranatesproject (see Section 5.3).

The rest of the chapter is structured as follows. First,iBest7.2 and 7.3 describe the
document retrieval and language model adaptation techaiqlihen, these techniques are
assessed in Section 7.4. Finally, conclusions and futurk am@ drawn in Section 7.5.
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7.2 Document Retrieval

In this work we focus on document retrieval from the web byding queries using the title
of the video lecture. This is in contrast to other works whmagge complex techniques are
proposed, such as rendering the lines of each slide as g{@},ier extracting keywords from
a first pass recognition to build queries [7]. Our method iétlaun the hypothesis that the
title is very informative and tends to contain the most intaont keywords and they appear in
the proper order. The proposed method has several advardagmg other works, such as
it can be used without the need of slides or a first pass rettogrmin the video. We should
remark that sometimes the paper, lecture notes, or evemnathsctipt, on which the lecture
is based, is downloaded. This is very useful for the adaptaalthough finding this exact
document is not the primary goal of the search.

To ensure that the documents retrieved are of a minimumiedjguality, we constrain
the search to PDF documents only, and not web pages. Nottyfhedlly PDF files are of
a higher standard since they are usually papers, books es nelated to the lecture topic.
Also, in case of some of the retrieved documents might be anguage different from that
of the video, we perform a conventional language identificétlassification process based
onn-gram characters [1] over the extracted text.

We propose the following two search methods for retrievihigocuments per video:

e Exact search: documents that exactly match the title of theovlecture are down-
loaded, i.e. the title is contained within the text of the @dment. Sometimes the search
produces less thai results. For instance, the lectur@pplications. V-mWater: an
e-Government Application for Water Rights Agreemnigmtsduced O results.

e Extended search: first, an exact search is performed, dedsithanV documents are
found, the search is extended with documents that partiadlich the title. In other
words, the extended search will retrieve all the documents the exact search plus
other documents that contain some of the words of the lettleeup to N documents.

The impact of both search methods on the transcriptiontyuakssessed in Section 7.4.4.

7.3 Language Model Adaptation

In nearly all language modelling applications, it is comntoave corpora of different size

that also stem from different sources. The basic approadaniguage model estimation

consists of merging all the different corpora into a singte @nd estimating a language
model on all of the data. On the other hand, this incorposgesral problems. For instance,
when the corpora are very different in size, the resultingram counts will be dominated

by the large corpus only, so including (few) in-domain daithlmave almost no effect on the

resulting language model.

Instead, individual language models are estimated on eatzhsdburce separately. In a
second step, the linear interpolation of the individualyadaility estimates is used. Létbe
the number of corpora, ang(w|h) be the estimate for a word given the preceding history
wordsh for the language model trained on thh corpus [5]. Then we have
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p(w|h) = ZZ Aipi(w|h) (7.1)
where

for the probability estimate(w|h) of the combined language model. The interpolation
weights are denoted by;.

In this way we can also adapt a language model to a given dor@aen a small cor-
pus of in-domain development data, the weight parameteisan be tuned such that the
perplexity on the development data is minimised. The wepginameters then weigh the in-
dividual corpora, be it in-domain or out-of-domain, acdogito their adequacy related to the
in-domain development data.

Equation 7.1 is extended to consider language models traumé text extracted from
documents retrieved from the internet:

p(wlh, V) =2, Aipi(w|h) + Appp(w|h) (7.2)

where
I
S A+An =1
=1

beingV the current video angdp (w|h) the language model trained on the documents down-
loaded forV/.

Furthermore, we consider the scenario where lecture stidasbe extracted applying
OCR to the video file [8], or the scenario where both the textfthe slides and the retrieved
documents are combined:

p(wlh, V) = 32; Aipi(wlh) + Appp(w|h) + Asps(w|h) (7.3)

where

I
D XN+ Ap+As=1
=1
In case the document retrieval technique does not downlopdesource for a given video,
Ap is constrained to.

7.4 Experiments

In this section our approach is compared with a baselineuiagg model computed with
both out-of-domain corpora and in-domain data. The basedystem is compared against
three systems: a system adapted with documents, a systgneddaath slides, and a system
adapted with both slides and documents. In all experimamsatoustic models are used: a
DNN-HMM and a classical GMM-HMM. Empirical results are refexd on the test set of the
Spanish poliMedia corpus (see Section 5.2).
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Table 7.1: Main statistics of the out-of-domain corpora used to traim baseline lan-

guage model.
Sentenceg Words | Vocabulary
Google Ngram - 44.8G 2.2M
UnDoc 10M 318.0M 1.9M
news (07-11) 8.6M 217.2M 2.9M
El Periodico 2.7T™M 45.4M 916K
Europarl-v7 2.1M 54.9M 439K
UnitedNations 448K 10.8M 234K
TED 316K 2.3M 133K
news-commentary 183K 4.6M 174K
EPPS 132K 0.9M 27K

7.4.1 Corpora

The baseline model was trained using a large set of out-ofadoand in-domain corpora. On
the one side, the out-of-domain corpora is summarised ifeTah with basic statistics. On
the other side, as in-domain corpus we used the poliMediusofsee Section 5.2). Details
of this corpus are given in Table 5.2.

In order to carry out experiments with language models athjot slides and documents,
we first needed to extract the text from the slides. Howewsstated in Section 5.4.4, poliMe-
dia does not maintain a separated text version of the sladektherefore text was extracted
automatically applying OCR. To do this we used the Tess&&i tool [12] as in our pre-
vious experiments (see Section 5.5.1), but applying anorgd preprocessing step which
performs several filters such as despeckling, enhancinger mpegation to reduce the noise
generated by different factors, including size variagilitregular structure due to different
objects (charts, images, tables); or background and fouegk colour variation. This im-
proved OCR technique offered a Word Error Rate (WER) of 40%herrecognition of the
text from the slides of the test set, which clearly outperf®the previous OCR system (64%
WER points, see Section 5.5.1). The text extracted fromlilessof the poliMedia test set
accounted for 16.4K words and a vocabulary size of 3.1K words

Regarding the document retrieval technique, we carriecerpériments with language
models trained with the text extracted from up to a maximum,of0 and20 documents
downloaded per video, for both exact and extended sear8lsege will see in Section 7.4.4,
the extended search reports significantly better residtsttie exact search férdocuments.
So for 10 and 20 documents we only considered the extendechsézetails of the retrieved
documents for the videos of the poliMedia test are depictéliible 7.2.

7.4.2 Acoustic Models

The proposed language model adaptation techniques weéee @gh two different acoustic
models: standard GMMs and DNNs. We used the TLK [4] to traithkaroustic models
using the training set of the poliMedia corpus (see Tablg 5.2

On the one side, GMM-HMM acoustic models were based on triphwes, modelled
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Table 7.2: Global statistics of all downloaded documents for evengwiftom the test
set of the poliMedia corpus.

Document$Words| Vocabulary
Exact Search  (5docs) 102 1.2M 41K
(5 docs) 115 1.4M 42K
Extended Searclf10 docs 230 2.7TM 65K
(20 docs 459 6.4M 104K

with a 3-state left-to-right topology. A decision tree bas¢ate-tying was applied, resulting
in a total of 5039 triphoneme states. Each triphoneme was trained for up2&mixture
components per Gaussian and 4 iterations per mixture. AI|_.LR was applied in order
to reduce speaker variability.

On the other side, to train the hybrid DNN-HMM acoustic model accurate forced
alignment of the input features at triphoneme state (serewel is required. We computed
this alignment using the aforementioned GMM-based syswfith respect to the topology
of the DNN, the size of the output layer was determined by tlmalmer of phonetic targets
derived during the previous forced alignment, in this c4889 classes. The development set
was used to determine the optimum network configurationdddn layers of 3000 neurons.
Finally, Gaussian mixtures of the previous HMM acoustic elogdere replaced with the
neural network state posterior probabilities.

7.4.3 Language Models

Concerning the language models, the baseline model wagtranterpolating several indi-
vidual language models, as discussed in Section 7.3, ainédran the corpora described in
Section 7.4.1.

It must be noted that the language model interpolation tecienis quite expensive in
computational terms. Since we are looking for a cost-gffecolution, instead of interpo-
lating the in-domain corpora with all the out-of-domainpora, a prior interpolation of out-
of-domain corpora is performed and this model is intergalatith the in-domain corpora.
This change had no impact on error rates. However, it led naiderable improvement of
performance in terms of both time and memory.

Therefore, we trained d-gram language model for each out-of-domain corpus using
the SRILM [13] toolkit. In addition, the training set of th@liMedia corpus was used to
train the in-domain language model. Every language modsglsneoothed with the modified
Kneser-Ney absolute interpolation method [3, 6]. The voataty of the interpolated lan-
guage model was computed using 200K words over all the ecdbofain corpora plus the
in-domain vocabulary, resulting in a 205K words vocabul&ggarding the adapted models,
the vocabulary was built extending the base vocabulary thighwords in the slides and/or
the documents.
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Table 7.3: WER (%) computed over the test set of the poliMedia corputhi®baseline
language models and for a set of adapted language modelseateginwith different
number of documents retrieved with either exact and extsdarches.

Acoustic Model

GMM | DNN

Baseline (BL) 21.8 | 15.7

BL + Exact (5 docs) 20.7 | 14.6

BL + Extended (5 docs)| 20.6 | 14.4

BL + Extended (10 docs) 20.6 | 14.4

BL + Extended (20 docs) 20.0 | 14.2

Language Model

Table 7.4: Evolution of the WER (%) when adding OCR slides and retried@climents
to the baseline language models, computed over the tedtthet poliMedia corpus.

Acoustic Model
GMM | DNN
Baseline 21.8 15.7
+ OCR Slides 19.4 13.8
+ Documents 18.9 13.5

Language Model

7.4.4 Evaluation

First we run experiments to assess whether the exact or teaded search is better for
qguerying documents. For these experiments the number afndexts per video is set to 5.
Table 7.3 depicts these results, in which it is observeddbatiment adaptation significantly
improves the baseline results independently of the AM uddte extended search obtains
better results than the exact search where the smaller armbdocuments retrieved leads to
slightly higher WER values.

After setting the retrieval technique to extended searahassessed the impact of the
number of documents retrieved when using up to 10 and 20 dectsninstead of 5. The
same table shows a significant improvement for all acoustidets when using 20 docu-
ments, up to 11% relative WER.

In cases where slides are available, not only it is possibpetform adaptation by using
either the documents or the slides [8], but also a combinatfdhese two resources. These
combined results are summarised in Table 7.4. It is obsehaidthe inclusion of docu-
ments significantly improves the results of all the previeystems (adapted or not) where
documents were not used. It is also interesting to note teatbmbination of slides and
documents outperforms both the system without slides amdytetem without documents.

7.5 Conclusions

We have proposed a new simple yet effective method to retriimcuments from the web
and use them to build adapted language models for videoréettanscription. These doc-
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uments have proven to be a very valuable resource for adgptiguage models, obtaining
relative WER improvements of up to 9% using GMM, and up to 11h&musing DNN, with
respect to a strong baseline. Furthermore, if we combinddicement adaptation with slide
adaptation the system yields relative WER improvement8ef4% with respect to a strong
baseline. It is worth noting that, in general, the improvateare consistent for all proposed
acoustic models, which makes us think that this kind of aatagt will provide significant
improvements as the acoustic models get even better.

The documents obtained have led to significant improvemprasing that this method is
a good way of retrieving documents for the purpose of adgpéinguage models to the topic
of the lecture. However, in the future, we plan to compare ttucument retrieval method
with the alternative methods proposed by other authorslP-Rurthermore, we would like
to explore the possibility of also adapting language motitetee vocabulary of the speaker,
using supervised or unsupervised transcriptions of pteviectures from the same speaker,
in order to disambiguate certain words and expressions émty used by the lecturer.
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Chapter 8. Transcription and Translation Platform

8.1 Introduction

In Chapter 5 we presented ttransLectures-UPV Platforn(iTLP), which consists of a set
of software tools that enable multilingual automatic stlibg in large video repositories.
Indeed, we described the integration of this software wWithgoliMedia repository (see Sec-
tion 5.2) under the scope of the transLectures EU projeet $&xtion 5.3). This integration
made possible the generation for the first time of automaten&h and English subtitles
for several thousands of Spanish video lectures availaltlea poliMedia repository. These
subtitles were produced by the first Spanish ASR and SpamistEinglish SMT systems de-
scribed in Section 5.4.4. Also, thanks to the TLP Player &s&ion 5.4.2), poliMedia users
were able to edit subtitles in order to amend transcriptimhtaanslation errors.

During the transLectures project, new ASR and MT systemg Weilt and incorporated
into TLP to support transcription and translation of poldite lectures in other languages
than Spanish. Furthermore, all those ASR and MT systems pregressively improved
throughout the project by introducing several technolajipgrades. In this chapter we will
describe chronologically all changes and improvementsenirathis period of time. For the
sake of brevity and clarity, instead of calendar dates, vilerge relative months since the start
of the transLectures project to state the time instant irctvan improvement was introduced
into TLP. For instance, M12 will refer to the 12th month attee beginning of transLectures.
As a reminder, the transLectures project started in Nover20&1 and finished in October
2014.

Also, during this period of time and beyond, the TLP softwzaee been significantly im-
proved by correcting bugs and adding new features and eehsenis. These improvements
resulted in successive public releases of TLP under an sperce license. Indeed, it has
been adopted recently by different institutions, eitheygitally and remotely as a cloud ser-
vice via theTranscription and Translation Platforf(TTP) of the MLLP® research group,
a cloud-based transcription and translation service fyibunded on TLP.

The rest of the chapter is structured as follows: Sectiondésribes the latest TLP
release existing at the time of writing. Next, Section 8\8ews the integration of TLP with
the poliMedia repository within the scope of the transLeesuproject. Then, Section 8.4
describes the aforementioned MLLP’s Transcription anch3lation Platform, and finally,
Section 8.5 gives some concluding remarks and future work.

8.2 The transLectures-UPV Platform

In this section we will give a complete overview of TLP, delsitrg the workflows involved
when integrating ASR, MT and Text-To-Speech Synthesis {T@&nologies into large me-
dia repositories with the aid of this platform.

The main features of TLP are the following:

e Easy integration of ASR, MT and TTS technologies:TLP provides a framework in
which custom ASR, MT and TTS systems can be easily integratedhe platform to

http://ttp.m | p.upv.es
bhttp://m I p. upv. es

104 JASC-DSIC-UPV



8.2. The transLectures-UPV Platform
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Figure 8.1: Main Components of he transLectures UPV Platform

provide automatic subtitles and synthesised text-to«dpaedio tracks. This feature is
widely reviewed in Section 8.3.1.

e Exploitation of media-related resources:Language model adaptation techniques for
ASR such as the one described in Chapter 7 are supported by TLP

e Support to grid computing: TLP has been developed expressly to take advantage
of computer clusters in order to parallelize at maximumgscaiption, translation, and
text-to-speech processes.

e Ergonomic solution for subtitle editing: TLP includes a web-based software tool,
the TLP Player (See Section 8.2.4), that can be used to restibtitles with ease and
comfort.

e Support to collaborative subtitling: TLP enables collaborative subtitling by manag-
ing edit sessions and keeping track of all user editions madwubtitle files. Changes
can be postponed to be reviewed by authors, who can lateswdhiese changes to
accept or reject them.

e Automated actions to enhance subtitle quality:Whenever a transcription or trans-
lation file is edited, translations and/or synthesised @tidicks are automatically re-
generated.

e Extensive and powerful public API: TLP offers a complete API (see Section 8.2.3)
that makes very easy the integration process between TLReamate media reposito-
ries.

e Based on open-source tools and librariesAll software tools included in TLP are
entirely based on open-source languages and libraries.

e Publicly released as open-source softwareSuccessive versions of TLP have been
publicly released under the open-source Apache License 2.0
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Figure 8.1 shows the main components of TLP and a simplifinatf all existing interac-
tions among them. These components are the Database, th8afabe, the Ingest Service
and the Player, each of which are described in their correfipg sections.

As stated before, all incremental versions of TLP have be&ased under the open-
source Apache License 2.0:

e v1.0.Q July 2014

e v1.0.1 October 2014 (End of the transLectures project)
e v1.1.0 December 2014

e v1.2.0 April 2015

e v2.0.Q June 2015

e v2.1.Q July 2015

The latest version of TLP can be freely downloaded from theLMlesearch group’s
official web pagé The following subsections describe TLP at its version®.1.

8.2.1 Use Cases

We have defined the following three use cases to illustraarthin ways a remote media
repository and its users can interact with TLP:

1. A new recording from the media repository needs to be aatically transcribed and
translated.

2. A user plays a video along with subtitles in the media répnss website.

3. A user decides to review video subtitles.

Use Case 1: A new recording from the media repository needs tee automatically tran-
scribed and translated

Figure 8.2 describes graphically all human-machine icteyas taken place in this first use
case. A lecturer records a new video lecture, for instamca,recording studio, classroom
or conference. To get this video transcribed and transliatedseveral languages, a Media
Package File (MPF) made up with the recorded media file plheranetadata (see Sec-
tion 8.2.5) is created and uploaded to TLP via fingestinterface of the Web Service API
(see Section 8.2.3). The Ingest Service (see Section &2pa)cks the MPF and launches the
required transcription, translation and/or speech symh@rocesses. During this stage, the
client (media repository) can check at any time the progoésise upload using théstatus
endpoint of the Web Service. Finally, the Ingest Servicata® a new media record in the
Database (see Section 8.2.2) and stores all media, sapétld synthesised audio track files.

Chttp://mlp.upv.es/tlp
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Figure 8.2: TLP Use Case 1: A new recording from the media repository siéethe
automatically transcribed and translated.

It must be noted that this process is fully transparent ferlétturer, in the sense that
it does not alter the educational content production lifeley subtitles are automatically
generated without human intervention after the recordesgi®on ends. Afterwards, these
subtitles are delivered on-demand to the users, as dedaniltlee next use case.

Use Case 2: A user plays a video along with subtitles in the remte repository’s website

Figure 8.3 depicts the second use case. Here, a user brdvesesriote media repository’s
catalogue and selects one video file. The user can watch liwtesk media with subtitles

in different languages, or even listen to it in another laagriby selecting an automatically
synthesised audio track. To get the list of all availabletiflelanguages, the repository’s
media player sends a request to flamgsinterface of the Web Service. As the user selects
the desired subtitle language, the remote repository’san@dyer calls thésubsendpoint to
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Figure 8.3: TLP Use Case 2: A user plays a video along with subtitles irréineote
repository’s website.

download the latest version of the corresponding subtidevihich is immediately displayed.
Similarly, the media player calls tiiaudiotrackinterface to retrieve a synthesised audio track
in another language.

Use Case 3: A user decides to review video subtitles

An illustration of the third use case is shown in Figure 8.3uger, while playing a media
file with subtitles (use case 2), notices that the subtittegain errors and he/she decides to
correct them. To do this, the repository’s media playerremis the user to the TLP Plafer
(see Section 8.2.4). The TLP Player offers an ergonomic #iuieat interface for subtitle

d1t must be noted that the remote repository’s media playeratiaw subtitle editing, whenever it implements
the needed API calls to the Web Service in order to submitrelhges to TLP. In this case, the redirection to the
TLP Player is not needed.
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Figure 8.4: TLP Use Case 3: A user decides to review video subtitles.

editing.

The TLP Player loads the main media file and the selectedtkasbtile by calling the
/metadataand/subsinterfaces of the Web Service, respectively. Any corretinade by
the user are then sent back to the Web Service vidnioelinterface and appended into the
internal DFXP [35] representation of the subtitles file. TWeXP format was extended to
store extra information such as timestamps, user infoomatnd confidence measures. The
updated DFXP file plus other metadata are committed to thaliaae.

Finally, automatic translations and synthesised audak&rare automatically re-generated
taking into account user amendments. In parallel, WER orBloketrics, depending on the
type of subtitles (transcription or translation, respeati), are automatically computed by
taking as hypothesis the fully automatic version of the islelst and as reference the re-
viewed version from the user(s). These metrics provideulgafiormation about the quality
of the ASR or MT system that generated the subtitle file.

Alternatively, TLP can be configured in order to put lectsrierthe middle of the process.
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Under this setting, subtitle changes made by regular users@ committed, and therefore
not shown to other users, until the lecturer reviews thesagés and decides to approve or
discard them. Lecturers are properly notified by the remadiarepository when there exist
subtitle modifications that require their approval. The V8&bvice is conveniently equipped
with a set of interfaces to support this use case variant (r&visions /acceptor /reject,
among others).

8.2.2 Database

TLP features an object-relational database which stolethaldata required by the Web
Service and the Ingest Service. The Database managesl|theing entities:

e Uploads Every time a new media file is uploaded using fimgestoperation, a new
upload entry is stored in the database to track its progress.

e Systems Metadata from all ASR, MT, and TTS systems featured by tiges$t Service
(see Section 8.2.5) are also stored into the database.

e Media/Lectures: All the information related to a specific media/lecturet@ed in the
database, including language, duration, title, keywords@ategory. An external ID,
provided by the client repository, is used to identify thediaeobject in all transactions
performed between the client repository and the Web SeAie

e Speakers Information about the speaker/lecturer can be used by BIR system to
adapt the underlying models to the unique characteristitkeogiven speaker and,
therefore, improve the quality of the resulting subtitles.

e Subtitles: All subtitles automatically generated by the Ingest Smrare stored in
DFXP format into the database and retrieved by the clienthedaNeb Service.

e Audiotracks: As in the case of subtitles, automatically synthesisedcatndcks from
translated subtitles are also stored in the database.

e Edit sessions Information about user edit sessions, either alive orHimis is stored
in the database. The Web Service uses this informationtwal disallow a user to
start editing a subtitle file (see Section 8.2.3).

e Edit history: All user editions within an edit session are stored indnallly in the
database, so that it is possible to recover previous vesbra subtitle file at any
time. In fact, the Web Service offer several API interfacegaded to this purpose (see
Section 8.2.3).

e Users Conceptually, TLP is presented as a single-user systeenc(ibnt repository
to which it is integrated). However, it is possible to add enasers to give support
to multiple repositories at the same time. The MLLP’s Traimion and Translation
Platform described in Section 8.4 is a good example of a plaliiser TLP installation.
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8.2.3 Web Service

The Web Service is the key component for integration: it eitifformation exchange point
between the remote media repository and TLP (see Sectiofh)8.3pecifically, the Web
Service defines an APl composed of a wide set of HTTP intesfted allow a full integration
of all TLP services with the remote media repository. Theserfaces can be divided in four
groups:

¢ Interfaces for media upload and management:

— /ingest allows to upload media (audio/video) files and any attaaitsx@nd meta-
data to TLP, in order to generate automatic subtitles anidinslated audiotracks.

— /uploadslist returns a list of all uploads being processed by the Ingesti&e
(see Section 8.2.4).

— /status allows to check the current status of a specific upload ID.

— /systemsreturns a list of all available ASR, MT, and TTS systemsdead by
the Ingest Service.

¢ Interfaces for downloading media and subtitle files:

— /metadatareturns metadata and media file locations for a given mé&lia |

— /langs returns a list of all subtitles and audio track languagedalvle for a given
media ID.

— /subs allows to download a subtitle file for a given media ID andjaage.
— /audiotrack allows to download an audio track file for a given media ID and
language.
¢ Interfaces for the edit of subtitles:

— /start_sessionstarts an edit session to send and commit modifications athts
tles file.

— /session_statuseturns the current status of the given session ID.
— /mod allows to send subtitle corrections under an open edit@®ss

— /end_sessiarends an open edit session, and depending on the confidetiee of
user, changes are directly stored into the correspondiotiles files, or left for
revision by the author.

¢ Interfaces for the management of user edits:

— /lock_subs (for authors) allow/disallow regular users (non-authtossend sub-
titles modifications for an specific Media ID.

— /edit_history returns a list of all edit sessions that involved an speanikdia ID.

— /Irevisions returns a list of all edit sessions of all media files of th@ote repos-
itory that are pending to be revised.
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— /mark_revised(for authors) mark/unmark as revised an specific edit sedf.

— laccept (for authors) accept modifications of one or more pendirigsagsions
without having to revise them. Modifications are committeiw ithe correspond-
ing subtitles files.

— Ireject (for authors) reject modifications of one or more pending selssions
without having to revise them.

A detailed description of the Web Service’s API can be founthe on-line documenta-
tion of TLP®. It is worth noting that public releases of TLP come alondwgi¢veral tools and
libraries ready to interact with this API.

8.2.4 Player

The TLP Player is an PHP/HTML5 media player that allows usereview and edit subtitles
with ease. It provides a highly ergonomic editing interfapéimised to reduce user effort.
Several refinements and enhancements have been implenoentdzhsed on objective data
and subjective feedback gathered from the different usduations we carried out (see Sec-
tions 5.5.2 and 8.3.3). Figure 8.5 shows an screenshot attiient Player. Its main features
are the following:

e Four different editing layouts: depending on where the subtitle text edit area is lo-
cated:on-screenside-by-sidetop-bottomandsubtitles only

e A single yet effective interaction method conventional post-editing with a complete
set of keyboard shortcuts to boost expert users’ capasiliihe Intelligent Interaction
mode, implemented in the first version of TLP as describecktiSn 5.4.2, was dep-
recated as a consequence of the results obtained in thesinseualuations described
in Section 5.5.2.

e Two edit modes basic modein which only the text of the subtitles can be edited, and
advanced modevhere also the segmentation of the audio signal can be raddihis
IS, subtitle segments can be added, deleted or re-sized.

e Support to external audio tracks: it is capable to play the translated and synthesised
text-to-speech audio tracks generated by the Ingest Sefsee Section 8.2.4).

e Adaptable to user preferences it includes a user settings section in which some
options can be adjusted according to user preferences.

e User sessions managemenit notifies to users when subtitles are being edited by
another user at the same time.

e Edit history management it allows authors and non-authors to load modifications
made by other users to any of the subtitles.

ehttp.//m | p.upv.es/tlp
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Figure 8.5: Screenshot of the advanced mode of the TLP Player.

8.2.5 Ingest Service

The Ingest Service is the component devoted to coordinatautomatic transcription, trans-
lation, and audio track synthesization of either new andtarg media files. Specifically, it

takes as input Media Package Files uploaded viditlgestinterface of the Web Service. A
MPF is a ZIP file that contains media files and attachments, @lISON file that states the
uploaded media files and attachments included in the MPEditian to other metadata. The
Ingest Service checks periodically whether new MPFs haea ln@loaded in order to start
their processing, and if the ongoing uploads are progrgssirrectly or have failed.

Internal Structure

Figure 8.6 shows the internal structure of the Ingest Serwibich is split into two layers. On
the one hand, the upper layer implements the main logic dhidpest Service using a modular
design. It has a central node, the Core, that implement®die of all possible paths a MPF
can follow, while data processing tasks are handled by eatenodules. This means that the
functionalities of the Ingest Service can be easily modjfiedlaced or extended by swapping
these external modules with others.

These external modules can be divided in two categories:

e Base Modules: Modules that implement APIs for the basic operations usethby
Core.

— URL Downloader: Module that allows to download media files from a given
URL address, whenever URL links are sent in the MPF insteathgs$ical media
files. It also offers the possibility of downloading mediaéifrom encoded URLs
such as YouTube or Vimeo using external plug-ins (URL decs)de

— Media Module: Module that offers several methods to perform media format
conversions.
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Figure 8.6: Internal structure of the Ingest Service.

— Mailer Module: Module that implements routines to send e-mail notificagion
regarding upload status updates.

e transLectures Modules: Modules that allow to integrate ASR, MT, and TTS tech-
nologies into the Ingest Service.

— ASR Modules: Automatic Speech Recognition Modules, used to generate tra
scription subtitle files.

— MT Modules: Machine Translation Modules, used to generate translatetitle
files.

— TTS Modules: Text-To-Speech Modules, used to generate synthesised audi
tracks in a specific language.

— Text Retrieval Module: Extracts plain text information from the different file
resources included in the MPF. It also downloads relatenbtimsuments from the

114
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web, following the approach described in Section 7.2. Theaeted text infor-
mation can be exploited by ASR Modules to enhance the trgotser quality by

adapting the underlying ASR system to the topic of the metiadis described
in Chapter 7.

On the other hand, the lower layer satisfies all local instialh dependencies related to
data storage and job scheduling. In it we can distinguish:

e Scheduler layer: Implements an APl to manage transcription and translatian p
cesses, typically in a grid engine or job management system.

e Storage layer: Implements an API to access to the data stored in the Datainas@
the TLP Server’s hard drive.

Uploads Workflow

In this section we explain the different steps that can blevie@d by an upload. First, we
must distinguish between four types of operations:

e New Media: This operation is requested when a newly-recorded, nostiegimedia
is uploaded to TLP for the first time. In this operation, a needia object is created
in the Database.

e Update Media: This operation is requested when updates are applied toistingx
media. For instance, new text resources such as lectuessinght be added to the
Media Package File (MPF) to improve the automatic transiorpand translations of
the existing media.

e Delete Media: This operation is requested when a media is deleted frometinete
repository.

e Cancel Upload: This operation is requested to cancel an ongoing upload liatever
reason.

Figure 8.7 shows the standard Ingest Service workflow: MP&siploaded to the TLP
via the Web Service’'ingestinterface and stored in the Database. The Ingest Servids rea
the uploads table of the Database and starts processingltbeeded MPF. With some excep-
tions, an upload typically follows the following sequehsgeps:

1. Media Package ProcessingThe MPF is processed for the first time, performing sev-
eral security, data integrity and data format checks.

2. Transcription Generation: A transcription file in DFXP format is generated from the
main media file (video, audio) using the proper ASR Module.

3. Translation(s) Generation: One or more translation files in DFXP format are gener-
ated from a transcription file using the appropriate MT Meadul
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Figure 8.7: Ingest Service Workflow.

4. Text-To-Speech Track Generation: One or more synthesised audio track files are
generated from a translation file using the appropriate THEWMES.

5. Media Conversion: The main media file is converted into the media formats reglir
by the TLP Player in order to maximise browser compatibility

6. Store Data: For new and update operations, all the data attached in thie &fiel
automatically generated by the Ingest Service are stordteiiDatabase. For delete
operations, all previously stored media files and data detetk

In addition, in each awake of the Ingest Service, the Coreldhefor every ongoing
upload, the statuses of all the submitted processes it tingdor. These statuses can be:

Queued: Processes are on queue, waiting to be executed.

Running: Processes are being executed.

Finished: All submitted processes finished successfully. The Coreestive upload
to the next processing step.

Failed: Some submitted processes failed. The Core changes thedugtiatais to a
descriptive error state.
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8.3 Integration with poliMedia

As described in Chapter 5, TLP was initially integrated with poliMedia repository under
the scope of the transLectures project. In this early sthge,Spanish ASR and Spanish
into English SMT systems were built and integrated in M12rovle Spanish and English
subtitles to Spanish poliMedia video lectures. During thesLectures project, these systems
were improved every six months by means of technologicalaghes or the inclusion of more
training data. Besides, in M24 we added support to EnglishGetalan poliMedia lectures,
so that every lecture in the poliMedia repository was autoraly transcribed and translated
into Spanish, English and Catalan. To do this, English andl@a ASR systems, as well as
English into Spanish, English into Catalan, Catalan intarfigh, and Catalan into English
MT systems were built and integrated into TLP. Similarlyhe first M12 systems, these new
M24 systems were also improved every six months.

Itis worth noting that, following to major ASR and MT systerpgrades, the whole repos-
itory was automatically re-transcribed and re-translatsdg improved systems. This led to
a massive, overall improvement of the quality of all subsitbf the poliMedia repository.

The rest of this section is structured as follows. Firstti®ed.3.1 describes the training
procedures and the technological upgrades applied to &l &%l SMT systems. Second,
Section 8.3.2 reviews the extensive and periodic autoreaéituations of the quality of these
systems. Finally, Section 8.3.3 presents the resultsrmdadan the second real user evalua-
tions carried out in M24.

8.3.1 ASR and SMT Systems

In this Section we describe the ASR and MT systems that weegrated with TLP and

poliMedia during the transLectures project, along with aplanation of the training and

massive adaptation techniques that were applied to impghmiequality. These techniques
are referenced afterwards in Section 8.3.2.

ASR Systems

In Section 5.4.4 was described our first Spanish ASR systasedin the conventional
GMM-HMM approach and built using the TLK toolkit [14] and tH&RILM toolkit [33]
to train acoustic and language models, respectively. Tyatem was integrated into TLP
in M12. Additionally, two new ASR systems to transcribe Esigland Catalan poliMedia
lectures were built and integrated into TLP for the first timé&124. The initial versions of
these systems were technologically grounded on the samustazand language modelling
techniques used in the M12 Spanish ASR system.

During the whole project, several acoustic and languageefliod techniques were ap-
plied consistently to all ASR systems to improve the overatiscription quality of the repos-
itory. These techniques are listed below:

e Cluster-based Cepstral Mean and Variance Normalisation (MVN) [34] : CMVN

aims to reduce the variability between feature representbdf utterances from dif-
ferent speakers in order to increase the robustness of thestec models. To do this,
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input acoustic features are first clustered using priorrmétion about the speakers,
and then normalised per cluster in mean and variance.

e DNN-HMM approach [12]: Under this approach, the previously trained GMM-HMM
system is used to compute an alignment between the acowsticng data and their
transcriptions to obtain a mapping from a time step of thaiatto signal (feature vec-
tor) to the HMM state associated with this time step. ThenNdNDs trained so that it
predicts the HMM state given a feature vector. In this way,cae compute a proba-
bility distribution over the HMM states for each input feggwector. Our DNNs were
made up of four hidden layers with 3000 units in each layed, &are trained using
a discriminative pre-training scheme [12], using as infutMFCCs plus derivatives
(48-dimensional features) with a sliding-window of 11 featvectors.

e Multilingual DNN [20]: Itis a technique that allows us to take advantage of all avalil

able training acoustic data, regardless of the languagehvaims to train a DNN for

a specific language. Specifically, knowing the language @fsgheech input features,
the network is trained only to predict the correspondingleage-specific HMM states,
while the hidden layers are shared for all languages. Thlstigue has proved that it
can deliver significant improvements when dealing with leages in which the avail-
ability of training speech data is scarce, as it happenstiv@églCatalan language. Our
multilingual DNNs were made up of six hidden layers with 3@00ts in each layer,
and were trained similarly to monolingual DNNs.

e Softmax DNN adaptation [36]: the top layer of the DNN (the so-called softmax layer)
is adapted to the speaker characteristics. This adapiatmased on a view of a DNN
as non-linear feature extractor (lower layers) followedablpg-linear classifier (soft-
max layer). Therefore, the adaptation consists in adaptiagnput of the log-linear
classifier (softmax layer) by introducing an affine transfation computed with the
output of the system in a previous recognition step. The t@dapNN is therefore
used in an additional third recognition step to re-comph&epgosterior HMM-state
probabilities of the input features.

e System combination with a CNN-HMM based system [8, 9]The speaker-adapted
multilingual DNN is combined with a Convolutional Neural Merk Hidden Markov
Model (CNN-HMM) system. In the CNN-HMM approach, MFCC fegds are re-
placed by filter bank features. The basic idea here is to apmhyolutional filters
along the frequency instead of the time axis. More detaitsiabow these systems are
trained can be seen in [8]. The DNN-CNN combination is penied before the third
recognition step by means of a linear interpolation of thipots of both networks.

e n-gram based vocabulary selectionlt consists of training 1-gram models from all of
the out-of-domain corpora. These 1-gram models are intkaigubas in [21] to obtain
the model with the least perplexity in a given developmentBee final vocabulary is
made up of the 50K most probable words according to the intatgd LM plus all the
words from the in-domain corpora. Thus, vocabularies frorai-domain corpora are
combined assigning weights to each corpus based on theiastgnto the in-domain
development set, rather than just the size of the corpus t€chnique allowed us to
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increase the size of the vocabulary from 50K up to 200K wosas;e the number of
noisy words introduced by this technique is significanthwéo than in the previous
method.

SMT Systems

In Section 5.4.4 is described our first Spanish into Englighdyistem, which is based on the
state-of-the-art phrase-based SMT toolkit Moses [24]amttranslation models, and on the
SRILM toolkit [33] to trainn-gram language models. This system was integrated intoLP i
M12 and afterwards improved over time, as we will see in $adi.3.2. In addition, in M24

a new English into Spanish SMT system was introduced inta This system was entirely
based in the inverse SMT system. Enhancements made on baitsg@ems were focused
on improving the topic adaptation method, that is, the kpientn-gram Sentence Selection
(ISS) technique [18] described in Section 5.4.4. ConcyeielM18, the ISS technique was
slightly improved by better tuning of the infrequent threkht, as well as by introducing a
sentence length normalisation term to the infrequencyes;c@o that Eq. 5.1 became

i(f) = 3 min(1, N(w)) max(0, ¢ — C(w)) - % 8.1)

beingZ(f) the number of:.-grams off.

It is important to note that during the transLectures priojezexplored many other alter-
native topic adaptation techniques [10, 26, 28], howev&rWwas the one that delivered the
best results, and therefore, the subsequent SMT systenestiechosen ones to be in the
production system.

Finally, also starting from M24, translations from and tot&an of poliMedia lectures
were generated using the open-source rule-based tramsttstem Apertium [16]. Never-
theless, the quality of the translations generated by thgseems was not assessed due to
the absence of proper test sets. However, Apertium yielgls uality Spanish to Catalan
(and vice versa) translations since Spanish and Catalareayesimilar languages in lexical,
syntactical and grammatical terms. On the other hand, #a&loleptranslations from Cata-
lan into English and vice versa are provided by Apertium, éf disregard the problem with
out-of-vocabulary words.

8.3.2 Automatic Evaluations

In this section we analyse the progress of the transcrigiwh translation quality in the
poliMedia repository throughout the transLectures priojemgure 8.8 shows this progress for
all ASR and SMT systems. On the one hand, left-most plot defhie WER evolution for the
Spanish (Es), English (En) and Catalan (Ca) ASR systemsgtdpver their respective test
sets during the 36-month period that comprised the trartates project. Similarly, on the
other hand, right-most plot shows the BLEU evolution of tia@sh into English (Es-En)
and the English into Spanish (En-Es) SMT systems over the $sne span. In both cases,
it can be appreciated a positive evolution of the WER (thesiowhe better) and BLEU (the
higher, the better) curves in favour to a progressively mapd transcription and translation
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Figure 8.8: Transcription and translation quality progress for algaages considered
in the poliMedia repository in ASR (in the left and in termsWER) and in SMT
(in the right and in terms of BLEU) during the 36-month peritt comprised the
transLectures project. WER and BLEU figures for each ASR avd System were
computed on their respective test sets.

quality. Further training and evaluation details of evei§yRAand SMT systems are given all
through the rest of this section.

Spanish ASR System

To gauge the progress of the Spanish transcription qUABR figures were computed over
the test set of the Spanish poliMedia corpus (see Table ETaB)e 8.1 shows the evolution of
the WER over time along with a description of the technigmesamentally incorporated to
the system and their impact on the WER. The first Spanish ASRBy(M12), described in
Section 5.4.4, scored 23.8 WER points.

This system was first improved in M18 by applying the Cepdttabn and Variance
Normalisation (CMVN) technique, achieving 22.1 WER points

A big improvement was obtained in M24, when the ASR migratexnf the classi-
cal GMM-HMM approach to a hybrid NN-HMM system based on a klvalNeural Net-
work [13], as a preliminary approach to Deep NN. The NN wasengalof one hidden layer
with 4000 neurons. This improvement was combined with a me&gliage model adapted to
slides and documents according to the technique descmb@dapter 7. With both enhance-
ments, the M24 system scored 18.7 WER points.

Then, in M30, another significant improvement was obtaingdeplacing the previous
shallow NN with a Deep NN (DNN) made of four layers and 3000roes per layer, as well
as increasing the number of MFCCs from 13 to 16, achieving WAER points. Please note
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Table 8.1: Evolution of WER (%) for the Spanish ASR system from M12 to M36
computed on the test set of the Spanish poliMedia corpuge®ymgs labelled with (*)
denote the same system but without language model adaptatio

Tag | Description WER
M12 | First system 23.8
M18 | M12 + CMVN 22.1
M18 + Shallow NN 19.5

M24 + Improved LM adaptation | 18.7
M24* + DNN 17.4

M30 + LM adaptation 13.5
M30* + Multilingual DNN 16.8

+ Softmax adaptation 16.5

+ System combination CNN 16.3

M36 + Improved LM adaptation | 12.2

Table 8.2: Statistics of the English Videolectures.NET speech corpus

Training Development Test
Videos 20 4 4
Speakers 68 11 25
Hours 20 3.2 3.4
Sentences 5K 1K 1.3K
Running Words | 130K 28K 34K
Vocabulary Size 7K 3K 3K

that this system is equivalent to the best one reported itiddec.4.4.

The final M36 system included several improvements. Firstr@placed the previous
DNN by a 6-layer Spanish-Catalan multilingual DNN of 300@rans per layer trained with
the Spanish poliMedia corpus plus the Catalan speech auysed to train the Catalan ASR
system (which is described later). Second, we introduceddfitmax layer adaptation tech-
nique to the multilingual DNN. Third, we trained a CNN-HMNMabed system to be combined
with the previous speaker-adapted multilingual DNN-HMM®&m. Finally, we applied the
new LM adaptation technique based on the new vocabulargtsmealgorithm. All these im-
provements together produced a boost in the system accupaoyl2.2 WER points, which
is almost the same quality that can be achieved by a humasctibar [19].

English ASR System

In M24, a new English ASR system was developed to transcribgli€h lectures from
the poliMedia repository. To report results, we used the ges of the English VideolLec-
tures.NET speech corpus created as part of the transLeqitwgect. Table 8.2 shows basic
statistics of this corpus.
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Table 8.3: Statistics of the corpora used to train the English Langudgdel for the
English ASR system.

Corpus Sentences Running Words Vocabulary
Spanish-English poliMedia 1.5K 40.2K 3.8K
VideoLectures.NET 5K 130K 7K
COSMAT [25] 55.9K 1.4M 43.2K
TED-LIUM [30] 57K 2.6M 158K
VideoLectures.NET-subtitles 85K 2.1M 41.4K
WIT3 [11] 154K 3.1M 58.4K
Europarl-TV 180.4K 1.9M 31K
News-Commentary-v8 [6] 248K 6.2M 81.1K
EU-TT2 1M 2.1M 203K
Europarl-v7 [23] 2.2M 59.9M 139K
DGT-TM [2] 2.5M 49.2M 298K
Hal [1] 4.6M 104M 972.8K
United Nations [15] 11.2M 320M 132K
GIGA [4] 22.5M 668M 3.1M
News Crawl [7] 53.1M 1.3G 3.3M
Wikipedia 82.6M 1.7G 8.1M
Google-Counts-v1 [27] - 356.3G 7.3M

This first system was based on the Spanish ASR system desanitgection 5.4.4. It
was a classical GMM-HMM composed by 3-state tied triphoreara 64 components per
mixture with CMVN and CMLLR adaptation.

On the one hand, the acoustic models were trained usingamenty set of the English
VideoLectures.NET corpus (20h), as well as the EPPS [3]if)a2d TED-LIUM [30] (118h)
speech corpora, accounting up to 240 hours of speech data.

On the other hand, the baseline language model was a lineapahation of several
4-gram language models smoothed with interpolated Kndsgrabsolute discounting [22]
trained on several corpora. These corpora is listed in Teéldeaccompanied by their main
statistics. The linear interpolation weights were optedign the development set of the En-
glish VideoLectures.NET corpus. The vocabulary of the Itegylanguage model is reduced
to the 50K most probable words of the out-of-domain corpimraddition to all the training
in-domain words. Finally, the adapted language models waired by including infor-
mation extracted from lecture slides and related docunteritse interpolation scheme, as
described in Chapter 7.

Table 8.4 shows the evolution of the WER over time along witlescription of the tech-
niques incrementally incorporated to the system and thgact on the WER. The first M24
English ASR system achieved 38.9 WER points. This systemhwasily improved in M30
thanks to the replacement of GMMs by a DNN of 4 hidden layeds3100 neurons per layer,
scoring 24.7 WER points. Finally, in M36, the system was iowed in several ways. First,
the training data was augmented with 197 hours from the \lidetures.NET subtitles (112h)
and the VoxForge corpus (85h). Second, we applied the sgftayar adaptation technique
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Table 8.4: Evolution of WER (%) for the English ASR system from M24 to M36
computed over the test set of the English VideoLectures.d&Ppus. System tags
labelled with (*) denote the same system but without languagdel adaptation.

Tag | Description WER
M24 | First system 38.9
M24* + DNN 28.4

M30 + LM adaptation 24.7
M30* + Extra train data 26.8

+ Softmax adaptation 25.1

+ Multilingual DNN 24.6

+ System combination CNN 24.1

M36 + New LM adaptation 21.4

Table 8.5: Statistics of the Catalan poliMedia speech corpus.

Training Development Test
Videos 177 17 16
Speakers 41 6 6
Hours 21.3 24 2.1
Sentences 11.1K 1.3K 1.3K
Running Words | 160K 20K 18K
Vocabulary Size] 17K 3.9K 3.5K

to the DNN. Third, the monolingual DNN was replaced by an ksigBpanish-Catalan mul-
tilingual DNN of six hidden layers and 3000 neurons per ldy@ned using all the available
training data, that is, the training data used on the SpamdiCatalan ASR systems plus all
English training data, accounting for 620 hours of speechrth, we combined the output of
our speaker-adapted multilingual DNN with the output of evowusly trained CNN-HMM
based system. Finally, we applied the new vocabulary setetgtchnique to train the adapted
LM. With all enhancements in hand, the WER was finally reduoeil.4 points.

Catalan ASR System

In M24 a new Catalan ASR system was developed to transcritea@aectures from the
poliMedia repository. To do this, 26 hours of Catalan leetuirom poliMedia where man-
ually transcribed and allocated into three different setstfaining, tuning, and evaluation
purposes. The main figures of this corpus are depicted ireT&ébl The test set was used to
report WER figures.

The first Catalan ASR system (M24) was based on the Spanishsf¢§Bm described in
Section 5.4.4. It was a classical GMM-HMM composed of 3estagd triphonemes and 128
components per mixture with CMVN and CMLLR adaptation.

On the one hand, acoustic models were trained using therigeset of the Catalan poli-
123
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Table 8.6: Statistics of the corpora used to train the Catalan Langivéapel.

Corpus Sentences Running Words Vocabulary
Glissando [17] 2.5K 63.8K 3.5K
poliMedia-training 11.1K 160K 17K
Es—Ca poliMedia-training| 43.1K 1.1M 29.2K
Agora [32] 105K 422.7K 25.5K

El Periddico 1.9M 40.8M 342.9K
Wikipedia 4.1M 99.5M 1.4M

Table 8.7: Evolution of WER (%) for the Catalan ASR system from M24 to M36
computed over the test set of the Catalan poliMedia corpystes tags labelled with
(*) denote the same system but without language model atifapta

Tag | Description WER
M24 | First system 35.3
M24* + DNN 23.5

M30 + LM adaptation 22.3
M30* + Multilingual DNN 21.6

+ Softmax adaptation 21.0

+ System combination CNN 21.0

M36 + New LM Adaptation 17.4

Media corpus (21h) plus two external corpora: Agora [32]n¢¥&nd Glissando [17] (6h),
accounting for 72 hours of speech data.

On the other hand, we trained a linearly interpolated basééinguage model computed
from in-domain and out-of-domain corpora. In this caseividdial 3-gram and 4-gram lan-
guage models with interpolated Kneser-Ney absolute drsogi [22] were trained for each
of the following corpora: Catalan poliMedia, El Periodic@atalan Wikipedia, Agora [32]
and Glissando [17]. Additionally, due to the lack of in-ddmtext corpora for the Catalan
ASR system, the training set of the Spanish poliMedia co(pes Table 5.2) was translated
using the Spanish into Catalan MT system described in Se8t®.1. This translated data
was used to train another language model that was also addbd interpolated language
model. Basic statistics of the aforementioned corpora eafobnd in Table 8.6. The linear
interpolation weights were optimised in the Catalan polildedevelopment set. The vo-
cabulary of the resulting language model was reduced to @kerbost probable words of
the out-of-domain corpora plus all the training in-domaiords. Finally, the adapted lan-
guage models were trained by including information exed¢tom lecture slides and related
documents to the interpolation scheme, as described int€&hap

Table 8.7 shows the evolution of the WER over time along wittleacription of the
techniques incrementally incorporated to the system agid ithpact on the WER. The first
version (M24) of the Catalan ASR system achieved 35.3 WERtpa@n the test set. In
M30, the system adopted the hybrid DNN-HMM approach with a@\DiNade of 4 layers and
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Table 8.8: Main figures of the out-of-domain corpora from which sentanwere se-
lected using the ISS technique starting from M24 for both+E$ and ER~Es SMT

systems.

Sentences Running Words Vocabulary

en es en es
Europarl TV 180.4K 1.9M 1.8M 31K 423K
Europarl-v7 [23] 2M 545M 57M 132K 195K
DGT-TM [2] 2.5M 49.2M 54.8M 298K 315K
News-Commentary-v8 [5] 182K 4.7TM 53M 753K 97.7K
United Nations [15] 11.2M 320M 366M 132K 195K

Table 8.9: BLEU figures of the Spanish-English MT system from M12 to M2fine
puted over the test set of the Spanish-English poliMedipusr

Tag Description BLEU
M12 First System 26.0
M18 M12 + Improved ISS| 26.5
M24 M18 + More OD data| 27.3
M30, M36 | M24 + bugfix ISS 28.1

3000 neurons per layer, leading to a huge improvement,rsg@d.7 WER points. Finally,
the combination of a speaker-adapted 6x3000 multilingNEHMM system with a CNN-
HMM system, plus the new vocabulary selection techniqudainguage model adaptation,
gave the best result of 17.4 WER points.

Spanish—English SMT System

To control the quality of Spanish into English translatidBlsEU figures were computed over
the test set of the Spanish-English poliMedia parallel asr(see Table 5.6).

Table 8.9 shows the evolution of the BLEU over time along vétkescription of the
improvements made to improve the system. The first SpantshBnglish SMT system
(M12) described in Section 5.4.4 achieved 26.0 BLEU poihtdV18, the aforementioned
improvements made on the ISS technique (a better threstoidg and adding a sentence-
length normalisation term) increased the BLEU score up té p6ints. Then, in M24, the
out-of-domain corpora pool was extended with additionabjp@ corpora, achieving 27.3
BLEU points. Table 8.8 shows basic statistics of the corploahcompounded the extended
pool. Finally, in M30 it was fixed a bug found in the implemdrda of the ISS technique,
meaning that the previously reported results were not ad gedhey could really be. Thus,
our final system scored 28.1 BLEU points.
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Table 8.10: Main figures of the parallel English-Spanish VideoLectuX&sT corpus.

Sentences Running Words  Vocabulary

en es en es

Training 2.1K 59.6K 54.3K 3.8K 5.4K
Development, 1.0K 294K 275K 2.7K 3.5K
Test 1.4K 37.4K 33.6K 29K 3.9K

Table 8.11:BLEU results on the test set of the English-Spanish MT system M24
to M36 computed on the test set of the VideoLectures.NETu=orp

Tag | Description | BLEU
M24, M30 | First System 354
M36 M30 + bugfix ISS| 35.5

English—Spanish SMT System

In M24, the newly incorporated English ASR system generttedirst automatic transcrip-
tions for English poliMedia lectures. In order to make thésetures more accessible to
Spanish audiences, a new English into Spanish SMT systenbwits&nd incorporated to
TLP.

To monitor the quality of English into Spanish translatione report BLEU figures com-
puted over the test set of the English-Spanish VideoLestMEET parallel corpus, created as
part of the transLectures project. Table 8.10 shows basissts of this corpus.

On the one hand, translation models for this system weraedausing the same par-
allel data and techniques as in the M24 Spanish into EnglMdf System. On the other
hand, we trained a linearly interpolated language modelpeded from in-domain and out-
of-domain corpora. In particular, we trained individuajam language models with interpo-
lated Kneser-Ney absolute discounting [22] for each of tipara used to train the baseline
language model of the Spanish ASR system, which are list8@lde 5.3. The linear in-
terpolation weights were optimised in the English-SpaNislkeoLectures.NET development
set.

Table 8.11 shows the evolution of the BLEU figures over timée Tirst M24 system
scored 35.4 BLEU points, which is a very good result: BLEU feguabove 30 points are
correlated with good-quality translations according tanlam perception [29]. Finally, the fix
of the bug discovered in the ISS technique implementatime ¢fae actual and final quality
of the system: 35.5 BLEU points.

8.3.3 User Evaluations

In this section we describe user evaluations carried oueubidPV 2013-2014 DeX pro-
gramme, as a continuation of the ones described in Sectto® which were carried out in
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Table 8.12: Summary of the results obtained in the user evaluationsecbout under
the DeX 2013-2014 programme.

Spanish| English | Catalan| Spanish+English
Lecturers 39 12 5 10
Videos 135 57 19 13
Hours 18.3 7.9 15 2.1
Error(%) 12.0 36.0 40.4 41.9
RTF 2.7 6.2 5.6 12.2

M12. However, in this case, only the conventional postieditnode from the TLP Player
(see Section 8.2.4) was considered, since it was the pedferteraction method of the users
that participated in the previous evaluations. In thisiedjtparticipants were requested to
review the automatic transcriptions of five poliMedia vidao Spanish, English or Catalan,
or to review automatic English translations of three SgapisliMedia lectures, using the
TLP Player. Lecturers’ background was diverse but mainbpigded on engineering studies,
however a few lecturers were related to other areas, suchiasdss management, social
science, and biology. As in the previous edition, partinigavere free to choose where and
when to review those transcriptions, without our supeovisWER and TER as error metrics,
and RTF as effort metric, were computed from each revision.

Automatic Spanish, English and Catalan transcription®tcelviewed were generated by
the corresponding M24 ASR systems described and evaluatgddtion 8.3.2. Conversely,
automatic Spanish into English translations were gengiatghe corresponding M24 SMT
system. Table 8.12 summarises the empirical results adtamthese evaluations.

Review of Spanish Transcriptions

Spanish automatic transcriptions were reviewed by 39 tecsuaccounting for 18.3 hours
(135 videos). On average, WER was as low as 12 WER points aRd\RS 2.7.

As already stated in Section 5.5.2, non-expert users ysoedd 10 RTF to transcribe a
lecture from scratch.In practical terms, that means thatea would require 100 minutes to
fully transcribe a video 10 minutes. However, using our yamting protocol to review our
high-quality Spanish transcriptions the review time wobédless than 30 minutes, that is,
about two thirds reduction of the total user effort.

Review of English Transcriptions

In English, 57 video transcriptions accounting for 7.9 lsowere reviewed by 12 non-native
volunteers. The review process was the same as for the $dantares. The average RTF
was 6.2, still far below of 10 RTF achieved by non-expert siséFhe reason behind this
higher RTF was the poorer transcription quality: the rew@dvautomatic transcriptions had
on overall 36.0 WER points.

In terms of more qualitative feedback, volunteers valuedsiimplicity and efficiency of
the player interface. Volunteers agreed that the qualith@English automatic transcriptions
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must be increased to reduce review time. In summary, readts largely positive, and
volunteers preferred to review these transcriptions atstd transcribing from scratch.

Review of Catalan Transcriptions

The review of Catalan transcriptions was carried out by fukecs that reviewed 19 video

transcriptions accounting for 1.5 hours. The review preaeas the same described in the
Spanish and English reviews. It is important to note thathia case, Catalan transcrip-
tions had significantly lower quality than those in SpaniEhe average RTF was 5.6, while
the average WER of automatic transcriptions was 40.4. rergiexposed the idea that the
transcription quality had to be improved.

Review of Spanish into English Translations

Ten lecturers took part in the review of 13 Spanish into Estrgifanslations accounting for 2.1
hours. The average RTF was 12.2, while the average TER waslétve compare this RTF
to that achieved by manual translations (about 30 RTF), veee a significant decrease in
user effort. As in transcription evaluations, generallgagang, lecturers were satisfied with
the interface, but demanded higher translation quality.

Discussion

The results obtained on these user evaluations reflectadisamt reductions in user effort
when reviewing automatic transcriptions and translationsomparison with doing it from
scratch, as in the previous M12 user evaluations (see %€st02). More specifically, we
observed relative user effort reductions of about 70%, 40% 36% for Spanish, English
and Catalan transcriptions, respectively. In the case gfifintranslations, the effort savings
were about 60%.

For example, generating from scratch a Spanish transanipind an English translation
for a hypothetical Spanish poliMedia lecture of 10 minuaaggth would take approximately
400 minutes (10 RTF for transcription plus 30 RTF for tratistg. Using our subtitles
as a starting point, a user would need about 30 minutes (2F) RTreview the Spanish
transcription plus about 120 minutes (RTF 12.2) to correetEnglish translation, that is,
150 minutes. This represents a two thirds reduction of userte

8.4 MLLP’s Transcription and Translation Platform

As stated before, TLP was initially developed under the gark of the transLectures
project to fully integrate ASR and SMT technologies into fhaiMedia and VideoLec-
tures.NET repositories. During transLectures and beydid, has been maintained and
greatly improved by the Machine Learning and Language RBsieg (MLLP) research group
at the UPV. In order to promote the platform itself as well las tesearch activities of the
group, the MLLP launched in February 2015 the Transcriptod Translation Platform
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Figure 8.9: Screenshot of thbly Videospage of the MLLP’s Transcription and Trans-
lation Platform.

(TTPY, on-line service fully grounded on TLP which allows remataiscription and trans-
lation of video and audio files. Figure 8.9 shows an scredradtthe main page of TTP.

In TTP, anybody can create an user account to test the ASR aneédhnologies offered
by the MLLP group. By default, new accounts allow to uploadaifive audio or video files
accounting to a maximum of two hours. TTP featuret/aioad Mediasection to easily send
video or audio files to the underlying TLP server to be traibsct and translated. Figure 8.10
shows an screenshot of the media upload form. In a first $tepger sets the media file/URL,
title, and language. In a second step, the user can adjus 8amscription settings, such
as enabling or disabling LM adaptation of the ASR system (Jeapter 7), and attaching
slides or related text document files for LM adaptation. Bnan the third and last step,
the user can select to which languages wants to translataeda file, in addition to which
translated synthesised audio tracks wants to be generatdtbdia Package File (MPF) is
created and sent to TLP via thiagestinterface of the Web Service API (see Section 8.2.3).
The user can track the progress of the upload irMierideossection of his/her user account
at any moment until the media file along with its subtitles/andynthesised audio tracks are
available to be played with the integrated TLP Player (seti@e 8.2.4).

Advanced TTP users can exploit the possibilities of the BLpublic API (see Sec-
tion 8.2.3), so that they can seamlessly integrate our ASRald TTS technologies into

fhttp://ttp.m | p.upv. es
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& Available upload quota: 96 videos / 8.6 hours

i Media Info # Transcription settings ®, Translation and text-to-speech

Title*:

Trobada d'escoles en Valencia a Bocairent
The title will be used to search for related documents on the web to improve the guality
of the transcription.
Media file*:

https:ff\,'-.‘\«v\".f.younlbe.ccw m/watch?v=IRb BgtvYMes
or

Tria un fitxer | No s'ha triat cap fitxer
Media language*:

Catala b

Select the language spoken on the media file.

Figure 8.10: Screenshot of thelpload Mediapage of the MLLP’s Transcription and
Translation Platform.

their media repositories, as done with the poliMedia repogi(see Chapter 5).

At the time of writing, 198 different users have created acoaot on TTP, uploading
879 videos that account for 192 hours. Among these users,igididght the Translation
Centre for the Bodies of the European Uni@@DT), Universidad Nacional de Educacion
a Distancia(UNED), Universita degli Studi di Napoli Federico (UNINA), Open Univer-
siteit in the Netherland§OUNL), University of Leiceste(ULEIC), Universidad Carlos Il
de Madrid(UC3M), Universitat Oberta de Cataluny@JOC), Universidade AbertdUAD),
Tallinn University(TU), Université de Bourgogn@B), edX Axa Winterthuy Sonic Foundry
or Underthemilkywayamong many others.

8.5 Conclusions

In this Chapter we have presented the final outcomes of tegghFirstly, we have described
in depth the latest version of TLP, a free and open-souragisalto enable cost-effective
transcription and translation of video lectures. Secgonelég/have shown a true-life example
of how the overall transcription and translation qualityaahedia repository is enhanced by
means of technological upgrades on the ASR and MT systeragrated into TLP. Also,
we have proven that massive adaptation techniques progdiésant improvements in tran-
scription and translation quality. Furthermore, userea@abns reflected that using automatic
transcriptions or translations as a start point to gengratéect subtitles saves about two
thirds of the total time that would be needed to do that fromatsti. Finally, we have pre-
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sented and example of a transcription and translation ckaundice based on TLP that is
giving service to many institutions.
At the time of writing, there exist three physical instalbais of TLP running in the world:

¢ Universitat Politecnica de Valencia (UPV):Since June 2013, an dedicated TLP server
IS serving automatic transcriptions and translations @rggh poliMedia lectures, as
described in Chapter 5. More recently, English and Catadatutes are being tran-
scribed too (see Section 8.3). In summary, TLP automajicakhnaging Spanish,
Catalan and English subtitles of roughly 15.000 video Iext(3.100 hours), and in-
creasing.

e Universidad Carlos Il de Madrid (UC3M): Starting from September 2014, TLP
is generating Spanish and English subtitles for SpanishEarglish UC3M lectures
and videos from their Massive Open Online Courses (MOOCajedt MLLP’s M36
English and Spanish ASR systems as well as M36 EngliShanish SMT systems
were transferred and integrated into their local TLP Setv@rovide such subtitles. In
overall, 418 UC3M videos accounting for 63 hours have beengssed by their own
TLP Server.

e MLLP’s Transcription and Translation Platform (TTP): As described in Section 8.4,
the MLLP research group launched on February 2015 this emlirbtitling platform
grounded on TLP that is being currently used by several wwrtte universities and
companies. So far, TTP has processed 879 video and audiinféeseral languages
accounting for 192 hours.

To conclude, we want to highlight that TLP is not a systemaixgie that has been tested
in a lab under controlled conditions. It is working as a prctehin system serving high-quality
automatic subtitles in three different real-life scengridll in all, we believe that TLP has a
true potential to become a widely used solution to enablemaatic multilingual subtitling in
large video lecture repositories.

As to future work, our plans are to extend TLP functionadifieorder to give full support
to the transcription and translation of Massive Open Oa-ourses (MOOCS), either video
and text contents. MOOCs are currently leading the openmenkkarning framework, and
we do not want to miss this opportunity. Also, it is importaotnote that TLP could be
easily exported as a real solution to many other areas, Suteesision or cinema, i.e. using
TLP as a professional tool to generate cost-effective tmgtial subtitles for movies with
crowd-sourcing capabilities; and therefore, we will alsauginise this possibility. Finally, we
plan to reactivate the intelligent interaction mode of thd”TPlayer using speaker-adapted
word confidence measures [31], motivated by the fact thatourent ASR systems are now
yielding significant better transcriptions than those usdtie past to evaluate this particular
interaction mode (see Section 5.5.2).
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Chapter 9. Conclusions

9.1 Summary

In this section we summarise the work carried out for thisigheFirstly, in Chapter 3 we have
proposed two novel explicit conditional phrase length meder SMT: the standard length
model and the specific length model. These phrase-lengtlelnbdve been integrated in
a state-of-the-art log-linear SMT system as additionaluieafunctions, providing in most
cases a systematic boost of translation quality on unitlateguage pairs.

Secondly, in Chapter 4 is described an efficient AS systemrlglénspired in GMM-
HMM based ASR that exhibits excellent performance detgctipeech segments at near
real-time speeds. This system was submitted to the Audimm8etation competition of the
Albayzin 2012 Evaluations, achieving the 2nd place, veogelto the winner system.

Thirdly, Chapter 5 presented a system architecture thatvalthe integration of ASR
and MT technologies into video lecture repositories. ItplementationThe transLectures-
UPV Platform was integrated into the UPV’s poliMedia repository. Rrafiary results on
automatic and human evaluations suggested that the dedis@nscriptions and translations
were of an acceptable quality though had to be improved, laaicthe provided tools to edit
subtitles were comfortable, productive, and very easy & us

Then, Chapter 6 described a lecture RS that exploits autos@tech transcriptions of
video lectures to zoom in on user interests at a semantit [€hes RS was particularly im-
plemented for the VideoLectures.NET repository, althopgliminary, quantitative-based
metrics computed in comparison with the previously exgsi®RS were not encouraging, sug-
gesting that qualitative-based metrics must be explorextder to fairly compare both sys-
tems.

Next, Chapter 7 proposed an effective method to retrieveltents from the web and
use them to build adapted language models for video lectansdription. The application
of this technique under a solid experimental setting reggbsi/stematic and significant WER
improvements of above 10%.

Finally, Chapter 8 presented the latest version oftthesLectures-UPV Platforras an
evolution of the first version presented in Chapter 5. TLPH®e publicly released as open-
source software and it is free to download and use. Simjldréypreliminary automatic and
user evaluations in the poliMedia repository presentednagfer 5 were extended, showing
how the overall transcription and translation quality of adia repository can be enhanced
over time by means of introducing technological upgradés the ASR and MT systems
integrated into TLP. Also, we have proven that massive adpt techniques provide sig-
nificant improvements in transcription and translationligyaFurthermore, user evaluations
reflected that using automatic transcriptions or trarmtatas a start point to generate perfect
subtitles saves about two thirds of the total time that wdnelsheeded to do that from scratch.
Finally, we presented the MLLP’s Transcription and TratistaPlatform, a cloud service
grounded on TLP that is serving high-quality automatic sli@ist to several institutions in
Spain and Europa.

In summary, the main contributions of this thesis are thimfahg:

e An explicit conditional phrase length modelling approaoh$MT that provide sys-
tematic and significant improvements over strong baseloratifferent language pairs.

e Asimple yet powerful and efficient approach for AS to detgetesch segments in audio
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signals.

e Afree and open-source solution to integrate ASR and MT teldgies into large video
lecture repositories, capable of generating cost-effettigh-quality multilingual sub-
titles.

e An extensive evaluation of several ASR and MT systems iresfiit languages to
gauge the positive effect of massive adaptation techniquadeo lecture repositories.

e A new approach to video lecture recommendation for contased RS using auto-
matic speech transcripts.

e A new language model adaptation technique for ASR that gisighificant WER im-
provements over solid baselines.

9.2 Publications

Most of the work of this thesis has directly yielded articiesnternational conferences and
journals. In this section we enumerate these contributotise scientific community, high-
lighting their relationship with the chapters of this treesi

The proposed Explicit Length Models for Statistical Ma@hifranslation in Chapter 3
led two publications: one international conference andjoamal article, being this latter an
extension of the former:

e Explicit Length Modelling for Statistical Machine Transtan. Joan Albert Silvestre-
Cerda, Jesus Andrés-Ferrer and Jorge Civera. Pattern Rgéoco@nd Image Analysis,
vol. 6669, pp. 273-280, Springer Berlin Heidelberg, 2089BN 978-3-642-21256-7,
DOI 10.1007/978-3-642-21257-4_34.

— Contribution: first author, main contributor of the pubkshwork.

e Explicit Length Modelling for Statistical Machine Transtan. Joan Albert Silvestre-
Cerda, Jesus Andrés-Ferrer and Jorge Civera. Pattern Rgoogvol. 45, no. 9, pp.
3183-3192, Elsevier, 2012. ISSN 0031-3203, DOI 10.104&t¢0g.2012.01.006.

— Contribution: first author, main contributor of the pubkshwork.

The AS system described in Chapter 4 participated in the &d8dgmentation competi-
tion from the Albayzin 2012 Evaluations, achieving the 2imdipon out of six systems and
five participants:

e Albayzin Evaluation: The PRHLT-UPV Audio SegmentatioteBysloan Albert Silvestre-
Cerda, Adria Giménez, Jesus Andrés-Ferrer, Jorge CiverAléons Juan. Online pro-
ceedings of the VIl Jornadas en Tecnologia del Habla antétian SLTech Workshop
(IberSpeech 2012), Madrid (Spain), pp. 596-600. 2012. I8BMN16-1535-2.

— Contribution: first author, main contributor of the pubkshwork.

JASC-DSIC-UPV 137



Chapter 9. Conclusions

In Chapter 5, the description of the system architecturbefitst version of our transLec-
tures Platform, as well as the first automatic and human atials carried out to assess the
benefits of the whole platform, resulted in three publiaadio

e A System Architecture to Support Cost-Effective Trangon@mnd Translation of Large
Video Lecture RepositoriesJoan Albert Silvestre-Cerda, Alejandro Pérez, Manuel
Jiménez, Carlos Turro, Alfons Juan and Jorge Civera. Pdioge of the IEEE In-
ternational Conference on Systems, Man, and Cybernetd€(3013), Manchester
(UK), pp. 3994-3999, 2013. DOI 10.1109/SMC.2013.682.

— Contribution: first author, main contributor of the pubkshwork.

e TransLecturesJ. A. Silvestre-Cerda, M. A. del Agua, G. Garcés, G. GascGifénez,
A. Martinez, A. Pérez, |I. Sanchez, N. Serrano, R. Spender\alor, J. Andrés-Ferrer,
J. Civera, A. Sanchis and A. Juan. Online proceedings of the&d&fnadas en Tec-
nologia del Habla and Ill Iberian SLTech Workshop (Iber@pe2012), Madrid (Spain),
pp. 345-351. 2012. ISBN 84-616-1535-2.

— Contribution: first author, main contributor of the pubkshwork.

o Efficiency and usability study of innovative computer-dittanscription strategies for
video lecture repositoriesluan Daniel Valor Mird, Joan Albert Silvestre-Cerda, &org
Civera, Carlos Turré and Alfons Juan. Speech Communication 74, pp. 65-75,
Elsevier, 2015. ISSN 0167-6393, DOI 10.1016/j.speconb2i&.006.

— Contribution: co-author, contributed to generate the raatttc transcriptions of
the lectures to be reviewed by users, and to set up the expatatnconditions
needed to perform all user trials.

The video lecture recommender system developed for theoVeltures.NET site in col-
laboration with Alejandro Pérez Gonzalez de Martos andegmiesl in Chapter 6 yielded the
following publication:

e Using Automatic Speech Transcriptions in Lecture Recordateon SystemsA. Pérez-
Gonzalez-de-Martos, J.A. Silvestre-Cerda, M. Rihtar, #/andand J. Civera. Online
proceedings of VIII Jornadas en Tecnologia del Habla andoBfidin SLTech Work-
shop (IberSpeech 2014), Las Palmas de Gran Canaria (Spain)149-158, 2014.
ISBN 978-84-617-2862-6.

— Contribution: co-author, responsible for the analysisigie and implementation
of the whole Recommender System except forrdgeilarandoccasionalipdate
modules.

The language model adaptation technique described in €hépin collaboration with
Adria Martinez Villaronga, was published in the followingliection:
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e Language model adaptation for lecture transcription byaoent retrieval A. Martinez-
Villaronga, M. A. Del-Agua, J. A. Silvestre-Cerda, J. Andliféerrer and A. Juan. Lec-
ture Notes in Computer Science, vol. 8854, pp.129-137 ngprilnternational Pub-
lishing, 2014. ISBN 978-3-319-13622-6, DOI 10.1007/9781%-13623-3_14.

— Contribution: co-author, responsible for the design anplémentation the pro-
posed document retrieval module; also contributed to tlsedeand execution of
the experiments.

Finally, the second user evaluations presented in Chaptar@llaboration with Juan
Daniel Valor Mirg, resulted in an international conferepeger:

e Efficient Generation of High-Quality Multilingual Sub#s for Video Lecture Reposi-
tories Juan Daniel Valor Mird, Joan Albert Silvestre-Cerda, &dtgvera, Carlos Turré
and Alfons Juan. Design for Teaching and Learning in a NekeaiVorld, Lecture
Notes in Computer Science, vol. 9307, pp. 485-490, Sprihgernational Publishing,
2015. ISBN 978-3-319-24257-6, DOI 10.1007/978-3-3195843 44.

— Contribution: co-author, contributed to generate the aatiic transcriptions and
translations of the lectures to be reviewed by users, anet tgpsthe experimental
conditions needed to perform all user trials.

9.3 Future Work

The work done for this thesis has revealed several techiwallognd scientific opportunities
that can be tackled as future work.

Regarding the explicit length models for SMT presented iajiér 3, we will carry out a
full Viterbi-like iterative training procedure that may tperform the proposed Viterbi-based
estimation method. Moreover, we would also study the coation of the Viterbi extracted
counts with those heuristically extracted as a smoothiogrtigue. Finally, we will also
explore alternative optimisation methods to MERT such aRM|1].

Although the AS system described in Chapter 4 already pesvékcellent performance
when detecting speech segments, it could be interestingptiore the adoption of the hy-
brid DNN-HMM approach, that is, to replace the emission pialities of HMMs by DNNs
instead of GMMs.

With regard to the RS presented in Chapter 6, our simple-tladed evaluation suggested
that the previous RS was slightly more used than ours. Feréaison, we intend to evaluate
and compare both RS using other evaluation approachesuhatteasure the suitability of
their recommendations. Besides, we plan to retrain the RB English transcriptions of
better quality, in order to study the impact of the qualitytloé speech transcriptions on the
quality of the recommendations. Furthermore, since TLPpramide multilingual subtitles,
we would like to extend this approach in order to also proveEmmmendations of related
lectures in other languages.

With respect to our new language model adaptation techipgy@osed in Chapter 7, we
plan to perform a comparative study between our documemgvet method and alternative
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methods proposed by other authors [2, 3, 5]. Also, we willlgtioiow to adapt language mod-
els to the vocabulary of the speaker in order to disambigcettiain words and expressions
frequently used by the lecturer that are not necessariyaelto the topic of the lecture.

Finally, in relation toThe transLectures-UPV Platforpresented in Chapters 5 and 8, we
plan to extend its functionalities in order to give full swppto transcription and translation
of Massive Open On-line Courses (MOOCs). Also, we will berofmeexport TLP to other
fields such as television or cinema, since only cosmeticgbsiare needed by TLP to fulfil
the needs of these areas. Finally, we will explore the pdggibf reactivating the intelligent
interaction mode of the TLP Player using speaker-adapted eanfidence measures [4] with
our greatly improved ASR and MT systems.
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