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ABSTRACT

In recent years, on-line multimedia repositories have experiencied a strong growth that have
made them consolidated as essential knowledge assets, especially in the area of education,
where large repositories of video lectures have been built in order to complement or even
replace traditional teaching methods. However, most of these video lectures are neither tran-
scribed nor translated due to a lack of cost-effective solutions to do so in a way that gives
accurate enough results. Solutions of this kind are clearlynecessary in order to make these
lectures accessible to speakers of different languages andto people with hearing disabilities.
They would also facilitate lecture searchability and analysis functions, such as classification,
recommendation or plagiarism detection, as well as the development of advanced educational
functionalities like content summarisation to assist student note-taking.

For this reason, the main aim of this thesis is to develop a cost-effective solution capable
of transcribing and translating video lectures to a reasonable degree of accuracy. More specif-
ically, we address the integration of state-of-the-art techniques in Automatic Speech Recog-
nition and Machine Translation into large video lecture repositories to generate high-quality
multilingual video subtitles without human intervention and at a reduced computational cost.
Also, we explore the potential benefits of the exploitation of the information that we know
a priori about these repositories, that is, lecture-specific knowledge such as speaker, topic
or slides, to create specialised, in-domain transcriptionand translation systems by means of
massive adaptation techniques.

The proposed solutions have been tested in real-life scenarios by carrying out several
objective and subjective evaluations, obtaining very positive results. The main outcome de-
rived from this thesis,The transLectures-UPV Platform, has been publicly released as an
open-source software, and, at the time of writing, it is serving automatic transcriptions and
translations for several thousands of video lectures in many Spanish and European universi-
ties and institutions.
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RESUMEN

Durante estos últimos años, los repositorios multimedia on-line han experimentado un gran
crecimiento que les ha hecho establecerse como fuentes fundamentales de conocimiento, es-
pecialmente en el área de la educación, donde se han creado grandes repositorios de vídeo
charlas educativas para complementar e incluso reemplazarlos métodos de enseñanza tradi-
cionales. No obstante, la mayoría de estas charlas no están transcritas ni traducidas debido a
la ausencia de soluciones de bajo coste que sean capaces de hacerlo garantizando una calidad
mínima aceptable. Soluciones de este tipo son claramente necesarias para hacer que las vídeo
charlas sean más accesibles para hablantes de otras lenguaso para personas con discapaci-
dades auditivas. Además, dichas soluciones podrían facilitar la aplicación de funciones de
búsqueda y de análisis tales como clasificación, recomendación o detección de plagios, así
como el desarrollo de funcionalidades educativas avanzadas, como por ejemplo la generación
de resúmenes automáticos de contenidos para ayudar al estudiante a tomar apuntes.

Por este motivo, el principal objetivo de esta tesis es desarrollar una solución de bajo
coste capaz de transcribir y traducir vídeo charlas con un nivel de calidad razonable. Más
específicamente, abordamos la integración de técnicas estado del arte de Reconocimiento del
Habla Automático y Traducción Automática en grandes repositorios de vídeo charlas educa-
tivas para la generación de subtítulos multilingües de altacalidad sin requerir intervención
humana y con un reducido coste computacional. Además, también exploramos los beneficios
potenciales que conllevaría la explotación de la información de la que disponemos a priori
sobre estos repositorios, es decir, conocimientos específicos sobre las charlas tales como el
locutor, la temática o las transparencias, para crear sistemas de transcripción y traducción
especializados mediante técnicas de adaptación masiva.

Las soluciones propuestas en esta tesis han sido testeadas en escenarios reales llevando
a cabo numerosas evaluaciones objetivas y subjetivas, obteniendo muy buenos resultados.
El principal legado de esta tesis,The transLectures-UPV Platform, ha sido liberado públi-
camente como software de código abierto, y, en el momento de escribir estas líneas, está
sirviendo transcripciones y traducciones automáticas para diversos miles de vídeo charlas
educativas en diversas universidades e instituciones Españolas y Europeas.
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RESUM

Durant aquests darrers anys, els repositoris multimèdia on-line han experimentat un gran
creixement que els ha fet consolidar-se com a fonts fonamentals de coneixement, especial-
ment a l’àrea de l’educació, on s’han creat grans repositoris de vídeo xarrades educatives per
tal de complementar o inclús reemplaçar els mètodes d’ensenyament tradicionals. No obstant
això, la majoria d’aquestes xarrades no estan transcrites ni traduïdes degut a l’absència de
solucions de baix cost capaces de fer-ho garantint una qualitat mínima acceptable. Solucions
d’aquest tipus són clarament necessàries per a fer que les vídeo xarres siguen més accessibles
per a parlants d’altres llengües o per a persones amb discapacitats auditives. A més, aquestes
solucions podrien facilitar l’aplicació de funcions de cerca i d’anàlisi tals com classificació,
recomanació o detecció de plagis, així com el desenvolupament de funcionalitats educatives
avançades, com per exemple la generació de resums automàtics de continguts per ajudar a
l’estudiant a prendre anotacions.

Per aquest motiu, el principal objectiu d’aquesta tesi és desenvolupar una solució de baix
cost capaç de transcriure i traduir vídeo xarrades amb un nivell de qualitat raonable. Més
específicament, abordem la integració de tècniques estat del’art de Reconeixement de la
Parla Automàtic i Traducció Automàtica en grans repositoris de vídeo xarrades educatives
per a la generació de subtítols multilingües d’alta qualitat sense requerir intervenció humana
i amb un reduït cost computacional. A més, també explorem elsbeneficis potencials que
comportaria l’explotació de la informació de la que disposem a priori sobre aquests reposi-
toris, és a dir, coneixements específics sobre les xarrades tals com el locutor, la temàtica o
les transparències, per a crear sistemes de transcripció i traducció especialitzats mitjançant
tècniques d’adaptació massiva.

Les solucions proposades en aquesta tesi han estat testejades en escenaris reals duent a
terme nombroses avaluacions objectives i subjectives, obtenint molt bons resultats. El prin-
cipal llegat d’aquesta tesi,The transLectures-UPV Platform, ha sigut alliberat públicament
com a programari de codi obert, i, en el moment d’escriure aquestes línies, està servint tran-
scripcions i traduccions automàtiques per a diversos milers de vídeo xarrades educatives en
nombroses universitats i institucions Espanyoles i Europees.

xiii





CONTENTS

Agraïments vii

Abstract ix

Resumen xi

Resum xiii

Contents xv

1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Scientific and Technological Goals . . . . . . . . . . . . . . . . . .. . . . . 4
1.3 Document Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .5
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 Preliminaries 9
2.1 Automatic Speech Recognition . . . . . . . . . . . . . . . . . . . . . .. . . 10
2.2 Audio Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Machine Translation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .11
2.4 Language Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5 Recommender Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.6 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .14

2.6.1 Segmentation Error Rate . . . . . . . . . . . . . . . . . . . . . . . . 14
2.6.2 Word Error Rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.6.3 Bilingual Evaluation Understudy . . . . . . . . . . . . . . . . .. . . 14
2.6.4 Translation Error Rate . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.6.5 Real Time Factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

xv



Contents

3 Explicit Length Modelling for Statistical Machine Transl ation 19
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2 Implicit Length Modelling . . . . . . . . . . . . . . . . . . . . . . . . .. . 21
3.3 Explicit length modelling . . . . . . . . . . . . . . . . . . . . . . . . .. . . 21

3.3.1 Standard length models . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.3.2 Specific length models . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3.3 Estimation of phrase-length models . . . . . . . . . . . . . . .. . . 24

3.4 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 26
3.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4 Efficient Audio Segmentation for Speech Detection 39
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.2 Corpora . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.3 System description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .41
4.4 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 42
4.5 Albayzin 2012 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . .. 42
4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

5 The transLectures-UPV Platform 47
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.2 poliMedia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.3 transLectures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.4 System Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 52

5.4.1 Web Service . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.4.2 Player . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.4.3 Database . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.4.4 ASR & SMT Systems . . . . . . . . . . . . . . . . . . . . . . . . . 57

5.5 System Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.5.1 Automatic Evaluations . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.5.2 User Evaluations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

6 Recommender Systems for Online Learning Platforms 75
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.2 Recommendation system overview . . . . . . . . . . . . . . . . . . . .. . . 76
6.3 System Updates and Optimisation . . . . . . . . . . . . . . . . . . . .. . . 79
6.4 Integration into VideoLectures.NET . . . . . . . . . . . . . . . .. . . . . . 80

6.4.1 The LaVie project . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.4.2 The VideoLectures.NET Repository . . . . . . . . . . . . . . . .. . 81
6.4.3 VideoLectures.NET user-lecture interaction analysis . . . . . . . . . 81
6.4.4 Topic and User Modelling . . . . . . . . . . . . . . . . . . . . . . . 86
6.4.5 Learning Recommendation Feature Weights . . . . . . . . . .. . . . 87

xvi JASC-DSIC-UPV



Contents

6.4.6 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

7 Language Model Adaptation Using External Resources for Speech Recognition 93
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
7.2 Document Retrieval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .95
7.3 Language Model Adaptation . . . . . . . . . . . . . . . . . . . . . . . . .. 95
7.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

7.4.1 Corpora . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
7.4.2 Acoustic Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
7.4.3 Language Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
7.4.4 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

7.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

8 Transcription and Translation Platform 103
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
8.2 The transLectures-UPV Platform . . . . . . . . . . . . . . . . . . . .. . . . 104

8.2.1 Use Cases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
8.2.2 Database . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
8.2.3 Web Service . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
8.2.4 Player . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
8.2.5 Ingest Service . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

8.3 Integration with poliMedia . . . . . . . . . . . . . . . . . . . . . . . .. . . 117
8.3.1 ASR and SMT Systems . . . . . . . . . . . . . . . . . . . . . . . . 117
8.3.2 Automatic Evaluations . . . . . . . . . . . . . . . . . . . . . . . . . 119
8.3.3 User Evaluations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

8.4 MLLP’s Transcription and Translation Platform . . . . . . .. . . . . . . . . 128
8.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

9 Conclusions 135
9.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
9.2 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
9.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

List of Figures 143

List of Tables 147

JASC-DSIC-UPV xvii





CHAPTER1
INTRODUCTION

Contents
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Scientific and Technological Goals . . . . . . . . . . . . . . . . . .. 4

1.3 Document Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1



Chapter 1. Introduction

1.1 Motivation

Artificial Intelligence (AI) is a very active research field whose aim is to develop systems,
machines and algorithms capable to mimic the human intelligence. Specifically, AI faces the
challenge of conferring reasoning, learning, natural language processing and perception ca-
pabilities to machines. Hence, AI research is divided in several highly specialised sub-fields.
Two of the most sizzling AI sub-fields are the Pattern Recognition (PR) and Machine Learn-
ing (ML). Both areas, hardly divisible, study the construction of algorithms that can learn
or infer specific knowledge from real-life data to make predictions or to identify patterns.
This is the case of applications such as Automatic Speech Recognition (ASR) and Machine
Translation (MT), in which the input data (audio signal or text) is properly pre-processed,
classified according to the system knowledge, and post-processed to generate the appropri-
ate or expected outputs (text transcription or translated text). In this thesis we will focus
on a particular application of ASR and MT technologies in theareas of On-line Educational
Technologies and Technology Enhanced Learning (TEL).

In recent years, the growth of the world wide web has offered agreat opportunity for aca-
demic institutions to enhance the learning process of theirstudents with digital media con-
tents that complement and even replace conventional teaching methods such as face-to-face
lectures [12]. Indeed, these digital resources are being incorporated into existing university
curricula around the world with enthusiastic response fromstudents [13].

In this sense, on-line multimedia repositories have becomeestablished as fundamental
knowledge assets, specially in those specialised on serving on-line video lectures. These
repositories are being built on the back of on increasingly available and standardised infras-
tructure [3, 4]. A well-known example of this is VideoLectures.NET [14], a free and open
access web portal that has already published more than 20.000 educational videos and con-
ference recordings given by relevant world-wide researchers and professors.

However, the utility of these audiovisual assets could be further extended by adding sub-
titles that can be exploited to incorporate added-value functionalities such as searchability,
accessibility, and discovery of content-related videos, among others. In fact, most of the
video lectures available in large university repositoriesare neither transcribed nor translated,
despite the clear need to make their content accessible to speakers of different languages and
people with disabilities [15]. Also, the subtitles can be used to develop advanced educational
functionalities like content summarisation to assist student note-taking [5].

For this reason, this thesis aims to developing a cost-effective solution that can do so
to a reasonable degree of accuracy. More specifically, we propose the integration of state-
of-the-art techniques in ASR and MT into large video lecturerepositories to generate high-
quality multilingual video subtitles without human intervention and at a reduced computa-
tional cost. Of course, although it would be the most desirable scenario, we do not expect to
produce error-free transcriptions and translations, and,for this reason, we also aim to create
efficient and ergonomic tools to allow the review of transcription and translations under a
collaborative-editing scenario.

The integration of ASR technologies into multimedia repositories is a well-known prob-
lem which has been previously and successfully explored, especially in the case of news
broadcasting [6, 8, 9] and TV content in general [1], although most of these systems are
mainly designed to provide subtitles in real-time. Other ASR applications can be found in
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video indexing [11], or in the subtitling of Parliament sessions [10] where, in some cases,
manual transcripts are synchronised with the input audio signal in order to generate the cor-
responding subtitles [2]. The integration of MT systems, meanwhile, has not been explored
in any great depth. There is one exception to this [7], where manual transcripts are assumed
to be available before the translation process starts. However, we have not found previous
works probing the integration of both ASR and MT technologies into large media reposito-
ries, nor the deployment of a collaborative framework through which users can amend errors
in transcriptions and translations with little effort.

The generation of multilingual subtitles for video lectures involves the consecutive ap-
plication of both technologies: on a first step, ASR to generate speech transcripts from the
lecturer, and on a second step, MT to translate these transcripts into other languages. As-
suming that recognition errors are likely to arise on the first step, and that these errors are
propagated to the second step, we need to ensure that our MT technology yields good quality
translations regardless the input source language text. Inthis line, Chapter 3 discusses how
length information is modelled in state-of-the-art Statistical MT (SMT) systems, proposing
a novel approach in which length variability of word sequences among source and target
languages is explicitly taken into account when translating sentences from one language to
another. Empirical results show how the proposed length models significantly improve base-
line state-of-the-art SMT systems.

It is important to note that ASR systems are the bottleneck ofthe generation of multi-
lingual subtitles: MT systems can be parallelized in order to reduce the overall computation
time, however, they cannot start generating translations until the speech transcript is available.
Consequently, ASR systems must be boosted as much as possible without compromising sig-
nificantly the quality of their outputs. Since the temporal cost of generating an automatic
transcription strongly depends on the length of the input audio signal, a simple way to speed
up the whole process is to apply a previous step in which the input audio signal is split into ho-
mogeneous acoustical regions to detect speech segments, and delivering these isolated speech
segments to the ASR system. Furthermore, transcription quality may be improved due the
fact that the ASR system does not have to deal with non-speechsegments, which are usually
but erroneously transcribed by their closest phonetic transcripts. This process of segmenting
the input audio signal to detect speech regions is addressedby Audio Segmentation (AS) sys-
tems. Since their application is motivated to hasten the overall process of transcribing a video
lecture, these systems must be as fast as possible. In Chapter 4, a simple yet powerful and
fast AS system is presented. This system participated in theAudio Segmentation competition
of the Albayzin 2012 Evaluations, achieving a worthy 2nd place in the final standings.

Despite state-of-the-art ASR and MT systems have been proved to yield accurate speech
transcriptions in most cases, their outputs can be greatly improved through the application of
massive adaptation techniques. Massive adaptation refersto process of exploiting the wealth
of knowledge available in video lecture repositories, thatis, lecture-specific knowledge, such
as speaker, topic and slides, to create a specialised, in-domain transcription or translation
system. A system adapted using this knowledge is therefore likely to produce a far better
ASR and MT output than a general-purpose system. These techniques are reviewed and
tested in Chapters 5 and 8. In addition, a novel approach to topic adaptation for ASR systems
using lecture-related text documents downloaded from the internet is proposed and evaluated
in Chapter 7.
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As for the integration of ASR and MT technologies into large video lecture repositories,
it is needed to design and develop a system architecture capable of blending the existing
workflows in remote repositories with transcription and translation processes, as well as to
engage users and authors into subtitle review processes. This architecture should also fa-
cilitate the incorporation of technological upgrades intoASR and MT systems to allow a
progressive refinement of the overall transcription and translation quality of the repository.
Indeed, Chapter 5 introduces a novel system architecture that satisfies these requirements.
The implementation of this architecture, calledThe transLectures Platform(TLP), was tested
under a real-life environment. Furthermore, the proposed system architecture is refined and
extended in Chapter 8.

Users that visit multimedia repositories are often overwhelmed by the vast amount of
choices that these sites offer. They may not have the time or knowledge to find the most
suitable videos for their needs. However, having all video lectures transcribed with our so-
lution described in Chapters 5 and 8, we can generate accurate semantic representations of
every lecture that can be used to recommend lectures to usersbased on their interests. Hence,
Chapter 6 describes a novel Recommender System (RS) that exploits lecture transcriptions
plus other related text resources to provide better recommendations to users. This RS was
developed, deployed and tested in the VideoLectures.NET repository web site.

1.2 Scientific and Technological Goals

All in all, the scientific and technological goals pursued inthis work are the following:

• Propose an approach to explicit length modelling for SMT.

• Develop an efficient Audio Segmentation system to speed up ASR systems.

• Study how massive adaptation techniques can lead to better results in transcription and
translation of video lecture repositories.

• Propose alternative topic adaptation techniques for ASR.

• Develop a system architecture capable of integrating ASR and MT technologies into
video lecture repositories.

• Develop appropriate solutions to enable users to edit transcriptions and translations
with ease and relatively small effort under a collaborativescenario.

• Design a Recommender System capable of exploiting speech transcriptions to provide
accurate recommendations to users in video lecture on-linerepositories.

• Evaluate these contributions in real-life scenarios.

• Make public releases of the software tools developed in thisthesis.
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Figure 1.1: Thesis’ chapter dependency graph.

1.3 Document Structure

This document is structured in nine sequential chapters that cover the topics and scientific
and technological goals proposed in this thesis. First, Chapter 2 gives some preliminary
concepts and background knowledge on the research fields covered by this thesis. Then,
Chapter 3 addresses the problem of length modelling in SMT and proposes new models that
explicitly convey length information about word sequenceswhen translating sentences from
one language to another. Next, Chapter 4 describes our proposed AS system to expedite the
subsequent ASR processes. Then, Chapter 5 presents a first system architecture to support the
integration of ASR and SMT technologies into video lectures, accompanied with objective
and subjective evaluations of transcription and translation quality with automatic metrics and
real users, respectively. Next, Chapter 6 describes a RS that takes advantage of the availability
of automatic transcriptions on a video lecture repository to provide better recommendations
to their users. Then, Chapter 7 proposes a new topic adaptation technique for ASR that
exploits lecture-related text information extracted fromdocuments downloaded from the web.
Next, Chapter 8 can be seen as a continuation of Chapter 5, in which an enhanced version
of the system architecture is described, together with an extension of the evaluation results
presented in that chapter. Finally, Chapter 9 gives a brief summary of the work described
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along the previous eight chapters, highlighting the scientific publications that endorse the
scientific impact of the contributions of this thesis, as well as some concluding remarks and
future work.

A sequential reading of the nine chapters of this document isencouraged if the reader
wants to learn about the whole work, however, specific chapters can be read attending to the
dependency graph shown in Figure 1.1.
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Chapter 2. Preliminaries

In this chapter we give the essential background information required to understand the
rest of the document. Since this is a multidisciplinary thesis, we will review the basics of Au-
tomatic Speech Recognition, Machine Translation, Language Modelling and Recommender
Systems. Also, we will introduce the evaluation metrics used in this thesis.

2.1 Automatic Speech Recognition

Automatic Speech Recognition (ASR) is an application of thefield of Natural Language
Processing whose goal is to provide an automatic transcription y of the speech utterances
contained in a given input audio signalx. Provided a parametrized audio signalx, we look
for the most probable transcription̂y so that

ŷ = argmax
y∈Y∗

p(x | y) p(y) (2.1)

wherep(x | c) andp(y) are modelled by acoustic and language models, respectively, be-
ing Y the vocabulary of the system. The most widely adopted audio signal parametrisa-
tion technique for automatic speech recognition is the Mel-Frequency cepstral coefficients
(MFCC) [6, 23]. State-of-the-art acoustic models use Hidden Markov Models (HMM) to
convey triphoneme (phonemes with context) length variability [7, 18, 22], combined with
Gaussian Mixture Models (GMM) [7, 22] or Deep Neural Networks (DNN) [5, 8, 20, 22] to
model qualitative triphoneme variability (speech features such as timbre, pitch or strength).
Language models are introduced in Section 2.4.

2.2 Audio Segmentation

Audio Segmentation (AS) is a task with applications in subtitling, content indexing and anal-
ysis that has received notable attention due to the increasing application of ASR systems to
multimedia repositories and broadcast news [11, 12, 14, 15]. Formally, this task can be stated
as the segmentation of a continuous audio stream into acoustically homogeneous regions.
Audio segmentation facilitates posterior speech processing steps such as speaker diarization
or speech recognition.

Audio segmentation can be viewed as a simplified case of ASR, in which the system
vocabulary is constituted by a reduced set of acoustic classes [3]. For instance, a simple
scenario could be the definition of two non-overlapping classes:SpeechandNo-Speech.

Provided an audio streamx, the segmentation problem can be stated from a statistical
point of view as the search of a sequence of class labelsĉ so that

ĉ = argmax
c∈C∗

p(x | c) p(c) (2.2)

where, as in ASR,p(x | c) andp(c) are modelled by acoustic and language models, respec-
tively.
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2.3 Machine Translation

Machine Translation (MT) is an application of the field of Natural Language Processing
whose goal is to provide an automatic translation of a sourcesentencex into a target sen-
tencey:

x = x1 . . . xj . . . x|x| xj ∈ X

y = y1 . . . yi . . . y|y| yi ∈ Y

beingX the source language vocabulary, andY the target language vocabulary. There exist
different approaches to tackle this automatic process:

• Rule-based MT: in this approach a set of linguistic translation rules between two lan-
guages are defined by human experts. Therefore, to translatea source language sen-
tence into the target language, only the most suitable existing translation rules are ap-
plied to the source sentence.

• Example-based MT: under this approach, the source sentenceto be translated is com-
pared against a database of translation examples to find the minimal set of word phrases
whose combination generates a complete translation.

• Statistical MT: this approach uses statistical methods to infer probabilistic distributions
from real translation examples that model how words or sequences of words from a
source language are translated into words or sequences of words in the target language.

• Hybrid MT: combines both the Rule-based and Statistical MT approaches.

In this thesis we will focus on Statistical MT (SMT), which represents the state-of-the-art
of the field. In SMT, we formulate the problem of translating asentence as the search of the
most probable target sentenceŷ given the source sentencex

ŷ = argmax
y∈Y∗

p(y | x) . (2.3)

Applying the Bayes’s theorem, we can reformulate Eq. 2.3 as follows:

ŷ = argmax
y∈Y∗

p(x | y) p(y) (2.4)

wherep(x | y) is a translation model, andp(y) a language model. There are different ap-
proaches to model the translation model probability, whichcan be word-based [2] or phrase-
based (i.e. that handle the problem of translating sequences of words instead of isolated
words) [9].

Nevertheless, state-of-the-art SMT systems are based on log-linear models that combine
a set of feature functions to directly model this posterior probability

p(y | x) = 1
Z(x) exp

(

∑

i λi fi(x, y)
)

, (2.5)
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beingλi, the weight for thei-th feature functionfi(x, y) andZ(x), a normalisation term
so that the posterior probability sums up to 1. Feature weights are usually optimised ac-
cording to minimum error rate training (MERT) on a development set [16]. Conventional
feature functions in SMT systems range from those dependingon word-based and phrase-
based translation models [10], over that directly derived from ann-gram language model [4],
to those inspired on word and phrase reordering models, and word and phrase penalties.

2.4 Language Modelling

Language Modelling is another application of the Natural Language Processing field in which
grammatical, semantic and syntactic relations between words of a given vocabulary or lan-
guage are learned by a probabilistic model. A language model(LM) gives a measure of how
likely a certain sequence of words is a valid phrase in the target language. LMs are widely
used in several applications such as ASR and MT. In these scenarios, the LM is used to
compensate the lack of word context information that possess acoustic and translation mod-
els, assigning a probability to each possible output proposed by the acoustic or translation
models.

Formally, a LM models the probabilityp(y) of observing a given sentencey:

y = y1 . . . yi . . . yI yi ∈ Y

beingI the length (number of words) of the sentence andY the vocabulary of the target
language. This probability can be decomposed applying the chain rule:

p(y) = p(y1)

I
∏

i=2

p(yi | y
i−1
1 ) . (2.6)

wherep(yi | y
i−1
1 ) denotes the probability of observingyi after observing the previous sub-

sequence of wordsyi−1
1 , commonly called word history. This means that the probability of

observing the wordyi depends on thei − 1 previous words. If we try to directly model this
posterior probability, we will find that the number of parameters of the LM exponentially
grows with the length ofy, making unfeasible to estimate such model on a large vocabulary
Y. Instead, the word history is limited up to the latestn words [1]:

p(y) ≃ p(y1)

I
∏

i=2

p(yi | y
i−1
i−n+1) . (2.7)

This approach is calledn-gram language modelling.n-gram probabilities are estimated
by maximum likelihood as follows [1]:

p(yi | y
i−1
i−n+1) =

N(yi−n+1, . . . , yi−1, yi)

N(yi−n+1, . . . , yi−1)
, (2.8)

beingN(·) the number of occurrences of the given word sequence observed in the training
corpus. However, the available training data is usually insufficient to properly estimate all
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model parameters, and, to alleviate this problem, smoothing techniques are applied. These
smoothing techniques are based on the idea of discounting some mass probability from all the
observed events in the training set and redistributing it among all unobserved events. Further
information about smoothing techniques and discount methods can be found in [13].

2.5 Recommender Systems

Recommender Systems (RS) are a multidisciplinary application of Natural Language Pro-
cessing, Artificial Intelligence and Data Mining that aims to provide suggestions of items
that could be of the interest of a user. These suggestions aremade usually to intervene in
decision-making processes, such as buying a specific objector playing a particular video,
specially when the user has to choose among a vast amount of alternatives.

RS are built taking into account mainly these three sources of information:

• Items: the objects that are recommended to the user. Items are usually described by
metadata such as their name and their main characteristics or features.

• Users: information about the users is key to deliver good recommendations, since it
can be used to infer or predict their willings and preferences. However, in some envi-
ronments this information might not be accessible, and thenrecommendations cannot
be personalised.

• Transactions: interactions between the RS and the user, that can be used to update user
models.

Depending on how this information is exploited, we can distinguish between the follow-
ing approaches [19]:

• Content-based: recommendations are made on basis of the similar items that the user
liked before.

• Collaborative filtering: the system recommends items that were relevant in the past for
other users with similar desires.

• Demographic: recommendations are based on the demographicprofile of the user, that
is, location, genre, age, etc. in the way that the same recommendations are made for
users sharing a similar profile.

• Knowledge-based: these systems recommend items based on specific domain knowl-
edge about how user preferences and needs can be satisfied with the recommended
objects.

• Community-based: widely used in social networks, these RS recommends to people
those items that were explicitly recommended by their friends.

• Hybrid: a combination of any of the previous approaches.
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RS predictions typically rely on statistical classifiers [19] such as bayesian networks,
support vector machines, or artificial neural networks. Training data is collected from real-
life logs and databases. This data is preprocessed to generate parametric representations that
can be used to train these classifiers. Finally, the RS evaluates all possible recommendations,
returning the bestn ranked items.

2.6 Evaluation Metrics

2.6.1 Segmentation Error Rate

The Segmentation Error Rate (SER) is an error metric defined as the fraction of class time
that is not correctly attributed to that specific class:

SER=

∑

n T (n) [max(R(n), H(n))− C(n)]
∑

n T (n)R(n)
(2.9)

whereT (n) is the duration of segmentn, R(n) is the number of reference classes that are
present in segmentn,H(n) is the number of system classes that are present in segmentn, and
C(n) is the number of reference classes in segmentn correctly assigned by the segmentation
system.

2.6.2 Word Error Rate

The Word Error Rate (WER) is an error metric that computes thenumber of edits (insertions,
deletions and replacements) that are needed to correct an hypothesis transcription (the output
of the ASR system) into the reference:

WER=
I +D +R

N
· 100

beingI the number of insertions,D the number of deletions,R the number of replacements,
andN the number of words in the reference. WER can be thought of as apercentage approx-
imation of the number of words that need to be corrected in order to achieve the reference
transcription.

2.6.3 Bilingual Evaluation Understudy

The Bilingual Evaluation Understudy (BLEU) [17] is a metricthat computes differentn-
gram order precisions between the hypothesis and one or morepossible reference transla-
tions. BLEU scores can be intuitively understood as the degree of overlap between the au-
tomatic translation generated by the MT system and the reference translation provided by a
professional linguist. BLEU is computed as follows:

BLEU = BP ·

(

N
∑

n=1

wn log pn

)
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being BP the Brevity Penalty factor used to penalise short translations,N the maximum
n-gram order (typically 4),pn then-gram precision of ordern computed between both hy-
pothesis and reference translations, andwn the weight assigned to the correspondingn-gram
precision (typically1/n).

The BLEU is a quality metric ranging from 0 to 100, meaning that the higher value, the
better translation quality.

2.6.4 Translation Error Rate

The Translation Error Rate (TER) [21], similarly to the WordError Rate (WER), is an error
metric that computes the number of edits that are needed to correct an hypothesis translation
(the output of the MT system) into the reference. The TER is a modified WER in which shifts
of word sequences are counted one instead of twice in the caseof WER, because it requires
two different operations: a deletion and an insertion. Thus, TER is computed as follows:

TER=
I +D +R+ S

N
· 100

beingI the number of insertions,D the number of deletions,R the number of replacements,
S the number of word shifts, andN the number of words in the reference. TER can be
thought of as a percentage approximation of the number of words that need to be corrected
in order to achieve the reference translation.

2.6.5 Real Time Factor

Since we are tackling the problem of transcribing and translating large media repositories
from the viewpoint of cost-effectiveness and efficiency, weare interested in measuring how
much time is needed a) to generate a transcription or translation from scratch, either manu-
ally or automatically, and b) to manually review automatic subtitles until reaching a perfect
transcription or translation.

To this end, we use the Real Time Factor (RTF) metric. RTF is computed as the time spent
generating/editing a transcription/translation file divided by the duration of the corresponding
video or audio file. So if, for example, a video lasts 20 minutes and the review of its automatic
transcription takes, by way of example only, 60 minutes, then the RTF for this video would
be 3.

Also, to compute a measure of review efficiency, for automatic transcriptions we will
compute the WER reduction per RTF unit, that is, by how many WER points the transcription
error is reduced for each RTF unit spent reviewing the automatic transcription. Similarly, for
MT, we can compute the TER reduction per RTF unit or the BLEU increase per RTF unit.
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Chapter 3. Explicit Length Modelling for Statistical Machine Translation

3.1 Introduction

As stated in Chapter 1, the main objective of this thesis is toprovide a cost-effective solution
to generate multilingual subtitles for media repositories. In this sense, MT is the technology
that enables multilingualism. Under this scenario, MT systems take as input automatic video
lecture transcripts, translating them into other languages. However, these transcripts are likely
to contain errors due to the inherent complexity of the ASR task. These errors are propagated
to MT systems, which also add another possible source of errors that can compromise the
quality of translations. Therefore, we should ensure that our MT technology yields good
quality translations regardless of the input transcripts.

Given this premise, at a first stage, our work was focused on finding possible ways to
improve state-of-the-art Statistical MT. We realised thatstate-of-the-art SMT systems do not
explicitly take into account the variability in length of word sequences between languages.
For this reason, in this Chapter we address the problem of explicit length modelling in SMT.

Explicit length modelling is a well-known problem in pattern recognition which is often
disregarded. However, it has provided positive results in applications such as author recogni-
tion [23], handwritten text and speech recognition [27], and text classification [10], whenever
it is taken into consideration.

Length modelling may be considered under two points of view.On the one hand, the
so-called implicit modelling in which the information about the length of the sequence is
indirectly captured by the model structure. This is often the case of handwritten text and
speech recognition [11], language modelling [5] and machine translation [18], which often
include additional states to convey length information.

On the other hand, we may perform an explicit modelling by incorporating a probability
distribution in the model to represent length variability in our data sample [22]. Explicit
modelling can be found in language modelling [12, 19], and bilingual sentence alignment
and segmentation [3, 9], among others.

Explicit length modelling in SMT has received little attention since Brown’s seminal pa-
per [4] until recently. Nowadays state-of-the-art SMT systems are grounded on the paradigm
of phrase-based translation [18], in which sentences are translated as segments of consecutive
words. Thereby, most recent work related to explicit lengthmodelling has been performed
at the phrase level with a notable exception [25]. Explicit phrase length modelling was ini-
tially presented in [24] where the difference ratio betweensource and target phrase length
is employed to phrase extraction and scoring with promisingresults. Zhao and Vogel [26]
discussed the estimation of a phrase length model from a wordfertility model [4], using
this model as an additional score in their SMT system. In [8],a word-to-phrase model is
proposed which includes a word-to-phrase length model. Finally, [1] describes the derivation
and estimation of a phrase-to-phrase model including a model for the source and target phrase
lengths.

However, none of the previous works report results on how explicit phrase length mod-
elling contributes to the performance of a state-of-the-art phrase-based SMT system. Fur-
thermore, phrase-length models proposed so far depend on their underlying model or phrase
extraction algorithm, which differ from those employed in state-of-the-art SMT systems. The
current work is inspired on the explicit phrase length modelproposed in [1], but applied to
a state-of-the-art phrase-based SMT system [17] and assessed on diverse language pairs in

20 JASC-DSIC-UPV



3.2. Implicit Length Modelling

order to systematically evaluate the contribution of explicit phrase length modelling in SMT.
The organisation of this chapter is as follows. The next section describes how state-of-

the-art SMT systems implicitly model length information. Section 3.3 explains the proposed
conditional phrase length models. Experimental results are reported in Section 3.4. Finally,
conclusions and future work are discussed in Section 3.5.

3.2 Implicit Length Modelling

As stated in Section 2.3, state-of-the-art SMT systems are implemented by log-linear models
that combine several feature functions based on phrase-based models.

Phrase tables do not model conditional phrase length correlation between corresponding
phrase translations, that is, the probability of translating a source phrase made up ofl words
by a target phrase ofm words, even though conditional phrase length models seamlessly
emerge in the generative process of a bilingual phrase-based segmentation [1].

Nevertheless, phrase-based models do implicitly model sentence length information through
some of these features, such as word and phrase penalty, thatcontrols the number of words
and phrases in the resulting translation. As discussed in more detail below, the word penalty
compensates for the bias towards short sentences [4] or prevents the generation of spurious
words [17], while the phrase penalty avoids the bias towardslong phrases.

In general,n-gram language models incorporate the special end-of-sentence symbol that
implicitly models sentence length information, even though it is not able to incorporate long-
term constraints. This limitation produces that ill-formed sentences receive an exponentially
growing probability mass depending on their length [4]. Hence, the probability of well-
formed sentences exponentially decays with their length. In order to alleviate this bias to-
wards short sentences, the word penalty feature introducesa constant bonus for each new
word added to the translation. However, in phrase-based SMTsystems, the word penalty
avoids the generation of spurious words [17]. In any case, the word penalty feature aims
at implicitly modelling sentence length information, not phrase length information, as the
models proposed in this work do.

On the other hand, phrase tables suffer from a bias towards long phrases due to a similar
modelling deficiency. Indeed, the phrase penalty adds a constant bonus for each additional
phrase incorporated into the translation. In fact, as shownin Section 3.3, the phrase penalty
is complementary to the proposed conditional phrase lengthmodels.

In this chapter, we address the problem of explicit conditional length modelling at the
phrase level. In addition to the conventional features mentioned above, additional features
derived from conditional phrase length models [1] are introduced. These additional features
are presented in the next section.

3.3 Explicit length modelling

In the phrase-based approach to SMT, the translation model considers that the source sentence
x is generated by segments of consecutive words defined over the target sentencey. As in [1],
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in order to define these segments we introduce two hidden segmentation variables

p(x | y) =
∑

T

∑

lT1

∑

mT
1
p(x, lT1 ,m

T
1 | y) , (3.1)

beingT the number of phrases into which both sentences are to be segmented, and being
lT1 andmT

1 the source and target segmentation variables, respectively. Thus, we can factor
Eq. (3.1) as follows

p(x, lT1 ,m
T
1 | y) = p(mT

1 | y) p(lT1 | mT
1 , y) p(x | lT1 ,m

T
1 , y) , (3.2)

wherep(mT
1 | y) andp(lT1 | mT

1 , y) are phrase length models, whilstp(x | lT1 ,m
T
1 , y) consti-

tutes the phrase-based translation model. We can independently factorise terms in Eq. (3.2)
from left to right,

p(mT
1 | y) =

∏

t p(mt | m
t−1
1 , y) , (3.3)

p(lT1 | mT
1 , y) =

∏

t p(lt | l
t−1
1 ,mT

1 , y) , (3.4)

p(x | lT1 ,m
T
1 , y) =

∏

t p(x(t) | x(1), . . . , x(t− 1), lT1 ,m
T
1 , y) , (3.5)

wheret ranges over the possible segmentation positions of the target sentence,lt andmt are
the length of thet-th source and target phrase, respectively, andx(t) is thet-th source phrase.

In state-of-the-art systems, the model in Eq. (3.3) is approximated by the phrase penalty,
which is intended to control the number of phrases involved in the construction of a transla-
tion, as previously discussed. Eq. (3.5) is simplified by conditioning only on thet-th target
phrase to obtain the conventional phrase table, which is used as another feature,

p(x(t) | x(1), . . . , x(t− 1), lT1 ,m
T
1 , y) := p(x(t) | y(t)) , (3.6)

with parameter set,θ = {p(u | v)}, for each source,u, and target,v, phrase. Finally, Eq. (3.4)
is used to derive conditional phrase length models that become new feature functions of our
log-linear model, and the corresponding phrase-based SMT system.

Next sections present two conditional phrase length models, namely,standardandspe-
cific, as a result of different assumptions on Eq. (3.4). In addition, two alternative parametri-
sations will be considered for each of these models, referred to asparametricand non-
parametric.

3.3.1 Standard length models

The standard length model is derived from Eq. (3.4) by takingthe assumption that the source
lengthlt only depends on the corresponding target phrase lengthmt as follows

p(lt | l
t−1
1 ,mT

1 , y) ≈ p(lt | mt) . (3.7)

The parametric model further assumes that the rightmost probability in Eq. (3.7) follows a
Poisson distribution

pγmt
(lt | mt) ∝ γlt

mt
exp(−γmt

) (3.8)

where the mass probability function is renormalised to sum 1, if a maximum phrase length is
specified. Therefore, the parameter set isγ = {γm} for each target phrase lengthm.
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On the contrary, in the non-parametric model, eachp(lt | mt) term in Eq. (3.7) plays the
role of a parameter, and, consequently, the parameter set isgiven byγ = {p(l | m)} for each
source,l, and target,m, lengths. This model is more sparse than the parametric model and it
is smoothed to alleviate this problem as follows

p̃(l | m) := (1− ε) · p(l | m) + ε ·
1

M
, (3.9)

whereM stands for the maximum phrase length.
For a given maximum phrase lengthM , say7, the parametric standard model requiresM

parameters, i.e.{γ1, γ2, . . . , γM}, while the non-parametric model needsM2 parameters, i.
e. {p(1 | 1), p(2 | 1), . . . , p(M | 1), p(1 | 2), . . . , p(M | M)}.

3.3.2 Specific length models

In the specific model, we take a morespecificassumption for Eq. (3.4) than that of Eq. (3.7)
by considering the dependency on the actual phrasey(t), instead of its length,

p(lt | l
t−1
1 ,mT

1 , y) ≈ p(lt | y(t)) , (3.10)

beingp(lt | y(t)), a source phrase-length model conditioned on thet-th target phrase. This
latter probabilityp(lt | y(t)) in Eq. (3.10) can be regarded as a parameter itself, yieldingthe
non-parametric model. In this case, the parameter set is defined byγ = {p(l | v)}, for any
target phrasev. In practice,v is any target phrase observed in the training set.

Similarly to the standard length model, the parametric model will assume that the proba-
bility in Eq. (3.10) follows a Poisson distribution

pγy(t)
(lt | y(t)) ∝ γlt

y(t) exp(−γy(t)) , (3.11)

where the probability mass function is renormalised so thatit sums up to1 if a maximum
phrase length is specified. Hence, the parameter set isγ = {γv} for each target phrasev. It
is worth noting the difference between Eq. (3.8) and Eq. (3.11). In the former, a Poisson dis-
tribution is considered for eachtarget phrase length, while in the latter a Poisson distribution
is assumed for eachtarget phrase.

Specific length models, both parametric and non-parametric, are considerably more sparse
than those of the standard model. In order to alleviate overfitting problems, the specific pa-
rameters are smoothed with the standard parameters as follows

p̃(l | v) := (1− ε) · p(l | v) + ε · p̃(l | |v|) , (3.12)

denoting by| · | the length of the corresponding phrase. The interpolation parameterε is
adjusted on a validation set in order to maximise BLEU.

Given a maximum phrase lengthM , and the set of all unique target phrases that have
been extracted from the training dataV = {v1, . . . , vn}, the parametric specific model re-
quires one Poisson parameter for each phrase, i.e.,{γv1 , γv2 , . . . , γvn}. On the other hand,
the non-parametric specific model requiresM parameters for each target phrase,{p(1 |
v1), . . . , p(M | v1), p(1 | v2), . . . , p(M | v2), . . . , p(1 | vn), . . . , p(M | vn)}.
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As usual in statistical modelling, there is a trade-off between the complexity of the model,
basically the number of parameters to be learnt, and the number of data samples available.
The more parameters to be learnt, the more data samples are needed to properly train the
corresponding model. If we compare the specific model with the standard model, the former
possesses a significantly greater number of parameters withrespect to the latter, and hence,
smoothing becomes critical. For instance, most of the target phrases occur only once, and
then, the ratio of samples to parameter for the non-parametric specific model is less than1,
which requires a strong smoothing. However, the standard model possesses fewer parameters,
and hence, it does not suffer from severe overfitting problems, i.e., the ratio will always be
much larger than1.

Another problem that arises in the context of data sparsity is the excessive generalisa-
tion of parametric models. Our Poisson model makes a stronger assumption regarding the
probability length distribution than that of the non-parametric model. However, it could be
the case that a target phrase occurs only once with its corresponding source phrase transla-
tion. If we assume that source and target phrase share the same length, saym = l, then the
maximum likelihood estimation of a non-parametric model gives(1 − ε) probability mass
to the single observed hypothesis. In contrast, the parametric model, which follows a Pois-
son distribution, would smoothly decrease this probability according to(1 − ε) lm exp(−l)
for source lengthsm different froml. Depending on the language pairs involved, either the
parametric or the non-parametric model would be a better hypothesis. These trade-offs are
experimentally analysed in Section 3.4.

3.3.3 Estimation of phrase-length models

The parameters of the models introduced in the previous section could be estimated by max-
imum likelihood criterion using the EM algorithm [7]. As shown in [1], the phrase-based
translation model is estimated as

p(u | v) =
N(u, v)

∑

u′ N(u′, v)
, (3.13)

beingN(u, v), the expected counts for the bilingual phrase(u, v). The estimation ofp(l | m)
is computed as

p(l | m) =
N(l,m)

∑

l′ N(l′,m)
, (3.14)

where
N(l,m) =

∑

u,v

δ(l, |u|) δ(m, |v|)N(u, v) , (3.15)

beingδ, the Kronecker delta. Conversely, for the Poisson model, the estimation of the param-
eterγm is similar to that of Eq. (3.14), and is given by

γm =

∑

l l ·N(l,m)
∑

l N(l,m)
. (3.16)

The parameters for the specific models,p(l |v), are estimated analogously.
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Although expected countsN(u, v) were exactly computed in [1], this was done at the
expense of limitating the expressiveness of the model to only consider monotonic bilingual
segmentations, otherwise the computational cost of the expected counts would require expo-
nential time [13].

However, the parameter estimation of conventional log-linear phrase-based system ap-
proximate expected countsN(u, v) with approximated countsN∗(u, v), derived from a
heuristic phrase-extraction algorithm [16]. Similarly, our first approach is also to approxi-
mateN(l,m) in Eq. (3.14) as follows

N∗(l,m) =
∑

u,v

δ(l, |u|) δ(m, |v|)N∗(u, v) . (3.17)

This approach is referred to asphrase-extractestimation, or simplyextractestimation. The
estimation of the proposed models with the phrase-extract estimation can be implemented
adding a constant time to the the phrase-extract algorithm for each phrase extracted. But for
simplicity reasons, it has been implemented as an additional pass over the extracted phrases.

A second approach to the estimation of phrase-length parameters is based on the idea
of a Viterbi approximation to Eq. (3.1). This approach considers only the source and target
segmentation that maximises Eq. (3.1)

l̂T1 , m̂
T
1 = argmax

lT1 ,mT
1

{Pr(x, lT1 ,m
T
1 | y)} . (3.18)

So, the hidden segmentation variables are uncovered and thecounts in Eq. (3.13) are not
expected fractional counts, but integer counts approximated by the Viterbi segmentation.

The search denoted by Eq. (3.18) is performed using a conventional log-linear phrase-
based system which is based on aA∗ search algorithm. It must be noted that the source
and target sentences are available during the training phase, so this search becomes a guided
search in which the target sentence is known.

In terms of computational complexity, the Viterbi-based estimation introduces a large
additional computational cost to the standard training phase. First, the Viterbi segmentation
of each training sample needs to be computed, which is an NP-hard problem approximated
by aA∗ search algorithm. Then, counts are collected from Viterbi segmentations in order to
estimate phrase length parameters.

Regarding the estimation method, it is not clear whether Viterbi or phrase-extract counts
better approximate actual expected counts, or even more important, which counts yield a bet-
ter estimation. On the one hand, Viterbi counts are more sparse than extract counts since they
are obtained only from a single segmentation, that is, the most probable segmentation. On the
other hand, phrase-extract counts are extracted from several “heuristic segmentations”. For
example, lety = (y1, y2) a target sentence, andx = (x1, x2) its source counterpart. Despite
its simplicity, this example allows us to illustrate the sparseness of the different estimation
methods. The heuristic extraction is based on word alignments between source and target
words. For this example, we further assume thatx1 is aligned withy1, andx2 with y2. Pro-
vided this example, the Viterbi approximation would probably consider the full sentence as
a phrase,(x1x2, y1y2), counting it once. In contrast, the phrase-extraction heuristic, would
produce3 phrases:(x1x2, y1y2), (x1, y1), and(x2, y2), and each of them would be counted
once.
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Table 3.1: Basic statistics for Europarl-v3.

Training sets Monolingual Bilingual
Language pairs En Es De En Es En De
Bilingual sentences 1.4M 965K 995K
Vocabulary size 115.7K 167.6K 327.2K 81.8K 113.0K 74.6K 226.9K
Running words 38.3M 40.3M 36.7M 20.3M 20.9M 21.5M 20.4M

Development Test
dev2006 devtest2006 test2007

Language En Es De En Es De En Es De
Sentences 2K 2K 2K
Vocab. size 6.1K 7.7K 8.8K 6.1K 7.8K 8.7K 6.0K 7.8K 8.8K
Run. words 58.8K 60.5K 55.1K 58.1K 60.2K 54.2K 59.2K 61.3K 55.6K
Perplexity 74 75 119 73 76 118 71 76 121

3.4 Experimental results

In this section, a systematic evaluation is performed to elucidate the benefits of explicit phrase
length modelling in phrase-based SMT. To this purpose, three language pairs were involved in
the experiments: English-Spanish (En-Es), Spanish-English (Es-En), English-German (En-
De), German-English (De-En) and Chinese-English (Zh-En).Experiments on Spanish and
German were carried out using the Europarl-v3 parallel corpora [15], which is a reference task
in the SMT field, while the Chinese-English experiments wereperformed using the BTEC
parallel corpora provided in the evaluation campaign for the IWSLT09 [21]. Basic statistics
for both corpora, Europarl and BTEC, are shown in Tables 3.1 and 3.2, respectively.

The experimental setup for the Europarl-v3 corpora provides three separate sets for the
purpose of evaluation campaigns: training, development, and test. The training set consists
of two datasets. The first of them is a monolingual dataset, that is devoted to train language
models, while the second dataset is a parallel corpus to train translation models. Also, two
development sets, known asdev2006anddevtest2006, are provided. On the one hand, the
datasetdev2006is used to perform Minimum Error Rate Training (MERT) of the weights in-
volved in the log-linear SMT model [20]. On the other hand, the development setdevtest2006
is dedicated to adjust the interpolation smoothing parameterε. Finally, final performance re-
sults are reported on thetest2007set.

Similarly, the BTEC corpora was also divided in three sets. The training set consists
in an unique parallel dataset which is used to train both language and translation models.
The development setdevset6was divided into two datasets. The first dataset, referred toas
dev-mert, is devoted to perform Minimum Error Rate Training, and the second dataset,dev-
smooth, is used to optimise the interpolation smoothing parameter, ε. Finally, devset7is the
test set on which final results are reported.

The performance of phrase length models was assessed on the freely available Moses
toolkit [17]. Basically, we compare the performance of the Moses baseline system (including
word and phrase penalties) to that of an augmented version ofthe Moses system incorporating
the phrase length models as additional features. More precisely, the phrase-length augmented
system includes two additional features, a source-conditioned and a target-conditioned phrase
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Table 3.2: Basic statistics for BTEC (IWSLT09).

Training Development (devset6) Test (devset7)
dev-mert dev-smooth

Language pairs Zh En Zh En Zh En Zh En
Bilingual sentences 20K 389 100 511
Number of references 1 1 1 6 1 6 1 10
Vocabulary size 8.4K 7.1K 726 724 307 321 888 872
Running words 171.5K 188.9K 2.5K 3K 682 871 3.3K 4.2K
Perplexity - - 47 26 60 31 51 33

length models.
A selection of the most relevant and representative experiments are shown in this section.

In order to gauge the translation quality of the different systems, the well-known BLEU and
TER metrics were used. In all cases, we reported the performance of the system on case-
insensitive translations.

First, BLEU scores as a function of maximum phrase length areplotted for each language
direction to provide an initial performance analysis of phrase length models (standard vs.
specific), parametrisations (Poisson vs. contingency table) and estimation methods (extract
vs. Viterbi). In these plots confidence intervals are not reflected for the sake of clarity.
Afterwards, we report BLEU and TER for maximum phrase length(maxPL=7) including
confidence intervals and pairwise statistical significancetests.

To be more precise, two bootstrapping methods, referred to as standard [14] and pair-
wise [2], were applied to all experiments in order to verify the statistically significance of
our results. The standard bootstrapping method computes absolute confidence intervals for
BLEU or TER for each system [14], while the second performs pairwise system compari-
son [2]. Although the standard bootstrapping method yieldstrustful confidence intervals, it
ignores the current bootstrapping sample complexity and thereby, typically produces large
confidence intervals. In other words, it does not consider that there are sentences which are
more difficult to translate than others, such as long sentences. In contrast, the pairwise boot-
strapping method provides smaller variances, since it takes into account the sample variance
by computing the difference with respect to a baseline system. For this reason, we also report
the so-calledprobability of improvement(PI) [2] that aims at minimising the variety of boot-
strapping sample complexity by simply counting the number of times a system is better than
other without taking into account the absolute improvement. PI figures for BLEU and TER
evaluations are reported when comparing the performance ofour proposed models to that of
the conventional Moses baseline system.

Figures 3.1, 3.2 and 3.3 show the evolution of the BLEU score (y-axis) as a function of
the maximum phrase length (x-axis) for experiments involving Spanish, German and Chi-
nese, respectively. In the case of Spanish and German experiments, the left-most column of
plots presents BLEU trends with English as the source language, while the right-most column
does the same with English as the target language. Reading Figures 3.1 and 3.2 by rows from
top to bottom, first the standard (std) or specific (spc) modelis set, depending which the best
performing system is, leaving the other two experimental parameter (estimation method and
parametrisation) free. The second row sets the estimation method (Viterbi or extract) and the
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rest of experimental parameters are left free. Finally, thethird row leaves the parametrisa-
tion constant, Poisson (param) or contingency table (non-param), and explores the other two
experimental parameters.

In Figure 3.1, the experiments regarding Spanish are presented. In both directions, the
best performing system involved the standard model with Poisson parametrisation and Viterbi
parameter estimation. As shown later, the PI for BLEU provedthat the improvement over
the baseline is statistically significant, and not only for the best performing system. How-
ever, given the standard model, there seem not to be a clearlybetter estimation method or
parametrisation.

Figure 3.2 shows BLEU trends involving German. Generally speaking, the best results
are obtained again with the standard model, but the specific model using the extract estima-
tion model obtains similar performance in the English-German pair. In all cases, the extract
estimation method seems to perform the best on average. These results can be explained
in the light of the trade-off between the number of parameters and data samples available,
mentioned in Section 3.3.2. As shown in Table 3.1, the Germanlanguage possesses a higher
perplexity compared to Spanish, so this fact reduces the parameter to sample ratio. To com-
pensate this effect more samples are required to train the same model (standard or specific).
For this reason, the extract estimation method is preferredover the Viterbi method.

Interestingly enough, the non-parametric parametrisation based on a contingency table
outperforms the Poisson parametrisation in all cases. Thisphenomenon is related to the
stronger assumption on the probability length distribution of the Poisson compared to that of
the non-parametric approach explained in Section 3.3.2.

Figure 3.3 presents BLEU score trends in the Chinese-English BTEC task. The leftmost
plot sets the specific model (best performing model for maximum phrase length equal to7) to
analyse the influence of the estimation method and the parametrisation, while the rightmost
plot sets the non-parametric approach and compares the performance of the standard and
specific models, and estimation methods. As shown, the non-parametric approach supersedes
the Poisson parametrisation given the specific model. This phenomenon is the same than that
observed in the experimental results with German. However,the specific model outperforms
the standard model in all cases, although an estimation method is not clearly preferred over
the other.

Tables 3.3, 3.4 and 3.5 show comparative performance results achieved by the baseline
system and the different proposed phrase length models for maximum phrase length equal to
7. Furthermore, confidence intervals at 95% computed according to the bootstrapping method
proposed in [14] are reported just below the corresponding measure, while PI in percentage
for BLEU and TER were calculated according to [2].

For all the experiments, we analyse the behaviour of the BP, and observed that it does not
varies significantly. For instance, for the German to English task it is0.995 ± 0.006 for all
models including the baseline. The only exception in which the BP could have some effect
in BLEU scores is the English-Spanish pair. In this pair, it is observed the greatest variability
in BP 0.987 ± 0.009, but the BP of the baseline is similar to that of some of our proposed
models. For this reason, we do not report a systematic evaluation in terms of BP values. Note
that this result is in accordance with the discussion in Section 3.3, in which we concluded that
the sentence length prediction is not expected to improve asa direct consequence of applying
phrase length models.
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Figure 3.1: BLEU scores as a function of the maximum phrase length in English-
Spanish and Spanish-English.
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Figure 3.2: BLEU scores as a function of the maximum phrase length in English-
German and German-English.
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Figure 3.3: BLEU scores as a function of the maximum phrase length for Chinese-
English BTEC task setting the specific model (left) and the non-parametric approach
(right), while the other two experimental parameters are left free.

Table 3.3: Evaluation results in terms of BLEU, Probability of Improvement (PI) for
BLEU, TER and PI for TER on English-Spanish (En-Es) and Spanish-English (Es-En)
pairs.

System
En-Es Es-En

BLEU BLEU TER TER BLEU BLEU TER TER
± 0.9 PI ± 1.0 PI ± 1.0 PI ± 1.1 PI

baseline 32.0 - 54.2 - 32.9 - 52.6 -
std extr non-par 32.3 99.4 54.2 62.1 33.1 97.9 52.3 100.0
std extr param 32.2 90.8 54.3 34.3 33.0 78.1 52.6 55.0
std vite non-par 32.2 87.5 53.9 100.0 33.2 97.7 52.4 99.0
std vite param 32.4 100.0 54.2 57.9 33.2 98.7 52.3 99.6
spc extr non-par 32.2 93.9 54.1 76.8 33.2 98.6 52.5 94.6
spc extr param 32.2 91.7 54.3 26.7 33.2 98.4 52.4 96.1
spc vite non-par 32.1 84.9 54.3 15.1 33.2 97.3 52.4 98.9
spc vite param 32.2 92.1 54.1 87.8 33.0 76.4 52.4 98.9

Table 3.3 presents the results for the English-Spanish (En-Es) and Spanish-English (Es-
En) pairs. As observed, confidence intervals overlap in all cases for TER and BLEU mea-
sures. However, PI for BLEU figures reflect that most of the systems proposed supersedes
the baseline system in more than 90% of the bootstrapping rounds. This is not so clear in
PI for TER on the English-Spanish pair, but again on the Spanish-English we observe the
superiority of the phrase length models proposed.

Table 3.4 provides experimental results on English-Germanand German-English pairs in
a similar fashion to Table 3.3. Again, we observed that the confidence intervals for BLEU
and TER between the baseline system and the proposed systemsoverlap. Indeed, PI for
BLEU on English-German do not reflect a notable superiority of phrase length systems over
the baseline, but PI for TER clearly does for at least four of our models. Nevertheless, the
analysis of PI on the German-English for BLEU and TER provides statistically significance
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Table 3.4: Evaluation results in terms of BLEU, Probability of Improvement (PI) for
BLEU, TER and PI for TER on English-German (En-De) and German-English (De-En).

System
En-De De-En

BLEU BLEU TER TER BLEU BLEU TER TER
± 0.8 PI ± 0.9 PI ± 1.0 PI ± 1.0 PI

baseline 21.0 - 65.8 - 27.9 - 58.6 -
std extr non-par 21.0 72.4 65.8 40.0 28.2 99.7 58.4 93.1
std extr param 20.7 4.7 65.8 46.7 28.1 92.9 58.2 100.0
std vite non-par 21.0 67.5 65.5 98.5 28.1 99.1 58.4 96.2
std vite param 20.9 47.7 65.5 98.0 27.9 53.5 58.7 19.2
spc extr non-par 21.1 73.2 65.6 95.5 28.2 99.5 58.3 99.4
spc extr param 21.0 52.2 65.5 99.5 28.0 89.4 58.3 98.8
spc vite non-par 21.0 55.9 65.3 100.0 28.0 74.7 58.5 74.8
spc vite param 20.9 21.8 65.8 61.2 27.9 71.7 58.5 77.8

Table 3.5: Evaluation results in terms of BLEU, Probability of Improvement (PI) for
BLEU, TER and PI for TER on Chinese-English (Zh-En).

System Zh-En
BLEU BLEU PI TER TER PI

baseline 35.8± 2.8 - 46.2± 2.3 -
std extract non-param 35.6± 2.9 42.3 44.0± 2.2 100.0
std extract param 35.7± 2.8 43.8 46.9± 2.4 11.3
std viterbi non-param 36.0± 2.9 64.7 45.4± 2.3 92.7
std viterbi param 35.1± 2.8 9.0 47.9± 2.3 0.0
spc extract non-param 36.2± 3.0 73.2 44.0± 2.2 100.0
spc extract param 35.4± 2.8 31.8 44.6± 2.2 99.5
spc viterbi non-param 36.1± 2.9 66.7 43.6± 2.1 100.0
spc viterbi param 34.7± 3.0 11.8 43.4± 2.0 100.0

evidence of the superiority of some of our proposed models.
Experimental results on the BTEC Chinese-English task are displayed on Table 3.5. As

happened in the other language pairs, confidence intervals overlap, though some of the pro-
posed models obtain a higher (not statistically significant) average performance than the
baseline system. Nonetheless, four of the proposed models outperform in terms of TER
the baseline system in all bootstrapping rounds. However, the same cannot be claimed when
analysing the PI for BLEU.

As mentioned above, there are language pairs for which the Poisson distribution (paramet-
ric) is a better parametrisation than a contingency table (non-parametric). For instance, the
Poisson distribution obtains surprisingly good results inthe English-Spanish pair compared
with its non-parametric counterpart. However, in the German-English pair, we observed that
the non-parametric models performs better. A possible explanation is a mismatch between
the underlying probability distribution and the Poisson distribution. In order to verify this
hypothesis, Figure 3.4 plots the standard model probabilities learnt with the parametric and
non-parametric parametrisation for a fixed target length of7 on the aforementioned language
pairs. In the English-Spanish pair, the non-parametric models seem to approximate the learnt
Poisson distribution. However, this is not the case in the German-English pair, in which the
non-parametric model learns a completely different probability distribution. Note that we are
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Figure 3.4: Probabilities learnt with standard model for both parametrisation and esti-
mation algorithms. Vertical axis plots the learnt probability for a target phrase length of
7 as a function of the source phrase length in the horizontal axis.

already comparing smoothed models in order to avoid overfitting on the training data. Fur-
thermore, we have also analysed this behaviour in the case ofspecific models, in which the
disagreement is more accentuated.

In Table 3.6, positive and negative translation examples were selected to illustrate the
behaviour of phrase length models on the Spanish-English task. Each example shows the
source sentence, the reference translation and the translation provided by the baseline sys-
tem followed by translations generated by a system augmented with phrase length features.
Those phrase length systems providing the same translationare referred to asothersand com-
mon suffixes are replaced by “. . . ”. In the first example, as a side effect of a better phrase
length model, the standard parametric model improves both,the quality of the translation
and the sentence length as a byproduct. In Table 3.3, the standard model approximated by
a Poisson distribution obtains the best results when trained using Viterbi counts. Indeed, it
is the only system able to balance the implicit length modelling features and the conditional
phrase length in this sentence. A similar result is observedin the second example, where both
parametric models trained with Viterbi counts produce a better translation. Finally, the last
example is a difficult sentence for which no system obtains a good translation. The proposed
length models in this case decrease the performance of the system in terms of TER. However,
the translation is similar for many of the length models. It is interesting to analyse in this case
how the Spanish word “desde” which means “from” is not translated by the baseline system,
but some of the length models introduce it, even at the expense of other word. In general, the
appropriate length model yields similar or better translations than the baseline system both in
terms of TER and BLEU, as shown in Table 3.3.
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Table 3.6: Translation examples on the Spanish-English pair. Phrase length systems
providing the same translation are referred to asothersand common suffixes are re-
placed by “. . . ”.

Length models improve evaluation measures

source nosotros hemos votado en contra .

reference we voted against it .

baseline we voted against .

std vite param we voted againstit .

others we voted against .

source estos documentos sumamente secretos nos proporcionan una extraña mirada entre bastidores de . . .

reference these extremely secret documents give us a rare look behind the scenes of . . .

baseline these documents secret extremely strange, give us a hidden behind the scenes of . . .

std vite param thesehighly secret documentsgive us astrangelook behind the scenes of the policy of . . .

spc vite param thesehighly secret documentsgive us astrangelook behind the scenes of the policy of . . .

others these documents extremely secrets provide us with a strangelook behind the scenes of . . .

Length models degrade evaluation measures

source desde el grupo socialista estimamos que el actual funcionamiento de la administración pública comunitaria es . . .

reference the socialist group considers that the current functioningof the community’s public administration is . . .

baseline we in the socialist group believe that the current functioning of the european public service is . . .

std vite param from the group of the party of european socialists, we believe that the current functioning of

spc extr non-parfrom the socialist group , we believe that the current functioning of the european public service is . . .

spc vite non-parfrom the socialist group we believe that the current functioning of the european public service is . . .

others we in the socialist group believe that the current functioning of the european public service is . . .

3.5 Conclusions

In contrast to the conventional implicit length modelling features present in state-of-the-art
SMT systems, we propose two novel explicit conditional phrase length models: the standard
length model and the specific length model. These two models can be seamlessly derived
from a generative bilingual segmentation process as shown in Section 3.3. Although previ-
ous work [1] addresses explicit phrase length modelling fora hidden semi-Markov model,
no systematic evaluation in a state-of-the-art system has been performed to the best of our
knowledge.

The proposed models have been parametrised in two differentways, using a contingency
table or assuming a Poisson distribution. In addition, two alternative parameter estimation
methods have been also presented: a heuristic algorithm based on the well-known phrase-
extract algorithm, and a maximum likelihood estimation method based on the Viterbi seg-
mentation.

These phrase-length models have been integrated in a state-of-the-art log-linear SMT
system as additional feature functions, providing in most cases a systematic boost of transla-
tion quality on unrelated language pairs. This improvement, albeit not being large, has been
proved to be statistically significant for several languagepairs: English to/from Spanish, En-
glish to/from German and Chinese to English.
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3.5. Conclusions

From the comparison of phrase-length models and parameter estimation approaches it
has been observed that, as theoretically expected, there isa trade-off between model com-
plexity and data sparseness. While for the Spanish pairs, a simple but properly estimated
model (standard model) suffices, other languages require a more complex and flexible model
(specific model). Regarding the estimation procedures a similar behaviour is observed. On
the one hand, whenever a simple model is enough to model bilingual phrase length corre-
lations, the Viterbi approach obtains a reliable and accurate estimation making the most out
of the model. On the other hand, for complex models, the phrase-extract produce a better
estimation since more approximated counts are generated tobetter estimate the parameters.

In the light of the results, as future work, we plan to performa full Viterbi-like itera-
tive training algorithm that may improve the quality obtained by the proposed Viterbi-based
estimation method, for example using n-best segmentation lists instead of one simple seg-
mentation. Moreover, we would also study as a smoothing technique, the combination of
Viterbi extracted counts with those heuristically extracted. Finally, alternative optimisation
methods to MERT, such as MIRA [6], will also be explored.
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Chapter 4. Efficient Audio Segmentation for Speech Detection

4.1 Introduction

Obtaining a full set of transcriptions for an entire video lecture repository is a high time-
consuming task, even if it is automated by taking profit of ASRsystems. The temporal cost
of generating an automatic transcription strongly dependson the length of the input audio
signal. In order to make this process more efficient, audio streams are split into homogeneous
acoustic regions which identify different acoustic classes, such as speech, silence, noise or
music segments. This task is carried out by Audio Segmentation systems. Then, the detected
speech segments are delivered to the ASR system, while all other non-speech classes are
discarded.

It is important to note that the audio segmentation process must be as fast as possible,
since its application is mainly motivated by making the whole process of generating automatic
transcriptions more efficient. However, a prior segmentation of the audio signal can also
provide a better transcription quality. For example, if we feed an ASR system with an audio
signal containing both speech and non-speech segments, theASR system will try to generate
the closest transcription also for the non-speech regions,producing undesired outputs. Even
more, automatic audio segmentations can lead better transcription outputs in comparison with
manual segmentations, as proved in [8].

This chapter describes an efficient audio segmentation system that was developed to be
part of our proposed transcription and translation platform (see Chapter 5). This system also
participated in the Albayzin Audio Segmentation Evaluation 2012.

Previous work on audio segmentation can be classified into those tackling this task at the
feature extraction level [1, 4, 5, 7], and those approximations working at the classification
level [2, 6]. This latter approximation is adopted in our audio segmentation system.

The rest of the chapter is organised as follows. Section 4.2 describes the corpora used
to train, tune and evaluate the system. Next, a complete system description is provided in
Section 4.3. Experimental results are presented in Section4.4. Then, Section 4.5 summarises
the participation of this system in the Albayzin Audio Segmentation Evaluation 2012. Finally,
conclusions and future work are drawn in Section 4.6.

4.2 Corpora

The corpora used to train, tune and test the audio segmentation system was the Albayzin
2012 corpus, consisting of a Catalan broadcast news database from the 3/24 TV channel,
which comprises 87 hours of acoustic data for training purposes. In this dataset, speech (sp)
can be found in a 92% of the segments, music (mu) is present a 20% of the time and noise
(no) in the background a 43%. Regarding the overlapped classes,40% of the time speech can
be found along with noise and 15% of the time speech along withmusic.

In addition, two sets,dev1anddev2, from the Aragón Radio database of the Corporación
Aragonesa de Radio y Televisión (CARTV), are used for developing and internal testing
purposes, respectively. Both sets sums up to 4 hours of acoustic data. All audio signals are
provided in PCM format, mono, little endian 16 bit resolution, and sampling frequency of 16
kHz.

Table 4.1 shows basic statistics for the train, dev1 and dev2sets. In addition, Table 4.2
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Table 4.1: Basic statistics of the Albayzin Corpus

train dev1 dev2
Time (h) 87.5 2.8 2.5

Table 4.2: Audio time distribution of all overlapping classes for the training set.

Class Time (h) Time (%)
sp 31.9 38.2
sp+no 31.4 37.6
sp+mu 12.6 15.1
mu 4.9 5.9
∅ 4.2 4.8
sp+no+mu 1.7 2.0
no 0.9 1.1
no+mu 0.1 0.1
Total 87.5 100

shows the audio time distribution over all overlapping acoustic classes as disjoint sets for the
training set.

4.3 System description

As mentioned in section 2.2, audio segmentation takes into consideration a reduced set of
acoustic classes, being in this case the power set of all segment classes found in the Albayzin
database: Speech (sp), music (mu) and noise (no), plus a silence (si) class used to denote
that none of the three classes is present in a given time instant. Thus, the system vocabulary
is defined as

C = {sp,mu, no, sp+mu, sp+ no,mu+ no, sp+mu+ no, si} (4.1)

In our case, it should be noted that each word/class is composed by a single phoneme.
According to Eq. 2.2, the audio segmentation system is composed by an acoustic model

and a language model.
On the one hand, acoustic models were trained on MFCC featurevectors computed from

acoustic samples. We used a0.97 coefficient pre-emphasis filter and a 25 ms Hamming
window that moves every 10 ms over the acoustic signal. From each 10ms frame, a feature
vector of 12 MFCC coefficients is obtained using a 26 channel filter bank. Finally, the energy
coefficient and the first and second time derivatives of the cepstral coefficients are added to
the feature vector.

Each segment class is represented by a single-state HMM without loops, and its emis-
sion probability is modelled by a GMM. Acoustic HMM-GMM models were trained using
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Table 4.3: SER figures for the three acoustic classes (speech, music, noise) in isolation
and overall SER, computed over thedev1anddev2sets.

Speech Music Noise Overall
dev1 1.2 25.3 71.4 24.9
dev2 2.2 20.2 71.2 26.4

the TLK toolkit [3], which implements the conventional Baum-Welch algorithm. For each
segment class, the number of mixture components per state was tuned on the development
set.

On the other hand, a5-gram back-off language model with constant discount was trained
on the sequence of class labels at the speech frame level using the SRILM toolkit [9]. Con-
stant discounts for each order were optimised on the development set. The segmentation
process (search) was also carried out by the TLK toolkit.

4.4 Experimental results

This section is devoted to the description of the experimental setup and results performed
before submitting our final audio segmentation system. For these experiments, acoustic and
language models were trained on thetraining set, while acoustic and language model param-
eters were tuned on thedev1set. Table 4.3 shows SER figures computed on thedev1and
dev2sets. In addition to the overall SER, SER values are providedfor each acoustic class
(speech, noise, music) in isolation.

As observed in Table 4.3, our audio segmentation system offers an excellent performance
in speech detection, so it could be successfully employed toprovide speech segments to
speech recognition systems, which is our main aim.

However, the system provides low performance at detecting non-speech classes, specially
the noise class. This fact can be explained by two reasons. First, we are using a feature rep-
resentation of the acoustic signal that is focused on highlighting human voice characteristics,
and conversely to abate acoustic features from music and noise. Secondly, few music and
noise data samples appear in isolation (5% and 1%, respectively) to make feasible to robustly
estimate acoustic models for these classes. For this reason, the global classifier suffers from
a bias towards the isolated speech class. For instance, the posterior probability of ansp+no
segment, given the isolated speech model parameter set is expected to be larger than that of
the isolated noise model parameter set.

Regarding speed, our system is extremely fast, with an average RTF near to zero (RTF
= 0.001, i.e. segmenting an audio signal of 2 hours takes approximately 7 seconds).

4.5 Albayzin 2012 Evaluation

The AS system described here participated in the Albayzin 2012 Evaluation. In this edition, 6
different systems from five Spanish research groups participated in this evaluation campaign.
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Table 4.4: Segmentation error rate (SER) for the three acoustic classes (speech, music,
noise) in isolation and overall SER, computed over blindtestset of the Albayzin 2012
evaluation.

Speech Music Noise Overall
test 1.9 36.8 46.5 26.5

Table 4.5: Final standings for the Audio Segmentation Competition of the Albayzin
2012 Evaluations.

Pos. System SER
1 AHOLAB-EHU 26.3
2 PRHLT-UPV 26.5
3 GTM-UVIGO 28.1
4 CAIAC-UAB 33.3
5 GTTS-EHU-2 39.6
6 GTTS-EHU-1 40.0

All participants were committed to detect overlapping speech, music and noise segments on a
blind test. This test set comprises 18 hours length from the Corporación Aragonesa de Radio
y Televisión (CARTV), as the dev1 and dev2 sets from the Albayzin database.

Table 4.4 shows the performance of our system in terms of SER for the three acoustic
classes, including the overall SER, over the blind test. These results are consistent with the
ones shown in Table 4.3.

Finally, Table 4.5 shows the competition’s final standings.Our system achieved the 2nd
position, very close to the winner [10]. However, it must be noted that our system (RTF
= 0.001) was considerably faster than the winner (RTF= 1.6). For example, in absolute
terms, our system processed the blind test (18 hours length)in 64 seconds, while the winner
system required about 29 hours, as inferred from their results [10].

4.6 Conclusions

In this chapter we have described the Audio Segmentation system that was integrated into
our transcription and translation platform. The system tackles the task of audio segmentation
from the viewpoint of an ASR system with a reduced vocabularyset. Experimental results
show, on the one hand, that our system provides excellent performance detecting speech
segments, and in the other hand, that it is extremely fast, providing real-time audio segmenta-
tions. Also, this system participated in the Audio Segmentation Competition of the Albayzin
2012 Evaluations, achieving the 2nd place, very close to thewinner system in terms of SER.

As future work, we will study a hybrid DNN-HMM approach for audio segmentation, that
is, the replacement of the emission probabilities of the HMMs by DNNs instead of GMMs.

JASC-DSIC-UPV 43





Bibliography

Bibliography
[1] J. Ajmera, I. McCowan, and H. Bourlard.

Speech/music segmentation using entropy and dy-
namism features in a hmm classification frame-
work. Speech Communication, 40(3):351–363,
2003.

[2] A. Bugatti, A. Flammini, and P. Migliorati. Au-
dio classification in speech and music: A compar-
ison between a statistical and a neural approach.
EURASIP J. Audio Speech Music Process., pages
372–378, 2002.

[3] M. A. del Agua, A. Giménez, N. Serrano,
J. Andrés-Ferrer, J. Civera, A. Sanchís, and
A. Juan. The translectures-upv toolkit. InAd-
vances in Speech and Language Technologies for
Iberian Languages - Second International Confer-
ence, IberSPEECH 2014, Las Palmas de Gran Ca-
naria, Spain, November 19-21, 2014. Proceedings,
pages 269–278, 2014.

[4] A. Gallardo-Antolín and J. M. Montero. Histogram
equalization-based features for speech, music, and
song discrimination.IEEE Signal processing let-
ters, 17(7):659–662, 2010.

[5] T. Izumitani, R. Mukai, and K. Kashino. A back-
ground music detection method based on robust
feature extraction. InProc. of ICASSP, pages 13–
16.

[6] Y. Lavner and D. Ruinskiy. A decision-tree-based
algorithm for speech/music classification and seg-
mentation.EURASIP J. Audio Speech Music Pro-
cess., 2009:2:1–2:14, 2009.

[7] C. Panagiotakis and G. Tziritas. A speech/music
discriminator based on rms and zero-crossings.
IEEE Transactions on Multimedia, 7(1):155–166,
2005.

[8] B. Ramabhadran, J. Huang, U. V. Chaudhari,
G. Iyengar, and H. J. Nock. Impact of audio seg-
mentation and segment clustering on automated
transcription accuracy of large spoken archives. In
INTERSPEECH, 2003.

[9] A. Stolcke. SRILM - an extensible language
modeling toolkit. In 7th International Confer-
ence on Spoken Language Processing, ICSLP2002
- INTERSPEECH 2002, Denver, Colorado, USA,
September 16-20, 2002, 2002.

[10] D. Tavarez, E. Navas, D. Erro, and I. Saratxaga.
Audio segmentation system by aholab for albayzin
2012 evaluation campaign. InProceedings of Iber-
SPEECH 2012, pages 577–584, Madrid (Spain),
2012.

JASC-DSIC-UPV 45





CHAPTER5
THE TRANSLECTURES-UPV PLATFORM

Contents
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

5.2 poliMedia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

5.3 transLectures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5.4 System Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

5.4.1 Web Service . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

5.4.2 Player . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

5.4.3 Database . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

5.4.4 ASR & SMT Systems . . . . . . . . . . . . . . . . . . . . . . . 57

5.5 System Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5.5.1 Automatic Evaluations . . . . . . . . . . . . . . . . . . . . . . 61

5.5.2 User Evaluations . . . . . . . . . . . . . . . . . . . . . . . . . 65

5.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

47



Chapter 5. The transLectures-UPV Platform

5.1 Introduction

In this chapter, an initial system architecture is described to support cost-effective transcrip-
tion and translation of large video lecture repositories, which is the main goal of this the-
sis. This architecture was adopted in the EU project transLectures, whose main aim was to
achieve just this through the use of advanced ASR and MT technologies. The starting hy-
pothesis in transLectures was that the gap that must be bridged by these technologies in order
to achieve acceptable results for the kind of audiovisual collections being considered is rel-
atively small. In transLectures, two key lines of research were pursued: massive adaptation
and intelligent (user) interaction [39].

Massive adaptation refers to process of exploiting the wealth of knowledge available
about these video lecture repositories (lecture-specific knowledge, such as speaker, topic
and slides) to create a specialised, in-domain transcription and translation system. A sys-
tem adapted using this knowledge is therefore likely to produce a far better ASR and MT
output than a general-purpose system.

Intelligent interaction is the process of human-computer interaction whereby we can ex-
ploit feedback from the user or prosumer community of a givenvideo lecture repository. For
instance, we can more or less count on a university lecturer being willing to devote a few
minutes of his time to correcting any errors in the automatictranscript generated for a lecture
he has recently recorded. The intelligent part comes in whendeciding exactly which seg-
ments of the transcript the lecturer should be asked to interact with. For example, the system
should not simply present the first minute of a lecture for review, since this section may well
be perfectly transcribed and need no manual corrections. This would be a waste of user effort.
Instead, an intelligent system should first identify which section(s) of the lecture contain the
most errors; that is, which section(s), based on its automatic confidence measures, are most
likely to contain errors, and then present these sections only to the the user for correction.

The above ideas were tested on two case studies: VideoLectures.NET [41] and poli-
Media [38]. VideoLectures.NET is an online video repository with more than 19.000 talks
(12.000 hours) given by top researchers in various academicsettings. poliMedia is a collec-
tion of over 15.000 videos (3.000 hours) recorded by course lecturers under controlled condi-
tions at the Universitat Politècnica de València, Valencia(Spain). Both repositories are active
players in the diffusion of the open-source Opencast (formerly Matterhorn) platform [14] cur-
rently being adopted by many education institutions and organisations within the Opencast
community. Indeed, a third key premise of transLectures wasto use (and develop) a system
architecture that works with Opencast, to allow the rapid adoption and real-life testing of
transLectures technologies.

In this chapter we will focus on the description and deployment of the aforementioned
system architecture over the poliMedia repository. From now, we will refer to this system as
The transLectures-UPV Platform(TLP).

The rest of the chapter is structured as follows. First, the poliMedia media repository
and the transLectures project are described in Sections 5.2and 5.3 respectively. Next, the
proposed architecture is described in detail in Section 5.4. Then, in Section 5.5, empirical
results are reported on the quality of the transcriptions and translations of poliMedia lectures
currently being maintained and steadily improved. Finally, some key conclusions are drawn
in Section 5.6.
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Table 5.1: Basic statistics of the poliMedia repository (September 2015).

Lectures 15436
Duration (hours) 3079
Avg. Lecture Length (minutes) 12
Speakers 1759
Avg. Lectures per Speaker 8

Figure 5.1: Example of a poliMedia lecture.

5.2 poliMedia

poliMedia is a service for the creation and distribution of multimedia educational content
at the UPV. It was designed primarily to allow UPV professorsto record their courses in
videos lasting around 10 minutes and accompanied by time-aligned slides. It serves more
than 36,000 students and 2800 university lecturers and researchers. poliMedia began in 2007
and has already been exported to several universities in Spain and South America. Table 5.1
shows basic statistics of the poliMedia repository. The vast majority of poliMedia lectures
(88%, 2.800h) are recorded in Spanish, although we can find recordings in other languages
such as English (7%, 159h) or Catalan (3%, 49h), among others.

poliMedia recordings are made up of two videos stacked horizontally: one of the slides
and another of the speaker, with a resolution of 1280x720 points. See Figure 5.1 for an
example of a poliMedia recording.

A reduced set of choices for the recordings can be chosen by speakers, but specific adjust-
ments are not allowed, in order to confer more homogeneity tothe recordings. The reduced
set of setups for the recordings, depicted in Figure 5.2 are the following, from left to right and
from top to bottom: full person shot with slide, half person shot with slide, white blackboard,
and top camera view.
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Figure 5.2: Setup choices for poliMedia

The slide area is a raw capture from the screen of the speaker’s computer, so, in addition
to slides, it can show websites, computer applications, or any other graphical resource that
can be executed in a computer. Furthermore, speakers are capable to write over the image
displayed on the slides area using a tablet PC connected to the computer.

The production process for a poliMedia repository has been carefully designed to achieve
both a high rate of production and a high quality output, comparable to that of a TV produc-
tion but at a lower cost. A poliMedia production studio consists of a 4x4 metre room with a
white background in which we find a video camera; a capture station; a pocket microphone;
lighting; and A/V equipment including a video mixer and an audio noise gate. It is worth
noting that the use of lighting in such a small set allows us toget a sharper image much more
easily than in a lecture recording hall.

The recording process is quite simple: lecturers (speakers) are invited to come to the
studio with their presentation and slides. They deliver their lecture, while they and their
computer screen are recorded in two different streams. The two streams are put side-by-side
to generate a raw preview of the poliMedia content, which canbe reviewed by the speaker at
any time.

Figure 5.3 shows a picture taken in the UPV poliMedia recording studio during a record-
ing session.

If the speaker is satisfied with the end result, a post-process is applied to the raw record-
ings, which includes cropping, joining (with a little overlap) and h.264 encoding, in order to
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Figure 5.3: A poliMedia recording session at the UPV.

generate a mp4 file suitable for distribution. This process is fully automatic, meaning that the
speaker can review the post-processed video file in just a fewminutes. Next, the mp4 file is
distributed online via a streaming server.

5.3 transLectures

transLectures [37, 39], acronym ofTranscription and Translation of Video Lectures, was an
EU (FP7-ICT-2011-7) STREP project in which advanced automatic speech recognition and
machine translation techniques were tested on large video lecture repositories. The project
started in November 2011 and finished in October 2014. The transLectures consortium in-
cluded video lecture providers (users), experts in ASR and MT, and professional transcription
and translation providers:

• Universitat Politècnica de València (UPV), Valencia, Spain (Coordinator).

• Xerox S.A.S. (XEROX), Grenoble, France.

• Jozef Stefan Institute (JSI), Ljubljana, Slovenia.

• Rheinisch-Westfaelische Technische Hochschule (RWTH), Aachen, Germany.

• European Media Laboratory GmbH (EML), Heidelberg, Germany.
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• Deluxe Digital Studios Ltd (DDS), London, UK.

Although the transLectures project involved all these institutions and companies, it is
important to note that the work and results reported in this thesis were exclusively generated
by the UPV, being the author of this thesis the designer and developer of TLP.

transLectures was grounded on the three following scientific and technological objectives:

1. Improvement of transcription and translation quality bymassive adaptation.

ASR had not yet revealed its full potential in the generationof acceptable transcriptions
for large-scale collections of audiovisual objects. However, relatively little further re-
search into ASR technology was required: we had to learn how to better exploit the
wealth of knowledge we have at hand. More precisely, the aim was to demonstrate that
acceptable transcriptions can be obtained through the massive adaptation of general-
purpose models from lecture-specific knowledge such as speaker, topic and, more im-
portantly, lecture slides. It is only by having acceptable transcriptions that adaptation
of translation models can also provide acceptable results.

2. Improvement of transcription and translation quality byintelligent interaction.

Massive adaptation can deliver substantial contributionsto the improvement of over-
all quality, but sufficiently accurate results are unlikelyto be obtained through fully-
automated approaches alone. Instead, in order to reach the desired levels of accu-
racy, user interaction needs to be taken into consideration. The typical user models for
the transcription and translation of audiovisual objects are batch-oriented. Under this
model, an initial transcription/translation is first computed by the system off-line and
then sent to the user to be post-edited manually without system participation. However,
these models only yield satisfying results when highly collaborative users are working
on near-perfect system output. Otherwise, a more intelligent interaction model that
saves on user supervision and allows the system to learn fromuser supervision actions
is proposed.

3. Integration into Opencast to enable real-life evaluation.

In contrast to many past research efforts in which system prototypes are evaluated in
the lab alone and are largely inapplicable to real-life settings, transLectures aimed to
develop tools and models for use with Opencast, in order to evaluate their usefulness
using real-life data in a real-life context.

All transLectures ideas were tested on the VideoLectures.NET and poliMedia media
repositories. For automatic transcription the English andSlovenian languages were consid-
ered in VideoLectures.NET, whilst Spanish was chosen for poliMedia. Meanwhile, automatic
translation was carried out from {Spanish, Slovenian} intoEnglish, and English into {French,
German, Slovenian, Spanish}.

5.4 System Architecture

This section describes the architecture of thetransLectures-UPV Platform(TLP) that was
developed and integrated for the first time with the poliMedia repository on June 2013. Fig-
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Figure 5.4: Overview of TLP when deployed over the poliMedia repository.

ure 5.4 shows a global overview of the components and processes involved in TLP when
deployed in a media repository such as poliMedia.

First of all, we have identified two use cases to cover the different ways in which the user
is able to interact with the system. Specifically, the user may want simply to view a video
lecture and its corresponding subtitles, which would be thefirst use case, or he might choose
to also edit/supervise the automatic subtitles, which would be the second.

In the first use case, the user browses the poliMedia catalogue and selects the lecture he
wants to watch. The user then is redirected to the poliMedia player (Figure 5.1), where he
can watch the requested lecture. This player allows the userto select subtitles for the video in
different languages, where available. The list of languages available is obtained by sending
a request to an external service: the TLP Web Service (see Section 5.4.1). This Web Service
checks to see if there are subtitles available for a given lecture and, if so, in which languages.
Once the user has selected a language, the player sends a request to the web service asking for
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the corresponding subtitles file. This file is then sent in DFXP format [44] and immediately
displayed on the player. All subtitles are generated automatically by the ASR and SMT
systems (see Section 5.4.4). The generated subtitles alongwith the corresponding metadata,
are stored in the TLP Database (see Section 5.4.3).

In the second use case, the user, while watching a lecture with the corresponding subtitles
as described in the first use case, notices that the subtitlesdisplayed contain transcription
errors and decides to correct them. The poliMedia player offers the possibility to redirect
the user to the TLP Player, a tool with subtitle editing capabilities, among other features (see
Section 5.4.2). Corrections made by the user are sent back tothe Web Service, appending
them into the original DFXP file. The DFXP format is extended in this use case in order to be
able to track the history of modifications made by users and the automatic systems, allowing
the Player to show the best subtitles available for every segment. In other words, a DFXP file
can be understood as a mini repository of caption modifications.

TLP needs to be permanently synchronised with the poliMediarepository in order to
provide transcriptions and translations for any newly recorded videos. For this purpose, the
TLP Web Service provides a lecture upload service, which is used by the poliMedia recording
system. Then, once a new lecture has been uploaded to the Web Service, the transcription of
this lecture and its subsequent translation into differentlanguages is carried out by the ASR
and SMT systems.

It is worth noting the distributed nature of TLP architecture (i.e. that each component
could be deployed on a different machine), although in this case study all components were
hosted by a single machine mounting a Intel i7 CPU with 64GB ofRAM.

In the following sections, we give more detailed descriptions of the key components of
TLP.

5.4.1 Web Service

The TLP Web Service is the interface for exchanging information and data between the poli-
Media repository and TLP. It also enables the subtitle visualisation and editing capabilities of
the TLP Player. This Web Service is implemented as a python Web Server Gateway Interface
(WSGI), and defines a set of HTTP interfaces related to caption delivery and media upload:

• /ingest: POST request which allows the client to upload audio/videofiles and other re-
lated material, such as slides and textual resources, whichcould be useful for adapting
the ASR system. This POST request also allows additional metadata to be submitted,
such as the language of the recording and speaker ID. This metadata can be used to
enhance the accuracy of the ASR system by applying speaker adaptation techniques.
The automatic translation is then generated from the automatic transcription, and both
are stored in DFXP format.

• /status: GET request to check the status of a video lecture uploaded through the ingest
interface.

• /langs: GET request that provides the client with a list of the subtitles and languages
available for a given lecture.
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Figure 5.5: TLP Player showing the default side-by-side editing layout. The video
playback is shown on the left-hand side of the screen, whilstthe transcription editor
appears on the right-hand side.

• /dfxp: GET request that returns the subtitles in DFXP format for a specific lecture and
language.

• /mod: POST request that sends and commits changes made by a user when supervising
a transcription or translation.

All these interfaces operate with the Database, which stores all information needed by the
Web Service.

5.4.2 Player

Although the quality of automatic transcriptions and translations that TLP provide are accu-
rate enough to be considered useful (see Section 5.5.1), they may contain errors that need
to be corrected by the user. A PHP/HTML5 video player and caption editor was carefully
designed to expedite the error supervision task and obtain subtitles of an acceptable quality in
exchange for a minimum amount of user effort. The TLP Player was developed in accordance
with Nielsen’s usability principles [27, 28], and it was iteratively improved during the user
evaluations described in Section 5.5.2.

Three alternative editing layouts were available for usersto choose from according to
their personal preferences. Figure 5.5 shows the default side-by-side editing interface with
the video playback on the left and transcription editor on the right.

At that time, the TLP Player offered two interaction modes: batch/post-editing interac-
tion, in which the user can freely supervise any segment of the video; and intelligent interac-
tion, in which the player asks the user to correct only those words considered most likely to be
incorrect by the system. Figure 5.6 shows a zoomed screenshot of the intelligent interaction
mode. Probably incorrect words that need revision from the user appear highlighted in red.
Both post-editing and intelligent interaction strategiesare evaluated under an experimental
setup with real users in Section 5.5.2.

Additionally, a complete set of key shortcuts were implemented to enhance expert user
capabilities.
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Figure 5.6: A zoomed screenshot of the transcription interface of the TLP Player in
intelligent interaction mode.

Figure 5.7 shows an alternative editing interface where thetranscription is located below
the video, which is intended to bring a clear look of what is being shown on the video in case
it contains relevant information.

Captions are retrieved from the Web Service through the/dfxp interface, which provides
the complete video transcription or translation in DFXP format. As already indicated, the
availability of language-specific subtitles can be consulted by querying the Web Service
/langsinterface. Once retrieved, users are able to correct transcription/translation errors and
save modifications back to the Web Service through its/modinterface.

Figure 5.8 shows the third editing interface, which is suitable for users who do not pretend
to make a full supervision of the video but to perform specificmodifications.

5.4.3 Database

The TLP Database stores all the data required by the Web Service, and the ASR and SMT
systems. Specifically, it stores the following entities:

• Lectures: All the information related to a specific lecture is stored in the Database,
such as language, duration, title, keywords and category. In addition, an external ID,
recognised by the poliMedia database, is stored and used in all transactions performed
between the poliMedia player and the Web Service for lectureidentification purposes.
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Figure 5.7: TLP Player, second layout.

• Speakers: The information about the speaker of a given lecture can be exploited by the
ASR system, adapting the underlying models to the speech peculiarities of a specific
speaker. The result is a better transcription and, consequently, a better translation.

• Captions: All subtitles generated by the ASR and SMT systemsare kept in the Database
and retrieved by the Web Service.

• Uploads: Every time a Web Service/ingestoperation is requested by the poliMedia
recording system, a new entry is stored in the Database. Oncethe computation of the
automatic transcription and translation of the lecture is performed, a new entry is added
to the lectures, speakers and subtitles entities.

5.4.4 ASR & SMT Systems

ASR and SMT systems are key components of TLP. These systems generate the automatic
transcriptions and translations of every lecture available in the poliMedia repository. They
are designed to exploit all available information regarding the repository in order to enhance
transcription and translation quality.
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Figure 5.8: TLP Player, third layout.

On the one hand, regarding Automatic Speech Recognition, information about the speaker
is used to inform acoustic model adaptation techniques, while text extracted from slides are
used to adapt language models to the specific topic of the lecture.

On the other hand, translations of a given lecture into different languages are generated
from its automatic transcription. This means that translation accuracy is highly correlated
with transcription quality; that is, the better the transcription, the better the translation. SMT
systems are adapted to the topic of the lecture by updating the translation and language mod-
els with related training data extracted from out-of-domain parallel corpora.

It must be noted that TLP was designed to easily allow an automatic regeneration of
subtitles following major upgrades to the ASR or SMT systems. These upgrades might be the
result of better acoustic, translation or language models,or of new ASR and SMT techniques.
This means that the repository’s overall transcription andtranslation quality can be constantly
improved.

In the initial deployment of TLP over the poliMedia repository, only Spanish video lec-
tures were considered, and thus, an Spanish ASR system was built to generate a complete set
of transcriptions for all those videos. Additionally, an Spanish to English SMT system was
trained to generate automatic English translations from the Spanish transcriptions. Below it
follows a detailed description about the training of these systems.

Spanish ASR System

The first Spanish ASR system was based on the conventional GMM-HMM approach, using
the TLK toolkit [4] to train acoustic models and the SRILM toolkit [36] to deployn-gram
language models.
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In order to train the baseline Spanish acoustic models, training speech segments were
first transformed into16KHz, and then parametrised into sequences of39-dimensional real
feature vectors. In particular, every10 milliseconds12 Mel Frequency Cepstral Coefficients
(MFCC) [45], the log-energy, and their first and second ordertime derivatives were calcu-
lated. Regarding the transcriptions,23 basic phonemes were considered plus a silence model.
Words were transformed into phonemes according to the Spanish pronunciations rules. The
resulting phoneme transcriptions also include speech disfluencies as hesitations, incorrect
pronunciations, etc.

The previously extracted features were used to train tied triphoneme HMMs with Gaus-
sian mixture models for emission probabilities. The training scheme was similar to the one
described in [45]. Firstly, each Spanish phoneme was modelled as a three state HMM with
a conventional left to right topology. Secondly, these HMMswere used to initialise tri-
phonemes which were extracted by modelling each phoneme with its context. Thirdly, an
automatic tree-based clustering based on manually craftedrules was used to tie the original
states [46]. As a product of the previous process, tied triphoneme HMMs with only one
Gaussian component per state were obtained similarly to [46]. Finally, mixture components
in each state were repeatedly split using an iterative training process. During all training
steps the Baum-Welch algorithm was used to estimate the model parameters that maximises
the log-likelihood for the training data [30, 45].

Two speaker adaptation techniques were applied in order to improve the baseline acous-
tic models: fast vocal tract length normalisation (VTLN) [42], and Constrained Maximum
Likelihood Linear Regression (CMLLR) [8, 10, 35].

On the one hand, the motivation of VTLN is that different speakers usually have vocal
tracts of different lengths. These different lengths result in linear shifts of the formant fre-
quencies (frequency regions where the acoustic energy of the voice is high). To alleviate this
variability, frequencies from the acoustic data are linearly transformed (warped) to maximise
the log-likelihood of the training data.

On the other hand, the CMLLR technique aims to linearly transform the mean and vari-
ance of all Gaussian mixture components from all HMM states in order to better fit to the
acoustic features of the speaker. Letµsi andΣsi be the mean and variance of thei-th Gaus-
sian mixture component of an HMM states. The CMLLR technique computes a neŵµsi

andΣ̂si such that
µ̂si = Aµsi + b and Σ̂si = AΣsiA

T

for an adaptation matriceA and an adaptation vectorb that maximise the log-likelihood of
the input data. However, it is more convenient to apply this transformation to the input
features instead to the acoustic models, as it has been demonstrated to be equivalent [8].
Thus, CMLLR adaptation introduces a second recognition step, in which the output of the
first recognition step is used to estimate the adaptation matricesA andb, used afterwards
to transform the standard input features to CMLLR features used in the second recognition
step [35].

Regarding language modelling, the baseline language modelwas a linearly interpolated 4-
gram language model composed by severaln-gram models which were trained with different
in-domain and out-of-domain corpora, one per corpus. Alln-gram models were smoothed
with modified Kneser-Ney absolute interpolation method [15]. Interpolation weights were
optimised to minimise the perplexity on a given in-domain development set [13].
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To improve our baseline language model, a3-gram language model trained with the text
from the slides of the video to be recognised is added to the interpolation scheme [23]. Un-
luckily, the poliMedia repository does not keep a separateddigital text version (i.e. PDF,
PPT) of the slides for each video lecture, and therefore textinformation has to be extracted
directly from the video. To this purpose, we used the free Optical Character Recognition
(OCR) software Tesseract [34] accompanied with proper pre-processing and post-processing
steps as done in [23], although this automatic process can introduce text recognition errors
that might ruin the potential improvement that slides may introduce.

Finally, the well-known Viterbi algorithm, implemented inthe TLK toolkit, is used to
automatically recognise the videos lectures.

Spanish→English SMT System

The Spanish into English translation system initially deployed was based on the state-of-the-
art phrase-based SMT toolkit Moses [17] for training translation models, and on the SRILM
toolkit [36] to trainn-gram language models.

Obtaining accurate automatic translations of educationalvideos is one of the most chal-
lenging tasks due to the lack of in-domain parallel data to train SMT systems. However, there
exist large amounts of out-of-domain parallel corpora which are publicly available. Since our
objective was to use lecture-specific knowledge in order to adapt the translation models to the
lecture domain, we applied a sentence selection technique called Infrequentn-gram Recov-
ery or Infrequentn-gram Sentence Selection (ISS) [9]. This technique selectsthe minimal
set of sentences from an out-of-domain parallel corpora that yield reliable estimations for all
the n-grams that occur in the text to be translated, which, inour case, is the transcription of
the video lecture.

When selecting sentences, it is important to choose sentences that containn-grams that
have rarely occurred in the training corpus but that are going to be used in the translation.
Suchn-grams are denoted asinfrequentn-grams, i.e. n-grams that occur less than a given
thresholdt, the so-called infrequent threshold.

Sentences from the out-of-domain pool are sorted by their infrequency score in order to
select the most informative ones. The infrequency score depends on the infrequent score that
the sourcen-grams to be translated receive. Letw be an-gram from the set of alln-grams
X that appear in the source text;C(w) the occurrences ofw in the source part of the training
corpus; andN(w) the counts ofw in the source sentencef from the out-of-domain pool to
be scored. The infrequency scorei(·) of the source sentencef is defined as

i(f) =
∑

w∈X

min(1, N(w))max(0, t− C(w)) (5.1)

In order to avoid giving a high score to noisy sentences with alot of occurrences of the same
infrequentn-gram, only one occurrence of eachn-gram is taken into account to compute the
score. Additionally, the infrequency score tends to give more importance to then-grams with
the lowest counts in the training corpora. Consequently, the score is updated every time a
sentence is added to the training set. The process is stoppedwhenever a maximum number of
sentences is obtained, or no infrequentn-ngram is left in the training corpora [9]. Finally, the
selected sentences from the out-of-domain corpora are added to the in-domain training data
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(if available) in order to create the final training data set.This final training set is used then
to train the phrase-based and word-based translation models with the Moses SMT toolkit.

Regarding language modelling, we trained a large linearly interpolated Englishn-gram
language similarly to the Spanish ASR system. Each individual language model was trained
in a different corpus. All models used order 4 and were smoothed with modified Kneser-
Ney absolute interpolation method [15]. Interpolation weights were optimised to minimise
the perplexity on a given in-domain development set [13]. Inaddition, we considered to
use a secondn-gram language model trained with the in-domain training data obtained after
applying the ISS technique. Both language models were incorporated into the log-linear
translation model as new feature functions [18].

Finally, the built-in decoder from the Moses toolkit was used to translate the input sen-
tences given by the Spanish ASR system into English.

5.5 System Evaluation

TLP was evaluated at the first stage from two different viewpoints. On the one hand, Sec-
tion 5.5 describes how transcription and translation quality was automatically assessed to
gauge the performance of the underlying ASR and SMT systems.On the other hand, Sec-
tion 5.5.2 shows how user satisfaction and productivity were analysed through real user eval-
uations.

5.5.1 Automatic Evaluations

In this section we empirically assess the performance of theSpanish ASR and the Spanish
into English SMT systems described in Section 5.4.4. After an exhaustive analysis of several
massive adaption techniques that exploit lecture-relatedinformation available a priori in the
repository, best systems on both tasks were put into production to automatically generate
Spanish and English subtitles for all Spanish poliMedia lectures.

Spanish ASR System

To train and evaluate the Spanish ASR system, 114 hours of Spanish poliMedia video lectures
were manually transcribed as part of the transLectures project. This manually transcribed data
was partitioned into training, development and test sets that were allocated to train, tune and
evaluate our ASR system. Statistics on these three sets are shown in Table 5.2.

On the one hand, the acoustic models were trained using the training set of the poliMe-
dia corpus. In summary, the ASR system accounted 1745 HMM triphonemes with 3342
tied-states having up to 64 Gaussians per state. The training configuration was tuned on
preliminary experiments using the development set.

On the other hand, a baseline 4-gram language model was trained by interpolating sev-
eral individual 4-gram models built from different in-domain and out-of-domain corpora.
Table 5.3 summarises the main statistics of these out-of-domain corpora. Speech transcrip-
tions from the training set of the Spanish poliMedia corpus were used to train the in-domain
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Table 5.2: Statistics on the training, development and test sets of theSpanish poliMedia
speech corpus.

Training Development Test
Videos 655 26 23
Speakers 73 5 5
Hours 107h 3.8h 3.4h
Sentences 39.2K 1.3K 1.1K
Running Words 936K 35K 31K
Vocabulary Size 26.9K 4.7K 4.3K

Table 5.3: Basic statistics of the external corpora involved in the generation of the
Spanish language model for the Spanish ASR system.

Corpus Sentences Running Words Vocabulary
EPPS [1] 132K 0.9M 27K
News-Commentary-v8 [3] 183M 4.6M 174K
TED 316M 2.3M 133K
Europarl v7 [16] 2.1M 55M 439K
El Periódico 2.7M 45M 916K
News (07-11) 8.6M 217M 2.9M
United Nations [6] 9.5M 253M 1.6M
UnDoc 10M 318M 1.9M
Google-Counts-v1 [24] - 44.8G 2.2M

language model. Interpolation weights were optimised on the Spanish poliMedia develop-
ment set. The vocabulary of the resulting interpolated language model was restricted to the
60K most frequent words.

Finally, recognition parameters such as the grammar scale factor or the word insertion
penalty [45] were tuned on the development set of poliMedia.

Table 5.4 reports WER results on the test set of the Spanish poliMedia corpus. The
baseline system achieved30.3 WER points. After applying the VTLN and CMLLR speaker
adaptation techniques, the WER was reduced to24.8% WER points, that is, a 18% relative
improvement compared with the baseline.

Once determined the best speaker-adapted acoustic model, we assessed the impact of
the adaptation of language models to the text from the slidesextracted via OCR. In order
to measure the full potential of this adaptation technique,we also considered an optimistic
scenario in which a text version of the slides is available orthe OCR system provides error-
free transcriptions. To do this, text transcriptions from the slides of all development and
test videos of the Spanish poliMedia corpus were manually annotated. With these references
we were able to measure the quality of the OCR system, obtaining 64% WER points in the
slides of the test set. Although this WER is high, the experiments revealed that the ASR
performance was significantly increased by using this automatic slides.
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Table 5.4: Evolution of the WER of the Spanish ASR system computed on thetest set
of the Spanish poliMedia corpus, as speaker adaptation techniques are applied to the
baseline system.

WER
Baseline 30.3
+ VTLN 28.8
+ CMLLR 24.8

Table 5.5: WER of the Spanish ASR system computed on the test set of the Span-
ish poliMedia corpus using topic-adapted language models (using text extracted from
slides).

WER
Baseline (BL) 24.8
BL + Correct slides 21.4
BL + OCR slides 23.8

Results in terms of WER are summarised in table 5.5. The first row depicts the results
obtained with the baseline language model without any information from the slides. The
second row adds a3-gram language model trained with the human annotated slides for each
video. It is observed that error free slide text heavily improves performance, with a relative
WER improvement of 14%. Similarly to the second row, the third row adds a slide-dependent
3-gram to the linear interpolation but using the slide transcriptions obtained automatically via
OCR instead of the error-free transcriptions. When comparing automatic versus error-free
transcriptions, it is observed that roughly 70% of the improvement is lost. However, even a
slide-dependent language model obtained from noisy text outperforms the baseline.

Spanish→English SMT System

To evaluate the Spanish into English SMT system, both development and test sets from the
Spanish poliMedia corpus (see Table 5.2) were manually translated into English. In addition,
8 hours from training set were also manually translated to beused as a small in-domain train-
ing data. Table 5.6 summarises the main statistics of this Spanish-English parallel corpus.

On the one hand, our baseline translation model was trained using the in-domain poliMe-
dia training set plus the Europarl [16] corpus, while topic-adapted translation models were
trained using an appropriate set of in-domain training sentences. This set was composed by
the in-domain poliMedia training set plus a set of relevant sentences extracted from an out-of-
domain pool of parallel data populated by the Europarl and the United Nations [6] corpora.
Table 5.7 summarises the most important statistics of thesecorpora.

On the other hand, we trained a large linearly interpolated English 4-gram language model
using the English part of the Spanish-English poliMedia training set as in-domain corpora
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Table 5.6: Main statistics of the parallel Spanish-English poliMediacorpus.

Sentences
Running Words Vocabulary

en es en es
Training 1.5K 40.2K 40.3K 3.9K 4.7K

Development 1.4K 38.7K 37.8K 3.7K 3.5K
Test 1.1K 32.1K 32.1K 3.3K 4.1K

Table 5.7: Main figures of the out-of-domain corpora from which sentences were se-
lected using the ISS technique in order to train the first topic-adapted Spanish into En-
glish SMT system.

Sentences
Running Words Vocabulary

en es en es
Europarl-v7 [16] 2M 54.5M 57M 132K 195K

United Nations [6] 11.2M 320M 366M 132K 195K

(see Table 5.6), as well as several bilingual and monolingual corpora as out-of-domain cor-
pora. Table 5.8 summarises the most important statistics ofthese out-of-domain corpora.
All individual 4-gram models were interpolated to minimisethe perplexity of the Spanish-
English poliMedia development set.

Table 5.9 shows the results obtained when evaluating the Spanish into English translation
quality on the test set of poliMedia. These results are reported in terms of BLEU. The baseline
system scored24.0 BLEU points. This result was significantly improved to 25.3 BLEU
points by re-training the translation models using a properin-domain training set obtained
by applying the ISS technique. Finally, the inclusion into the log-linear translation model of
the small in-domain language model, trained with the selected in-domain data, led to the best
result of26.0 BLEU points.

Table 5.8: Basic statistics of the external corpora involved in the generation of the large
English language model for the Spanish into English SMT system.

Corpus Sentences Running Words Vocabulary
TED 142K 2.3M 100K
News Commentary 208K 4.5M 150K
Europarl v7 [16] 2.2M 54.1M 326K
United Nations [6] 10.6M 286M 1.8M
GIGA [2] 19.8M 504.8M 5.8M
News (07-11) 48.8M 986M 6.1M
Google-Counts-v1 [24] - 356.3G 7.3M
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Table 5.9: Evolution of BLEU computed on the test set of the Spanish-English poliMe-
dia corpus as topic adaptation techniques are incorporatedto the baseline Spanish into
English SMT system.

BLEU
Baseline 24.0
Topic Adaptation (ISS) 25.3
+ in-domain LM 26.0

5.5.2 User Evaluations

In this section we describe the evaluations carried out withreal users to assess TLP under a
real-life scenario. These evaluations were done under the Docència en Xarxa (Online Teach-
ing) programme of the Universitat Politècnica de València (UPV) in collaboration with the
transLectures project (see Section 5.3). Docència en Xarxais an on-going incentive-based
programme to encourage university lecturers at the UPV to develop digital learning resources.

Methodology

A total of 27 lecturers signed up for this study, reviewing a sample of 86 video lectures or-
ganised into three phases. Most participants had degrees indifferent branches of engineering
(17), while the rest mastered business management (6), social science (2) and biology (2).

The participants were asked to review the automatic transcriptions of five of their own
poliMedia videos using the TLP Player described in Section 5.4.2. Participants were free
to choose where and when to review those transcriptions, without our supervision. These
videos were transcribed with the Spanish ASR system described in Section 5.4.4. Lectures
to be reviewed were allocated across the following three evaluation phases:

1. Post-editing: The automatic transcription for the first video of each participant is man-
ually and freely reviewed until obtaining a perfect transcription.

2. Intelligent interaction: Given the automatic transcription of the second and third videos,
only a subset of probably incorrectly-recognised words arereviewed.

3. Two-step review: This phase was organised in two consecutive rounds of evaluation for
the fourth and fifth videos. The first round mimics phase two above, where the lecturer
reviewed only the least confidence words. Once this first round is completed, the video
is then automatically re-transcribed on the basis of the lecturer’s review actions pre-
serving their corrections. In a second round, the updated transcriptions are completely
reviewed as in the phase one.

During these trials, the TLP Player logged precise user interaction statistics, from which
we computed two of the main variables of this study: Word Error Rate and Real Time Factor.
Also, having both variables in hand, we also assessed the WERreduction per RTF unit for
the three aforementioned evaluation phases. In addition, we collected feedback from the
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participants as subjective statistics after each phase, inthe form of a brief satisfaction survey
based on [21]. Lecturers were asked to rate various aspects related to intuitiveness, likeability
and usability on a Likert scale from 1-10.

Below we describe the main experimental results attained over the three evaluation phases.

First phase: Post-editing

In the first phase, 20 lecturers freely reviewed the automatic transcription of their first video
lecture using the default post-editing interaction mode ofthe TLP Player, accounting for a
total of 2.6 hours in 20 video lectures. WER and RTF values from the first phase are shown
at the left-most plot of Figure 5.9, where each data point represents a supervision made by a
lecturer on a certain video.

In order to evaluate the impact of automatic transcriptionson the total time required to
generate usable subtitles, we compared the effort made by the participants in this first phase
with the time needed to generate manual subtitles from scratch from a previous study [40].
We found a statistically significant difference between themean RTFs for subtitles generated
automatically (Mean (M)=5.4, Std (S)=2.9) and the mean RTFsfor those generated manually
from scratch (M=10.1, S=1.8). This suggests that the automatic transcriptions, at their re-
ported accuracy in terms of WER, allow lecturers to generatesubtitles more efficiently than
manually from scratch. In this first phase, the mean WER reduction per RTF unit was 3.2
(S=1.3). Also, we found that RTF can be reliably explained asa function of WER by means
of a linear regression:

RTF= 2.025 · loge(WER) (5.2)

This logarithmic adjustment can be explained by the fact that users essentially ignore
automatic transcriptions above a certain WER threshold, preferring to transcribe from scratch.

Finally, the satisfaction survey revealed that users ratedvery positively (Overall Mean =
9.1) this user interaction strategy, designed in accordance with intuitiveness (9.3), likeability
(8.8) and usability (8.9) principles.

Second phase: Intelligent Interaction

This second phase incorporated a new interaction strategy called intelligent interaction [33].
This strategy is based on the application of active learning(AL) techniques to ASR [5].
More concretely, we apply batch AL based on uncertainty sampling [20] using confidence
measures [11, 31, 43], which provide the probability of correctness of each word appearing
in the automatic transcription. The idea is to focus user’s review actions on incorrectly-
transcribed words saving time and effort. However, the lecturer may need to review (confirm)
some correctly-recognised words incorrectly identified aserrors (false positives), although
many of the incorrectly-recognised words are spotted correctly (true positives).

In this phase, lecturers are requested to review a subset of least confidence words in
increasing order of probable correctness. This subset typically constituted between 10-20% of
all words, but lecturers could modify this range from 5% to 40% depending on the perceived
accuracy of the transcription.
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Figure 5.9: Evolution of RTF as a function of WER in the post-editing modeacross the
three phases. Data points of the second phase correspond to those lecturers that declined
to use intelligent interaction and switch back to the conventional post-editing strategy.
Data points of the third phase are those obtained in the second step of that phase.

Figure 5.6 shows a screenshot of the transcription interface of the TLP Player in this
phase. Low-confidence words are shown in red and corrected low-confidence words in green.
The text box including the low-confidence word can be expanded in both directions to correct
the context, if needed. For this phase, the intelligent interaction mode was activated in the
TLP Player by default, although lecturers could switch backto the post-editing mode as in
the first phase.

Interaction logs shown that only 12 of the 23 participants from this second phase stayed in
the intelligent interaction mode for the full review of their poliMedia videos (2.8 hours over
18 video lectures). In the other cases (3 hours over 22 video lectures), lecturers switched back
to the post-editing mode. Participants wanted to make sure that perfect transcriptions were
obtained no matter how much time could be saved by the intelligent interaction mode. WER
and RTF values corresponding to those lecturers that declined to use intelligent interaction
and switched back to the conventional post-editing strategy are shown at the plot in the middle
of Figure 5.9.

For those lecturers that stayed in the intelligent interaction mode, mean review time was
reduced to a RTF of 2.2, although the resulting transcriptions were not error-free, unlike
in phase one. The mean residual WER of the transcriptions after being reviewed was 8.0,
which is not so far from that achieved by non-expert transcriptionists [12]. This indicates that
confidence measures successfully identify most of all incorrectly-recognised words.

The mean WER reduction per RTF unit in the intelligent interaction strategy was M=4.6
(S=3.9). In comparison with the conventional post-editingmode (M=3.9, S=1.3), we did not
find statistically significant differences between both methods. This means that intelligent
interaction is in fact just as efficient in terms of WER decrease per RTF unit as conventional
post-editing.

Satisfaction surveys for this second phase were not as excellent as in the first phase (Over-
all Mean = 7.2). In comparison with the first phase, surveys statistically reflected that post-
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editing (M=9.1, S=1.3) was preferred over intelligent interaction (M=7.2, S=1.7) by our lec-
turers. The figures collected on intuitiveness (8.1), likeability (6.8) and usability (6.3), drop-
ping from the conventional post-editing phase, reflect thisassessment. However, lecturers did
seem to embrace confidence measures, suggesting that low confidence words denoted in red
could be incorporated into the conventional post-editing strategy.

Third phase: Two-step Supervision

The third phase was organised into two sub-phases or rounds and is essentially a combination
of the previous two phases. In this phase, lecturers first reviewed a subset of the least con-
fidence words, as in the second phase. The videos were then re-transcribed on the basis of
all previous review actions, preserving those correctionsmade by users. These updated tran-
scriptions were expected to be of high quality than the original transcriptions [32], reducing
overall review times. In the second round of this third phase, lecturers completely reviewed
the regenerated transcription as in phase one. The fourth and fifth videos of each lecturer
were reviewed in this phase.

This two-step review process was successfully completed by15 lecturers on a total of
26 video lectures with 3.7 hours of video. More precisely, a total of 1 and 2.7 hours were
reviewed in the first and second steps, respectively.

In the first step of this phase, average review time was 1.4 RTF. The reviewed transcrip-
tions in this step, but also in phases one and two, were used toadapt the ASR system via a
process of massive adaptation. Specifically, on the one hand, we adapted the acoustic features
to the speaker with the CMLLR technique (see Section 5.5.1) using the reviewed transcrip-
tions, and on the other hand, we adapted the language model byincorporating a small lan-
guage model, trained with the reviewed transcriptions, into the language model interpolation
scheme (see Section 5.5.1). Then, the automatic transcriptions were regenerated, preserving
those segments already reviewed by lecturers, and using them to improve the recognition of
the context words using a constrained search [19, 33].

As reported in Table 5.10, WER dropped significantly from theinitial 28.4% to the re-
generated transcriptions 18.7%. That is, almost 10 WER points over 1.4 RTF, meaning that
intelligent interaction plus adaptation (M=8.6, S=5.8) achieved a higher statistically signif-
icant WER reduction per RTF unit than intelligent interaction alone (M=4.6, S=3.9). This
suggests that intelligent interaction plus adaptation is,in fact, more effective in terms of
WER decrease per RTF unit than intelligent interaction alone.

In the second step, lecturers completely reviewed the regenerated transcriptions to obtain
perfect final subtitles, as in the first phase. Right-most plot of Figure 5.9 depicts RTF and
WER values for each lecture supervised by the participants.Average RTF for this task stood
at3.9. As expected, when comparing WER reduction per RTF unit in the first phase (M=3.2,
S=1.3) and the second step of this phase three (M=5.3, S=2.0), we can observe a statistically
significant learning curve in lecturers’ performance. As a result, we proved that there is a
learning curve involved in getting to grips with the TLP Player.

In order to fairly compare the first (M=3.2, S=1.3) and third (M=5.3, S=2.0) phases in
terms of WER reduction per RTF unit, we subtract the effect ofthe learning curve for each
lecturer leading to a corrected WER reduction per RTF unit (M=4.7, S=2.8). Even so, we
found a lower yet statistically significant difference in favour of the third phase explained
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Table 5.10:Summary of results obtained in the two-step review phase

WER RTF ∆RTF
Initial transcriptions 28.4 0.0 -
First step: Intelligent interaction 25.0 1.4 1.4
Massively adapted transcriptions 18.7 1.4 -
Second step: Complete review 0.0 5.3 3.9

by the application of massive adaptation. This result suggests that the two-step strategy is
a bit more efficient than the conventional post-editing strategy. However, this statistically
significant difference only holds when enough reviewed datais available for adaptation. That
is, the reviewed data generated in the first step of this phase(1.0h) is not sufficient to improve
the ASR performance so that the overall WER reduction per RTFunit of the third phase
compared to that of the first phase is statistically higher.

The two-step supervision implied that lecturers have to puttime aside on two separate
occasions to review the same video. However, lecturers preferred to carry out the review
process in a single step rather than in two steps. This fact was reflected on the average score
of the user satisfaction surveys (M=7.8, S=2.0). For this reason, the two-step strategy was
less preferred by lecturers than the post-editing strategy.

Discussion

Provided that the review of automatic transcriptions was more efficient than generate them
from scratch, alternative user interaction strategies were explored to generate subtitles from
automatic transcriptions as efficiently and comfortably aspossible for our lecturers [26]. First
of all, we determined that WER was the main factor involved inexplaining the values of RTF.

In line with [22], more sophisticated user interfaces alone, like our intelligent interaction
strategy, have not proved to be more efficient in terms of WER decrease per RTF unit than
conventional post-editing, nor were they preferred by lecturers over the simple (though more
time-costly) interaction model. We find it particularly noteworthy how important it was for
lecturers to be able to produce high quality (perfect) end transcriptions, prioritising this over
any time-savings afforded by the more intelligent strategies [7, 25, 29]: a full half of our
lecturers reverted to the conventional post-editing modelto complete the review of their video
transcriptions.

Nevertheless, the combination of intelligent interactionwith massive adaptation tech-
niques led to statistically significant savings in user effort in comparison to intelligent inter-
action alone and, consequently, to the conventional post-editing strategy. This conclusion
differs from that of [22] mainly because a greater amount of adaptation data has been used in
our study. All in all, lecturers preferred the simple “one-step” post-editing strategy over the
sophisticated two-step strategy.
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5.6 Conclusions

In this chapter we have presented a system architecture thatallows on-line video lecture
repositories to provide users acceptable transcriptions and translations in exchange for rela-
tively little user effort. The implementation of this architecture is calledThe transLectures-
UPV Platform. We have also described TLP’s main components: the Web Service, Player,
Database, and the ASR and SMT systems; as well as how these components interact with each
other under two use cases: viewing and editing video lectures. Preliminary automatic and hu-
man evaluations suggested, first, that the delivered transcriptions and translations were of an
acceptable quality; second, that these automatic transcriptions were a very good start point
for users to generate perfect transcriptions, saving abouta half of the human effort needed
to generate transcriptions from scratch; and third, that the TLP Player, the tool devoted to
correct lecture subtitles, was very comfortable and easy touse.

It must be noted that TLP is still serving transcriptions andtranslations for the poliMedia
repository at the time of writing. In the meantime, TLP has been significantly enhanced
in terms of design and implementation. Furthermore, under the scope of the transLectures
project, new ASR and MT systems have been integrated into TLP, and the existing ones
have been progressively improved over time. An updated description of TLP, along with an
extension of the preliminary results presented here, is presented in Chapter 8.
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Chapter 6. Recommender Systems for Online Learning Platforms

6.1 Introduction

In the previous chapter we have presentedThe transLectures-UPV Platform, an implementa-
tion of a system architecture that makes cost-effective transcription and translation of large
video lecture repositories possible. The main motivation of this particular application of ASR
and MT technologies was to make audiovisual resources accessible to speakers of different
languages and to people with disabilities [4, 18] at large scale. However, the availability of
transcriptions and translations for the whole repository enable numerous digital content man-
agement applications such as lecture categorisation, summarisation, automated topic finding,
plagiarism detection or lecture recommendation, among others. This latter application has
become essential for media repositories due to their fast growth and their increasing popular-
ity. Users are often overwhelmed by the amount of lectures available and may not have the
time or knowledge to find the most suitable videos for their learning requirements.

Up until recently, recommender systems have mainly been applied in areas such as mu-
sic [8, 11], movies [2, 19], books [12] and e-commerce [3], leaving video lectures largely
to one side. Only a few contributions to this particular areacan be found in the literature,
most of them focused on VideoLectures.NET [1]. However, none of them has explored the
possibility of using lecture transcriptions to better represent lecture contents at a semantic
level.

In this chapter we describe a content-based lecture recommender system that uses auto-
matic speech transcriptions, alongside lecture slides andother relevant external documents,
to generate semantic lecture and user models. The proposed system was designed and mainly
developed by the author of this thesis under the PASCAL Harvest Project entitledLa Vie
during a three-month research stay in the Jozef Stefan Institute (JSI) at Ljubljana, Slovenia,
from July to October 2012. The recommender system was finallydeployed over the Vide-
oLectures.NET site, and, at the time of writing, it is still serving recommendations to its
users.

The chapter is structured as follows. First, Section 6.2 gives an overview of the recom-
mendation system, focusing on the text extraction and information retrieval process, topic
and user modelling and the recommendation process. Next, inSection 6.3 we address the dy-
namic update of the recommender system and the required optimisations needed to maximise
the scalability of the system. Then, the integration of the proposed system into the VideoLec-
tures.NET repository is described in detail in Section 6.4.Finally, Section 6.5 draws some
conclusions and future work.

6.2 Recommendation system overview

Figure 6.1 gives an overview of the recommender system. The left-hand side of the figure
shows the topic and user modelling procedure, which can be seen as the training process of
the recommender system. The right-hand side describes the recommendation process. The
aim of topic and user modelling is to obtain a simplified representation of each video lecture
and user. The resulting representations are stored in a recommender database. This database
will be exploited later in the recommendation process in order to recommend lectures to
users.
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Figure 6.1: Recommender system overview.

As shown in Figure 6.1, every lecture in the repository goes through the topic and user
modelling process, which involves three steps. The first step is carried out by the text ex-
traction module. This module comprises three sub-modules:Automatic Speech Recognition
(ASR), Web Search (WS) and Optical Character Recognition (OCR).

• Automatic Speech Recognition sub-module: generates an automatic speech transcrip-
tion of the video lecture. However, in case the transcriptions are already available, they
are automatically retrieved, for instance using the TLP WebService (see Section 5.4.1).

• Web Search sub-module: uses the title of the lecture to retrieve related documents and
publications from the web, also extracting text information from these documents.

• Optical Character Recognition sub-module: where available, it extracts text from the
lecture slides when these are encoded into video or image formats. In case slides
are available in a digital text format such as PDF or PPT, textinformation is directly
extracted from them.
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The second step takes the text retrieved by the text extraction module and computes a
bag-of-words representation. This bag-of-words representation consists of a simplified text
description commonly used in natural language processing and information retrieval. More
precisely, the bag-of-words representation of a given textis a vector of its word counts over a
fixed vocabulary. In the third step, lecture bags-of-words are used to represent the users of the
system. That is, each user is represented as the bag-of-words computed over all the lectures
the user has ever seen. Finally, user and topic models are stored in the recommender database,
that is accessed afterwards by the recommender engine in therecommendation process.

The right-hand side of Figure 6.1 shows the recommendation process, that is conducted by
the recommender engine. This engine uses the pre-trained topic and user models to calculate
a suitability or utility functions(u, v, r), beingu the user,v the current lecture, andr a
hypothetical lecture recommendation. Specifically, this function indicates how likely it is
that a useru would want to watch lecturer after viewing lecturev. In our case, the utility
function is computed as a linear combination of several recommendation features:

s(u, v, r) = ~w · ~x =

I
∑

i=1

wi · xi (6.1)

wherexi is the i-th feature vector computed for the triplet (u, v, r), wi is the i-th feature
weight andI is the number of recommendation features. In this work we considered the
following recommendation features:

1. Lecture popularity:number of visits to lecturer.

2. Content similarity: weighted dot product between the lecture bags-of-wordsv and
r [6].

3. Category similarity:number of categories (from a predefined set) thatv andr have in
common.

4. User content similarity:weighted dot product between the bags-of-wordsu andr.

5. User category similarity:number of categories in common between lecturer and all
the categories of lectures the useru has watched in the past.

6. Co-visits: number of times lecturesv and r have been seen in the same browsing
session.

7. User similarity:number of different users that have seen bothv andr.

Feature weightswi can be learned by training different statistical classification models,
such as support vector machines (SVMs), using positive and negative (u, v, r) recommenda-
tion samples as training data.

The most suitable recommendationr̂ for a givenu andv is computed as follows:

r̂ = argmax
r

s(u, v, r) (6.2)

However, in recommender systems the most common practice isto provide the user theN
recommendationsr that achieve the highest utility valuess, for instance, the first 10 lectures.
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Figure 6.2: Regular update process overview.

6.3 System Updates and Optimisation

Lecture repositories are rarely static. They may grow on a daily basis to include new lec-
tures, or have outdated videos removed. Also, users’ learning progress or interactions with
the repository influence the user models. The recommender database must therefore be con-
stantly updated in order to include the new lectures added tothe repository and update the
user models. Furthermore, the addition of new lectures to the system might lead to changes
to the bag-of-words (fixed) vocabulary. Any variation to this vocabulary involves a complete
regeneration of the recommender database. That said, changes to the vocabulary may not be
significant until a substantial percentage of new lectures has been added to the repository.

Two different update scenarios can be defined: on the one hand, the incorporation of new
lectures and updating the user models, and on the other hand,the redefinition of the global
bag-of-words vocabulary, including the regeneration of both the lecture and user bags-of-
words. We will refer to these scenarios as regular update andoccasional update, respectively,
after the different periodicities with which they are meantto be run.

• Regular update: The regular update is responsible for including the new lectures added
to the repository and updating the user models with the last user activity, both in the
recommender database. As its name suggests, this process ismeant to be run on a daily
basis, depending on the frequency with which new lectures are added to the repository,
since new lectures cannot be recommended until they have been processed and included
into the recommender database. Figure 6.2 illustrates theregular updateprocess.

• Occasional update: As mentioned in Section 6.2, lecture bags-of-words are calculated
under a fixed vocabulary. Since there is no vocabulary restriction on the text extraction
process, we need to modify the bag-of-words vocabulary as new lectures are added to
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the system. The occasional update carries out the process ofupdating this vocabulary,
which involves recalculating both the lecture and user bags-of-words.

In order to maximise the scalability of the system, while also reducing the response time
of the recommender, the featuresContent similarity, Category similarity, Co-visitsandUser
similarity described in Section 6.2 are pre-computed for every possible lecture pair and stored
in the recommender database. Then, during the recommendation process, the recommender
engine loads the values of these features, leaving the computation of featuresUser content
similarity andUser category similarityuntil runtime. The decision to calculate the features
User content similarityand User category similarityon-the-fly was driven by the highly
dynamic nature of the user models, in contrast to the lecturemodels, which remain constant
until the bag-of-words vocabulary is changed.

6.4 Integration into VideoLectures.NET

The proposed recommendation system was implemented and integrated into the VideoLec-
tures.NET repository during the PASCAL2 Harvest ProjectLa Vie(Learning Adapted Video
Information Enhancer) [13]. Said integration is discussed here across five subsections. First,
we describe the LaVie project and the VideoLectures.NET repository in Sections 6.4.1 and
6.4.2 respectively. Next, we address topic and user modelling from video lecture transcrip-
tions and other text resources in Section 6.4.4. Then, Section 6.4.5 we describe how rec-
ommender feature weights were learned from data collected from the existing VideoLec-
tures.NET recommender system. Finally, the recommendation system is evaluated in Sec-
tion 6.4.6.

6.4.1 The LaVie project

One problem created by the success ofVideoLectures.NETwas the difficulty that individual
users had in identifying the best video for their needs amongthe vast range of possibilities
afforded by the site. Each video has a particular mix of content and style of presentation
with implicit assumptions about background knowledge and level of expertise of its intended
audience. On the other hand the video consumer has an approximate understanding of his/her
abilities and material that he/she would like to learn about. For example, they may have a
background in basic classification methods (e.g. SVMs) applied to text, some knowledge of
probability theory, but not know about Bayesian reasoning.He/she would like to learn about
Topic Models. The question of which sequence of videos wouldbe most appropriate to help
him/her to attain the desired knowledge would also depend onthe style of presentation he/she
prefers and so on. Before LaVie,VideoLectures.NETprovided a recommender system that
was only based on keywords extracted from the lecture titles. The relation would typically be
based on the topic of the video or the lecturer. Furthermore,the system was not able to adapt
its responses to the interests or background of the user.

The aim of La Vie project was to develop a proof-of-concept system that would provide
users with advice on suitable videos for their needs. It was hosted by the Jozef Stefan In-
stitute (JSI), at Ljubljana, Slovenia, from July to October2012. Although the LaVie project
was expected to involve a large team, finally only three people participated on it: Matjaz
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Table 6.1: Basic statistics on the VideoLectures.NET repository (June 2014)

Number of videos 18,824
Total number of authors 12,252
Total duration (in hours) 11,608
Average lecture duration (in minutes) 37

Rihtar, a local JSI researcher that provided the required infrastructure and access to Vide-
oLectures.NET data; Alejandro Pérez, researcher from the UPV; and the author of this thesis.

6.4.2 The VideoLectures.NET Repository

VideoLectures.NET [17] is a free and open access repositoryof video lectures mostly filmed
by people from the Jozef Stefan Institute (JSI) at major conferences, summer schools, work-
shops and other events from many fields of science. It collects high quality educational
content, recorded to high quality, homogeneous standards.The portal is aimed at promoting
science, the exchange ideas and knowledge sharing by providing high quality didactic con-
tents not only for the scientific community, but also the general public. VideoLectures.NET
has so far published more than 18,000 educational videos. Relevant details regarding the
repository can be found in Table 6.1.

The generation of accurate speech transcriptions for the VideoLectures.NET repository
was carried out as part of the transLectures project (see Section 5.3). The recommender
system was able to access the transcriptions via the TLP Web Service (see Section 5.4.1), and
therefore, the ASR sub-module from the text extraction module described in Section 6.2 was
replaced by the proper Web Service API calls.

6.4.3 VideoLectures.NET user-lecture interaction analysis

Before the development of the recommendation system for VideoLectures.NET, we per-
formed an exhaustive analysis of the VideoLectures.NET usage, in order to identify user
behaviour patterns, product of a user-lecture interaction, that could be exploited or taken into
account in its development. In particular, we carried out two different studies. On the one
hand, we performed a lecture popularity analysis, that is, how evolves the number of visits of
an specific lecture over time. On the other hand, we analysed the user activity to determine
how an specific user interacts with the website. Both analysis provided us answers to ques-
tions like: Does the video popularity depend on its antiquity? Does this apply to all kind of
videos? Do registered users come back to VideoLectures.NET?

Both analysis were performed extracting the data availablein the VideoLectures.NET
website logs for a 46 months period (from September 2008 to July 2012).

Please note that all plots shown below, which exhibits the evolution of a concrete type
of event by the time, presents noisy data due to the “sparse activity” of the users, and, as the
time dimension increases, this effect becomes more drastic. To avoid this and to provide “eye-
friendly” results, we smoothed these curves with Bezier curves. These smoothed curves are
shown together with the original noisy data. Also note that the y-axis is plotted in log-scale.
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Figure 6.3: Evolution of the average percentage of total lecture clicks, computed over
all videos, as a function of time (in weeks).

Lecture popularity analysis

The lecture popularity analysis was devoted to check the evolution of the number of visits
over time. Figure 6.3 shows this evolution, for a period of two years, of the average per-
centage of total lecture clicks for all videos. This figure shows that on average, about 7% of
the total lecture clicks are made on the first week after the date of publication of the lecture.
Then, lecture popularity suffers an exponential decay during the first month, and afterwards,
it decreases practically linearly with time.

However, depending on the lecture type, the evolution of popularity over time shows some
singularities. For example, Figure 6.4 shows this evolution for two different videos extracted
from two different conferences. These kind of videos seems to follow the global trend, but,
surprisingly, we noticed that some light peaks of popularity come up approximately after one
and two years of their publication dates. This fact might be attributed to the celebration of the
same conference in the following years, which could lead some users to review the lectures
from past editions of that conference.

Another example are tutorials. Figure 6.5 shows the evolution of the popularity for two
different tutorials. In both cases, popularity remains roughly constant over the time. This
seems reasonable, since tutorials are very requested by users with independence of their an-
tiquity.
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Figure 6.4: Evolution of the percentage of total lecture clicks as a function of
time (in weeks) for two lectures that belong to different conferences: on the left
hand,wsdm09_dean_cblirs(WSDM’09), and on the right hand,www09_auer_tlwldp
(WWW’09).
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Figure 6.5: Evolution of the percentage of total lecture clicks as a function of time (in
weeks), for two lectures from different tutorials: on the left hand,ssll09_gore_iml, and
on the right hand,ssll09_tiu_intlo.

User activity analysis

In this section we perform an analysis of the activity of bothtypes of VideoLectures.Net
users: registered and anonymous users. We considered two types of interactions:

• Click event: A user reaches one lecture’s page either from the VideoLectures.Net site
or from the outside, regardless the user plays the video or not.
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Table 6.2: Global statistics computed for all VideoLectures.Net registered users (3545
users).

Mean
Connection days 2.4 (± 4.6)
Total lecture clicks 11.4 (± 35.1)
Total lecture views 4.6 (± 12.7)
Lecture clicks per day 4.0 (± 5.6)
Lecture views per day 1.7 (± 2.6)
Ratio views/clicks 0.4 (± 0.4)

• View event: A user plays a video lectures for at least 15 seconds.

We gathered the counts of both events for each user and computed the following statistics:

• Connection days: Number of distinct days in which a user logged activity in the site.

• Total lecture clicks: Total number of click events performed by a user.

• Total lecture views: Total number of view events performed by a user.

• Lecture clicks per day: Average number of click events performed by a user per con-
nection day.

• Lecture views per day: Average number of view events performed by a user per con-
nection day.

• Ratio views/clicks: Ratio for a specific user of total lecture views divided by total
lecture clicks. It reveals if users actually play or not the lectures they visit.

In addition, we studied the user activity over time, in orderto assess whether the average
user visits regularly the website or not.

All these figures are shown separately for each user type: registered and anonymous.
Identifying anonymous users was problematic, since it is not possible to match all anonymous
interactions to its real, physical user. In our case, we assumed that each distinct cookie session
belonged to a distinct user.

Registered users

Table 6.2 shows some statistics computed over the activity logged by registered users during
the time scope of the analysis (3545 users). These figures reveals that registered users do not
usually come back to VideoLectures.NET (2.4 connection days on average). Also, only in
the 40% of cases the user actually plays and watches the videoafter visiting the lecture page.
This suggests that most lectures that the site recommends tovisit do not fit with the interests
of the user.
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Figure 6.6: Evolution of the average percentage of total clicks, computed over all reg-
istered users, as a function of time (in weeks) is shown in theleft side, whilst the same
data but for the average percentage of total views is shown onthe right side.

Table 6.3: Global statistics computed for all VideoLectures.Net anonymous users (3.7
millions of distinct users based on cookies).

Mean
Connection days 1.3 (± 1.0)
Total lecture clicks 4.4 (± 334.9)
Total lecture views 1.7 (± 4.1)
Lecture clicks per day 2.4 (± 64.1)
Lecture views per day 1.2 (± 1.6)
Ratio views/clicks 0.3 (± 0.4)

Figure 6.6 shows, on the left hand, the average percentage oftotal clicks made by regis-
tered users as a function of time (in weeks), for a period of two years, and on the right hand,
it shows the same figures but for the average percentage of total views. User activity decays
exponentially on the first three weeks, afterwards only a marginal activity is logged. It is
surprising that, on average, the 87% of the total clicks madeby a user on VideoLectures.NET
are performed within his/her first week after the registration. One possible explanation to
this phenomena is that VideoLectures.NET doesn’t offer anybenefits to registered users in
comparison to anonymous users, so that they finally decide tonot log in again anymore.

Anonymous users

Table 6.3 shows user activity statistics computed over the activity logged by anonymous
users during the time scope of the analysis (3.7 millions of users). From these figures we can
draw similar conclusions as to the registered users. However, in this case we found strange
values, such as anonymous users that performed hundreds of thousands of clicks. We believe
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Figure 6.7: Evolution of the average percentage of total clicks, computed over all
anonymous users, as a function of time (in weeks) is shown in the left side, whilst
the same data but for the average percentage of total views isshown on the right side.

that these users were actually bots that were indexing VideoLectures.NET contents into their
databases.

Figure 6.7 shows, on the right-most hand, the average percentage of total clicks made by
anonymous users as a function of time (in weeks), for a periodof two months, and on the
left-most hand, the same figures but for the average percentage of total views. Anonymous
users behave in a similar way like registered users, so the same conclusions can be applied
here: anonymous users also do not usually come back to VideoLectures.NET after their first
visit.

Conclusions

The analysis of the user-lecture interaction on VideoLectures.NET revealed some interesting
facts. First of all, as we expected, lecture popularity rapidly decreases as the time goes
by. However, it depends on the type of the lecture. For instance, popularity of tutorials
remains more or less constant over time. Secondly, it seems that VideoLectures.NET did not
provide real benefits to registered users, since most of themdid not log in again after their
first week on the platform. Even worse: most anonymous users (90%) did not come back to
VideoLectures.NET after their first week in the site, being most of them one-day users. This
means that VideoLectures.NET did not offer any mechanisms to catch the attention of casual
users. Also, the existing recommender system seemed to provide bad recommendation links,
given that most users actually did not play lecture videos after visiting the lecture page.

6.4.4 Topic and User Modelling

The first step in generating lecture and user models for VideoLectures.NET involved col-
lecting textual information from different sources. In particular, the text extraction module
gathered textual information from the following sources:
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• Speech transcriptions from the TLP Web Service (see Section5.4.1).

• Web search-based textual information from Wikipedia, DBLPand Google.

• Text extracted from lecture presentation slides (PPT, PDF or PNG using OCR).

• VideoLectures.NET internal database metadata.

Next, the text extraction module output was used to generatelecture bags-of-words for
every lecture in the repository. These bags-of-words, as mentioned in Section 6.2, were cal-
culated under a fixed vocabulary that was obtained by applying a threshold to the number
of different lectures in which a word must appear in order to be included. By means of
this threshold, vocabulary size is significantly reduced, since uncommon and/or very specific
words are disregarded. Once defined, term weights were calculated using term frequency-
inverse document frequency (td-idf), a statistical weighting scheme commonly used in in-
formation retrieval and text mining [9]. Specifically, tf-idf weights are used to calculate the
featuresContent similarityandUser content similarity.

Finally, the VideoLectures.NET user activity log was parsed in order to obtain values for
the Co-visits feature for all possible lecture pairs, as well as a list of lectures viewed per
user. This list was used together with the lecture bags-of-words to generate the user bags-of-
words and categories. These, in turn, were used to calculateUser content similarityandUser
category similarity, respectively, as well asUser similarityfor all possible lecture pairs.

In a final step, all this data was stored in the recommender database in order to be ex-
ploited by the recommender engine in the recommendation process.

6.4.5 Learning Recommendation Feature Weights

Once the data needed to compute recommendation feature values for every possible (u, v, r)
triplet in the repository was made available, the next step was to learn the optimum feature
weights for the calculation of the utility function shown inEquation 6.1. To this end, an
SVM classifier was trained using data collected from the existing VideoLectures.NET naive
recommender system. Specifically, every time a user clickedon any of the 10 recommen-
dation links provided by this recommender system, 1 positive and 9 negative samples were
registered. SVM training was performed using the SVMlight open-source software [7]. The
optimum feature weights were those that obtained the minimum classification error over the
recommendation data.

The feature weights that granted the minimum classificationerror for this data are shown
in Table 6.4. As feature values are not normalised, feature weights cannot be directly com-
pared. Nevertheless, the negative (almost zero) contribution of the lecture popularity to the
recommendation score is remarkable.

6.4.6 Evaluation

Although there are many different approaches to the evaluation of recommender systems [5,
14], it is difficult to state any firm conclusions regarding the quality of the recommendations
made until they are deployed in a real-life setting. The La Vie project therefore provided an
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Table 6.4: Optimum recommender feature weights values.

Feature Weight
Lecture popularity -2.66089e-05
Content similarity 0.00452
Category similarity 0.00148
User content similarity 0.02724
User category similarity 0.04167
Co-visits 0.00187
User similarity 0.01519

ideal evaluation framework, being deployed across the official VideoLectures.NET site. The
strategy followed for the objective evaluation of the La Vierecommender was to compare it
against the existing VideoLectures.NET recommender by means of a coin-flipping approach.
Specifically, this approach consisted of logging user clicks on recommendation links provided
by both systems on a 50/50 basis and comparing the total number of clicks recorded for each
system.

Table 6.5 shows the results computed using this evaluation technique. The number of
clicks made on each recommender system were gathered after processing the VideoLec-
tures.NET access logs for a time span of 171 days. Results show that the old, naive rec-
ommender system was slightly more used (clicked) than our proposed system. However, we
believe that a simple comparison of user-click counts is nota legitimate point of comparison
for recommendation quality. For instance, nuisance variables not taken into account might
influence how users respond to the recommendation links provided. As an alternative, we can
compare the rank of the recommendations clicked by users within each system. Specifically,
for each recommendation clicked by a user in either system, we can compare how the same
recommendation link ranked in the other system. This might be a more appropriate measure
for comparing both recommender systems. However, additional data need to be logged in
order to carry out this alternative evaluation. This data iscurrently being collected and future
evaluation results will be obtained following this rank comparison approach.

Apart from this, we believe that the low quality of the English transcriptions used to
train the recommender for the first time could have severely compromised the quality of the
recommendations. The English ASR system that generated automatic transcriptions for the
first time in VideoLectures.NET as part of the transLecturesproject scored 44.0 WER points
in the test set of the English VideoLectures.NET corpus [15], very far from the 20% WER
threshold under which ASR output becomes useful for users [10].

Despite the lack of a robust objective evidence for assessing the comparative perfor-
mance of the La Vie system, informal subjective evaluationsindicated that the proposed
recommender system seems to provide better recommendations than the existing VideoLec-
tures.NET recommender. Fig. 6.8 shows recommendation examples from both systems for a
new user viewing a random VideoLectures.NET lecture.
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Table 6.5: Coin-flipping technique evaluation results

Clicks
Naive 33.2K (56.4%)
LaVie 25.6K (43.6%)
TOTAL 58.8K (100%)

Figure 6.8: On the left, La Vie system recommendations for a new user after viewing
“Basics of probability and statistics” VideoLectures.NETlecture. On the right, recom-
mendations offered by VideoLectures.NET’s existing system.

6.5 Conclusions

In this chapter we have demonstrated how automatic speech transcriptions of video lectures
can be exploited to develop a lecture recommender system that can zoom in on user interests
at a semantic level. In addition, we have described how the proposed recommender system
has been particularly implemented for the VideoLectures.NET repository. This implementa-
tion was later deployed in the official VideoLectures.NET site and, at the time of writing, it is
still generating recommendation links for the production version of VideoLectures.NET. The
proposed system could also be extended for deployment across more general video repos-
itories, provided that video contents are well representedin the data obtained by the text
extraction module.

By way of future work, first, we intend to retrain the recommender system using lecture
transcripts of significant better quality. The last EnglishASR System used in transLectures
to generate automatic transcriptions in VideoLectures.NET achieved 23.4 WER points in the
test set of the English VideoLectures.NET corpus [16], thatis, almost a 50% WER reduction
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in comparison with the system that generated the initial transcriptions used to train the cur-
rent RS. This will give us an idea of the importance of the speech transcription with respect
to other variables regarding recommendations quality. Ourhypothesis regarding this is that
the better overall transcription quality, the better recommendations can be delivered. Second,
we plan to evaluate the recommender system using other evaluation approaches that measure
the suitability of the recommendations more accurately, such as the aforementioned recom-
mendation rank comparison. Finally, since lectures can be subtitled in several languages, we
would like to extend this RS in order to also provide recommendations of related lectures in
other languages.
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Chapter 7. Language Model Adaptation Using External Resources for Speech Recognition

7.1 Introduction

Although state-of-the-art ASR systems have been proved to yield accurate speech transcrip-
tions in most cases, their outputs can be greatly improved through the use of in-domain data.
This opportunity can be exploited when transcribing large video lecture repositories, because
media files are typically accompanied by descriptive metadata such as title, keywords, ab-
stracts, or related text documents. This is the case of our first Spanish ASR system, described
in Section 5.4.4. The system is adapted via language model interpolation from different out-
domain and in-domain text resources including the text of the slides attached to the video
lecture, significantly improving the transcription quality.

However, it is not always possible to obtain slides from video lectures: in some cases the
author does not grant access to that document, in others the repository simply does not keep
track of such files. Also, when slides are not available in a separated document, they can be
extracted directly from the video recording applying Optical Character Recognition (OCR),
although recognition errors introduced by this technologyruin almost three fourths of the
potential benefits of this adaptation technique, as we saw inSection 5.5.1.

Besides slide adaptation, related works have explored language model adaptation by using
text documents downloaded from the Internet. To gather relevant in-domain data, document
retrieval techniques based on building search queries to locate documents through common
search engines are typically applied. In the particular case of ASR, some authors tried to
build these queries from keyword detection [10] or from a first pass recognition [2, 7, 11].
Other works tried to use the training set itself [14] or the text extracted from the slides [9] to
build the query.

The aforementioned studies clearly focused they effort on how to build the optimal queries
in order to have a competitive recall and precision trade-off. In contrast, our proposal is to
use the title of each video lecture as the search query, sincein almost all cases they describe
with high precision the topic and the contents of the media. Our proposed document retrieval
technique was inspired in the one briefly described in Section 6.2.

To sum up, in this work we propose a language model adaptationtechnique by document
retrieval for video lecture transcription. This approach is compared with a baseline computed
from a large collection of out-domain and in-domain resources. Also, we compare our re-
sults with those obtained by sole slide adaptation [8] usingas slides the text extracted via
OCR directly from the video file. Finally, both approaches are combined to check whether
further improvements can be obtained with respect to both the baseline model and the slide-
adapted model. All comparisons are made with two different acoustic modelling approaches:
a classical GMM-HMM and a state-of-the-art DNN-HMM, in order to probe that transcrip-
tion quality improvements are consistent with increasingly better acoustic models. All these
techniques were developed within the scope of the transLectures project (see Section 5.3).

The rest of the chapter is structured as follows. First, Sections 7.2 and 7.3 describe the
document retrieval and language model adaptation techniques. Then, these techniques are
assessed in Section 7.4. Finally, conclusions and future work are drawn in Section 7.5.
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7.2. Document Retrieval

7.2 Document Retrieval

In this work we focus on document retrieval from the web by building queries using the title
of the video lecture. This is in contrast to other works wheremore complex techniques are
proposed, such as rendering the lines of each slide as queries [9], or extracting keywords from
a first pass recognition to build queries [7]. Our method is built on the hypothesis that the
title is very informative and tends to contain the most important keywords and they appear in
the proper order. The proposed method has several advantages among other works, such as
it can be used without the need of slides or a first pass recognition on the video. We should
remark that sometimes the paper, lecture notes, or even the transcript, on which the lecture
is based, is downloaded. This is very useful for the adaptation, although finding this exact
document is not the primary goal of the search.

To ensure that the documents retrieved are of a minimum-required quality, we constrain
the search to PDF documents only, and not web pages. Note thattypically PDF files are of
a higher standard since they are usually papers, books or notes related to the lecture topic.
Also, in case of some of the retrieved documents might be in a language different from that
of the video, we perform a conventional language identification/classification process based
onn-gram characters [1] over the extracted text.

We propose the following two search methods for retrievingN documents per video:

• Exact search: documents that exactly match the title of the video lecture are down-
loaded, i.e. the title is contained within the text of the document. Sometimes the search
produces less thanN results. For instance, the lecture “Applications. V-mWater: an
e-Government Application for Water Rights Agreements” produced 0 results.

• Extended search: first, an exact search is performed, and, ifless thanN documents are
found, the search is extended with documents that partiallymatch the title. In other
words, the extended search will retrieve all the documents from the exact search plus
other documents that contain some of the words of the lecturetitle, up toN documents.

The impact of both search methods on the transcription quality is assessed in Section 7.4.4.

7.3 Language Model Adaptation

In nearly all language modelling applications, it is commonto have corpora of different size
that also stem from different sources. The basic approach tolanguage model estimation
consists of merging all the different corpora into a single one and estimating a language
model on all of the data. On the other hand, this incorporatesseveral problems. For instance,
when the corpora are very different in size, the resultingn-gram counts will be dominated
by the large corpus only, so including (few) in-domain data will have almost no effect on the
resulting language model.

Instead, individual language models are estimated on each data source separately. In a
second step, the linear interpolation of the individual probability estimates is used. LetI be
the number of corpora, andpi(w|h) be the estimate for a wordw given the preceding history
wordsh for the language model trained on thei-th corpus [5]. Then we have
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p(w|h) =
∑

i λipi(w|h) (7.1)

where
I
∑

i=1

λi = 1

for the probability estimatep(w|h) of the combined language model. The interpolation
weights are denoted byλi.

In this way we can also adapt a language model to a given domain: Given a small cor-
pus of in-domain development data, the weight parametersλi can be tuned such that the
perplexity on the development data is minimised. The weightparameters then weigh the in-
dividual corpora, be it in-domain or out-of-domain, according to their adequacy related to the
in-domain development data.

Equation 7.1 is extended to consider language models trained with text extracted from
documents retrieved from the internet:

p(w|h, V ) =
∑

i λipi(w|h) + λDpD(w|h) (7.2)

where
I
∑

i=1

λi + λD = 1

beingV the current video andpD(w|h) the language model trained on the documents down-
loaded forV .

Furthermore, we consider the scenario where lecture slidescan be extracted applying
OCR to the video file [8], or the scenario where both the text from the slides and the retrieved
documents are combined:

p(w|h, V ) =
∑

i λipi(w|h) + λDpD(w|h) + λSpS(w|h) (7.3)

where
I
∑

i=1

λi + λD + λS = 1

In case the document retrieval technique does not download any resource for a given video,
λD is constrained to0.

7.4 Experiments

In this section our approach is compared with a baseline language model computed with
both out-of-domain corpora and in-domain data. The baseline system is compared against
three systems: a system adapted with documents, a system adapted with slides, and a system
adapted with both slides and documents. In all experiments two acoustic models are used: a
DNN-HMM and a classical GMM-HMM. Empirical results are reported on the test set of the
Spanish poliMedia corpus (see Section 5.2).
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Table 7.1: Main statistics of the out-of-domain corpora used to train the baseline lan-
guage model.

Sentences Words Vocabulary
Google Ngram – 44.8G 2.2M
UnDoc 10M 318.0M 1.9M
news (07-11) 8.6M 217.2M 2.9M
El Periódico 2.7M 45.4M 916K
Europarl-v7 2.1M 54.9M 439K
UnitedNations 448K 10.8M 234K
TED 316K 2.3M 133K
news-commentary 183K 4.6M 174K
EPPS 132K 0.9M 27K

7.4.1 Corpora

The baseline model was trained using a large set of out-of-domain and in-domain corpora. On
the one side, the out-of-domain corpora is summarised in Table 7.1 with basic statistics. On
the other side, as in-domain corpus we used the poliMedia corpus (see Section 5.2). Details
of this corpus are given in Table 5.2.

In order to carry out experiments with language models adapted to slides and documents,
we first needed to extract the text from the slides. However, as stated in Section 5.4.4, poliMe-
dia does not maintain a separated text version of the slides,and therefore text was extracted
automatically applying OCR. To do this we used the TesseractOCR tool [12] as in our pre-
vious experiments (see Section 5.5.1), but applying an improved preprocessing step which
performs several filters such as despeckling, enhancing or pixel negation to reduce the noise
generated by different factors, including size variability; irregular structure due to different
objects (charts, images, tables); or background and foreground colour variation. This im-
proved OCR technique offered a Word Error Rate (WER) of 40% onthe recognition of the
text from the slides of the test set, which clearly outperforms the previous OCR system (64%
WER points, see Section 5.5.1). The text extracted from the slides of the poliMedia test set
accounted for 16.4K words and a vocabulary size of 3.1K words.

Regarding the document retrieval technique, we carried outexperiments with language
models trained with the text extracted from up to a maximum of5, 10 and20 documents
downloaded per video, for both exact and extended searches.As we will see in Section 7.4.4,
the extended search reports significantly better results than the exact search for5 documents.
So for 10 and 20 documents we only considered the extended search. Details of the retrieved
documents for the videos of the poliMedia test are depicted in Table 7.2.

7.4.2 Acoustic Models

The proposed language model adaptation techniques were tested with two different acoustic
models: standard GMMs and DNNs. We used the TLK [4] to train both acoustic models
using the training set of the poliMedia corpus (see Table 5.2).

On the one side, GMM-HMM acoustic models were based on triphonemes, modelled
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Table 7.2: Global statistics of all downloaded documents for every video from the test
set of the poliMedia corpus.

DocumentsWords Vocabulary
Exact Search (5 docs) 102 1.2M 41K

Extended Search
(5 docs) 115 1.4M 42K
(10 docs) 230 2.7M 65K
(20 docs) 459 6.4M 104K

with a 3-state left-to-right topology. A decision tree based state-tying was applied, resulting
in a total of5039 triphoneme states. Each triphoneme was trained for up to128 mixture
components per Gaussian and 4 iterations per mixture. Also,fCMLLR was applied in order
to reduce speaker variability.

On the other side, to train the hybrid DNN-HMM acoustic modelan accurate forced
alignment of the input features at triphoneme state (senone) level is required. We computed
this alignment using the aforementioned GMM-based system.With respect to the topology
of the DNN, the size of the output layer was determined by the number of phonetic targets
derived during the previous forced alignment, in this case,5039 classes. The development set
was used to determine the optimum network configuration: 4 hidden layers of 3000 neurons.
Finally, Gaussian mixtures of the previous HMM acoustic model were replaced with the
neural network state posterior probabilities.

7.4.3 Language Models

Concerning the language models, the baseline model was trained interpolating several indi-
vidual language models, as discussed in Section 7.3, and trained on the corpora described in
Section 7.4.1.

It must be noted that the language model interpolation technique is quite expensive in
computational terms. Since we are looking for a cost-effective solution, instead of interpo-
lating the in-domain corpora with all the out-of-domain corpora, a prior interpolation of out-
of-domain corpora is performed and this model is interpolated with the in-domain corpora.
This change had no impact on error rates. However, it led to a considerable improvement of
performance in terms of both time and memory.

Therefore, we trained a4-gram language model for each out-of-domain corpus using
the SRILM [13] toolkit. In addition, the training set of the poliMedia corpus was used to
train the in-domain language model. Every language model was smoothed with the modified
Kneser-Ney absolute interpolation method [3, 6]. The vocabulary of the interpolated lan-
guage model was computed using 200K words over all the out-of-domain corpora plus the
in-domain vocabulary, resulting in a 205K words vocabulary. Regarding the adapted models,
the vocabulary was built extending the base vocabulary withthe words in the slides and/or
the documents.
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Table 7.3: WER (%) computed over the test set of the poliMedia corpus forthe baseline
language models and for a set of adapted language models augmented with different
number of documents retrieved with either exact and extended searches.

Language Model
Acoustic Model
GMM DNN

Baseline (BL) 21.8 15.7
BL + Exact (5 docs) 20.7 14.6
BL + Extended (5 docs) 20.6 14.4
BL + Extended (10 docs) 20.6 14.4
BL + Extended (20 docs) 20.0 14.2

Table 7.4: Evolution of the WER (%) when adding OCR slides and retrieveddocuments
to the baseline language models, computed over the test set of the poliMedia corpus.

Language Model
Acoustic Model
GMM DNN

Baseline 21.8 15.7
+ OCR Slides 19.4 13.8
+ Documents 18.9 13.5

7.4.4 Evaluation

First we run experiments to assess whether the exact or the extended search is better for
querying documents. For these experiments the number of documents per video is set to 5.
Table 7.3 depicts these results, in which it is observed thatdocument adaptation significantly
improves the baseline results independently of the AM used.The extended search obtains
better results than the exact search where the smaller amount of documents retrieved leads to
slightly higher WER values.

After setting the retrieval technique to extended search, we assessed the impact of the
number of documents retrieved when using up to 10 and 20 documents, instead of 5. The
same table shows a significant improvement for all acoustic models when using 20 docu-
ments, up to 11% relative WER.

In cases where slides are available, not only it is possible to perform adaptation by using
either the documents or the slides [8], but also a combination of these two resources. These
combined results are summarised in Table 7.4. It is observedthat the inclusion of docu-
ments significantly improves the results of all the previoussystems (adapted or not) where
documents were not used. It is also interesting to note that the combination of slides and
documents outperforms both the system without slides and the system without documents.

7.5 Conclusions

We have proposed a new simple yet effective method to retrieve documents from the web
and use them to build adapted language models for video lecture transcription. These doc-
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uments have proven to be a very valuable resource for adapting language models, obtaining
relative WER improvements of up to 9% using GMM, and up to 11% when using DNN, with
respect to a strong baseline. Furthermore, if we combine thedocument adaptation with slide
adaptation the system yields relative WER improvements of 13-14% with respect to a strong
baseline. It is worth noting that, in general, the improvements are consistent for all proposed
acoustic models, which makes us think that this kind of adaptation will provide significant
improvements as the acoustic models get even better.

The documents obtained have led to significant improvements, proving that this method is
a good way of retrieving documents for the purpose of adapting language models to the topic
of the lecture. However, in the future, we plan to compare this document retrieval method
with the alternative methods proposed by other authors [9–11]. Furthermore, we would like
to explore the possibility of also adapting language modelsto the vocabulary of the speaker,
using supervised or unsupervised transcriptions of previous lectures from the same speaker,
in order to disambiguate certain words and expressions frequently used by the lecturer.
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Chapter 8. Transcription and Translation Platform

8.1 Introduction

In Chapter 5 we presented thetransLectures-UPV Platform(TLP), which consists of a set
of software tools that enable multilingual automatic subtitling in large video repositories.
Indeed, we described the integration of this software with the poliMedia repository (see Sec-
tion 5.2) under the scope of the transLectures EU project (see Section 5.3). This integration
made possible the generation for the first time of automatic Spanish and English subtitles
for several thousands of Spanish video lectures available in the poliMedia repository. These
subtitles were produced by the first Spanish ASR and Spanish into English SMT systems de-
scribed in Section 5.4.4. Also, thanks to the TLP Player (seeSection 5.4.2), poliMedia users
were able to edit subtitles in order to amend transcription and translation errors.

During the transLectures project, new ASR and MT systems were built and incorporated
into TLP to support transcription and translation of poliMedia lectures in other languages
than Spanish. Furthermore, all those ASR and MT systems wereprogressively improved
throughout the project by introducing several technological upgrades. In this chapter we will
describe chronologically all changes and improvements made in this period of time. For the
sake of brevity and clarity, instead of calendar dates, we will use relative months since the start
of the transLectures project to state the time instant in which an improvement was introduced
into TLP. For instance, M12 will refer to the 12th month afterthe beginning of transLectures.
As a reminder, the transLectures project started in November 2011 and finished in October
2014.

Also, during this period of time and beyond, the TLP softwarehave been significantly im-
proved by correcting bugs and adding new features and enhancements. These improvements
resulted in successive public releases of TLP under an open-source license. Indeed, it has
been adopted recently by different institutions, either physically and remotely as a cloud ser-
vice via theTranscription and Translation Platforma (TTP) of the MLLPb research group,
a cloud-based transcription and translation service fullygrounded on TLP.

The rest of the chapter is structured as follows: Section 8.2describes the latest TLP
release existing at the time of writing. Next, Section 8.3 reviews the integration of TLP with
the poliMedia repository within the scope of the transLectures project. Then, Section 8.4
describes the aforementioned MLLP’s Transcription and Translation Platform, and finally,
Section 8.5 gives some concluding remarks and future work.

8.2 The transLectures-UPV Platform

In this section we will give a complete overview of TLP, describing the workflows involved
when integrating ASR, MT and Text-To-Speech Synthesis (TTS) technologies into large me-
dia repositories with the aid of this platform.

The main features of TLP are the following:

• Easy integration of ASR, MT and TTS technologies:TLP provides a framework in
which custom ASR, MT and TTS systems can be easily integratedinto the platform to

ahttp://ttp.mllp.upv.es
bhttp://mllp.upv.es
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DatabaseIngest Service

Player

Figure 8.1: Main Components ofThe transLectures UPV Platform.

provide automatic subtitles and synthesised text-to-speech audio tracks. This feature is
widely reviewed in Section 8.3.1.

• Exploitation of media-related resources:Language model adaptation techniques for
ASR such as the one described in Chapter 7 are supported by TLP.

• Support to grid computing: TLP has been developed expressly to take advantage
of computer clusters in order to parallelize at maximum transcription, translation, and
text-to-speech processes.

• Ergonomic solution for subtitle editing: TLP includes a web-based software tool,
the TLP Player (See Section 8.2.4), that can be used to reviewsubtitles with ease and
comfort.

• Support to collaborative subtitling: TLP enables collaborative subtitling by manag-
ing edit sessions and keeping track of all user editions madeon subtitle files. Changes
can be postponed to be reviewed by authors, who can later review these changes to
accept or reject them.

• Automated actions to enhance subtitle quality:Whenever a transcription or trans-
lation file is edited, translations and/or synthesised audio tracks are automatically re-
generated.

• Extensive and powerful public API: TLP offers a complete API (see Section 8.2.3)
that makes very easy the integration process between TLP andremote media reposito-
ries.

• Based on open-source tools and libraries:All software tools included in TLP are
entirely based on open-source languages and libraries.

• Publicly released as open-source software:Successive versions of TLP have been
publicly released under the open-source Apache License 2.0.
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Figure 8.1 shows the main components of TLP and a simplification of all existing interac-
tions among them. These components are the Database, the WebService, the Ingest Service
and the Player, each of which are described in their corresponding sections.

As stated before, all incremental versions of TLP have been released under the open-
source Apache License 2.0:

• v1.0.0: July 2014

• v1.0.1: October 2014 (End of the transLectures project)

• v1.1.0: December 2014

• v1.2.0: April 2015

• v2.0.0: June 2015

• v2.1.0: July 2015

The latest version of TLP can be freely downloaded from the MLLP research group’s
official web pagec. The following subsections describe TLP at its version 2.1.0.

8.2.1 Use Cases

We have defined the following three use cases to illustrate the main ways a remote media
repository and its users can interact with TLP:

1. A new recording from the media repository needs to be automatically transcribed and
translated.

2. A user plays a video along with subtitles in the media repository’s website.

3. A user decides to review video subtitles.

Use Case 1: A new recording from the media repository needs tobe automatically tran-
scribed and translated

Figure 8.2 describes graphically all human-machine interactions taken place in this first use
case. A lecturer records a new video lecture, for instance, in a recording studio, classroom
or conference. To get this video transcribed and translatedinto several languages, a Media
Package File (MPF) made up with the recorded media file plus other metadata (see Sec-
tion 8.2.5) is created and uploaded to TLP via the/ingestinterface of the Web Service API
(see Section 8.2.3). The Ingest Service (see Section 8.2.5)unpacks the MPF and launches the
required transcription, translation and/or speech synthesis processes. During this stage, the
client (media repository) can check at any time the progressof the upload using the/status
endpoint of the Web Service. Finally, the Ingest Service creates a new media record in the
Database (see Section 8.2.2) and stores all media, subtitles, and synthesised audio track files.

chttp://mllp.upv.es/tlp
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Figure 8.2: TLP Use Case 1: A new recording from the media repository needs to be
automatically transcribed and translated.

It must be noted that this process is fully transparent for the lecturer, in the sense that
it does not alter the educational content production life cycle: subtitles are automatically
generated without human intervention after the recording session ends. Afterwards, these
subtitles are delivered on-demand to the users, as described in the next use case.

Use Case 2: A user plays a video along with subtitles in the remote repository’s website

Figure 8.3 depicts the second use case. Here, a user browses the remote media repository’s
catalogue and selects one video file. The user can watch the selected media with subtitles
in different languages, or even listen to it in another language by selecting an automatically
synthesised audio track. To get the list of all available subtitle languages, the repository’s
media player sends a request to the/langsinterface of the Web Service. As the user selects
the desired subtitle language, the remote repository’s media player calls the/subsendpoint to
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Figure 8.3: TLP Use Case 2: A user plays a video along with subtitles in theremote
repository’s website.

download the latest version of the corresponding subtitle file, which is immediately displayed.
Similarly, the media player calls the/audiotrackinterface to retrieve a synthesised audio track
in another language.

Use Case 3: A user decides to review video subtitles

An illustration of the third use case is shown in Figure 8.3. Auser, while playing a media
file with subtitles (use case 2), notices that the subtitles contain errors and he/she decides to
correct them. To do this, the repository’s media player redirects the user to the TLP Playerd

(see Section 8.2.4). The TLP Player offers an ergonomic and efficient interface for subtitle

dIt must be noted that the remote repository’s media player can allow subtitle editing, whenever it implements
the needed API calls to the Web Service in order to submit all changes to TLP. In this case, the redirection to the
TLP Player is not needed.
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Figure 8.4: TLP Use Case 3: A user decides to review video subtitles.

editing.
The TLP Player loads the main media file and the selected subtitles file by calling the

/metadataand /subsinterfaces of the Web Service, respectively. Any corrections made by
the user are then sent back to the Web Service via the/modinterface and appended into the
internal DFXP [35] representation of the subtitles file. TheDFXP format was extended to
store extra information such as timestamps, user information and confidence measures. The
updated DFXP file plus other metadata are committed to the Database.

Finally, automatic translations and synthesised audio tracks are automatically re-generated
taking into account user amendments. In parallel, WER or BLEU metrics, depending on the
type of subtitles (transcription or translation, respectively), are automatically computed by
taking as hypothesis the fully automatic version of the subtitles, and as reference the re-
viewed version from the user(s). These metrics provide useful information about the quality
of the ASR or MT system that generated the subtitle file.

Alternatively, TLP can be configured in order to put lecturers in the middle of the process.
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Under this setting, subtitle changes made by regular users are not committed, and therefore
not shown to other users, until the lecturer reviews these changes and decides to approve or
discard them. Lecturers are properly notified by the remote media repository when there exist
subtitle modifications that require their approval. The WebService is conveniently equipped
with a set of interfaces to support this use case variant (i.e. /revisions, /acceptor /reject,
among others).

8.2.2 Database

TLP features an object-relational database which stores all the data required by the Web
Service and the Ingest Service. The Database manages the following entities:

• Uploads: Every time a new media file is uploaded using the/ingestoperation, a new
upload entry is stored in the database to track its progress.

• Systems: Metadata from all ASR, MT, and TTS systems featured by the Ingest Service
(see Section 8.2.5) are also stored into the database.

• Media/Lectures: All the information related to a specific media/lecture is stored in the
database, including language, duration, title, keywords and category. An external ID,
provided by the client repository, is used to identify the media object in all transactions
performed between the client repository and the Web ServiceAPI.

• Speakers: Information about the speaker/lecturer can be used by the ASR system to
adapt the underlying models to the unique characteristics of the given speaker and,
therefore, improve the quality of the resulting subtitles.

• Subtitles: All subtitles automatically generated by the Ingest Service are stored in
DFXP format into the database and retrieved by the client viathe Web Service.

• Audiotracks: As in the case of subtitles, automatically synthesised audio tracks from
translated subtitles are also stored in the database.

• Edit sessions: Information about user edit sessions, either alive or finished, is stored
in the database. The Web Service uses this information to allow or disallow a user to
start editing a subtitle file (see Section 8.2.3).

• Edit history : All user editions within an edit session are stored individually in the
database, so that it is possible to recover previous versions of a subtitle file at any
time. In fact, the Web Service offer several API interfaces devoted to this purpose (see
Section 8.2.3).

• Users: Conceptually, TLP is presented as a single-user system (the client repository
to which it is integrated). However, it is possible to add more users to give support
to multiple repositories at the same time. The MLLP’s Transcription and Translation
Platform described in Section 8.4 is a good example of a multiple-user TLP installation.
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8.2.3 Web Service

The Web Service is the key component for integration: it is the information exchange point
between the remote media repository and TLP (see Section 8.2.4). Specifically, the Web
Service defines an API composed of a wide set of HTTP interfaces that allow a full integration
of all TLP services with the remote media repository. These interfaces can be divided in four
groups:

• Interfaces for media upload and management:

– /ingest: allows to upload media (audio/video) files and any attachments and meta-
data to TLP, in order to generate automatic subtitles and/ortranslated audiotracks.

– /uploadslist: returns a list of all uploads being processed by the Ingest Service
(see Section 8.2.4).

– /status: allows to check the current status of a specific upload ID.

– /systems: returns a list of all available ASR, MT, and TTS systems featured by
the Ingest Service.

• Interfaces for downloading media and subtitle files:

– /metadata: returns metadata and media file locations for a given media ID.

– /langs: returns a list of all subtitles and audio track languages available for a given
media ID.

– /subs: allows to download a subtitle file for a given media ID and language.

– /audiotrack: allows to download an audio track file for a given media ID and
language.

• Interfaces for the edit of subtitles:

– /start_session: starts an edit session to send and commit modifications of a subti-
tles file.

– /session_status: returns the current status of the given session ID.

– /mod: allows to send subtitle corrections under an open edit session.

– /end_session: ends an open edit session, and depending on the confidence ofthe
user, changes are directly stored into the corresponding subtitles files, or left for
revision by the author.

• Interfaces for the management of user edits:

– /lock_subs: (for authors) allow/disallow regular users (non-authors) to send sub-
titles modifications for an specific Media ID.

– /edit_history: returns a list of all edit sessions that involved an specificmedia ID.

– /revisions: returns a list of all edit sessions of all media files of the remote repos-
itory that are pending to be revised.
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– /mark_revised: (for authors) mark/unmark as revised an specific edit session ID.

– /accept: (for authors) accept modifications of one or more pending edit sessions
without having to revise them. Modifications are committed into the correspond-
ing subtitles files.

– /reject: (for authors) reject modifications of one or more pending edit sessions
without having to revise them.

A detailed description of the Web Service’s API can be found in the on-line documenta-
tion of TLPe. It is worth noting that public releases of TLP come along with several tools and
libraries ready to interact with this API.

8.2.4 Player

The TLP Player is an PHP/HTML5 media player that allows usersto review and edit subtitles
with ease. It provides a highly ergonomic editing interfaceoptimised to reduce user effort.
Several refinements and enhancements have been implementedon it based on objective data
and subjective feedback gathered from the different user evaluations we carried out (see Sec-
tions 5.5.2 and 8.3.3). Figure 8.5 shows an screenshot of thecurrent Player. Its main features
are the following:

• Four different editing layouts: depending on where the subtitle text edit area is lo-
cated:on-screen, side-by-side, top-bottomandsubtitles only.

• A single yet effective interaction method: conventional post-editing with a complete
set of keyboard shortcuts to boost expert users’ capabilities. The Intelligent Interaction
mode, implemented in the first version of TLP as described in Section 5.4.2, was dep-
recated as a consequence of the results obtained in the first user evaluations described
in Section 5.5.2.

• Two edit modes: basic mode, in which only the text of the subtitles can be edited, and
advanced mode, where also the segmentation of the audio signal can be modified, this
is, subtitle segments can be added, deleted or re-sized.

• Support to external audio tracks: it is capable to play the translated and synthesised
text-to-speech audio tracks generated by the Ingest Service (see Section 8.2.4).

• Adaptable to user preferences: it includes a user settings section in which some
options can be adjusted according to user preferences.

• User sessions management: it notifies to users when subtitles are being edited by
another user at the same time.

• Edit history management: it allows authors and non-authors to load modifications
made by other users to any of the subtitles.

ehttp.//mllp.upv.es/tlp
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Figure 8.5: Screenshot of the advanced mode of the TLP Player.

8.2.5 Ingest Service

The Ingest Service is the component devoted to coordinate the automatic transcription, trans-
lation, and audio track synthesization of either new and existing media files. Specifically, it
takes as input Media Package Files uploaded via the/ingestinterface of the Web Service. A
MPF is a ZIP file that contains media files and attachments, plus a JSON file that states the
uploaded media files and attachments included in the MPF, in addition to other metadata. The
Ingest Service checks periodically whether new MPFs have been uploaded in order to start
their processing, and if the ongoing uploads are progressing correctly or have failed.

Internal Structure

Figure 8.6 shows the internal structure of the Ingest Service, which is split into two layers. On
the one hand, the upper layer implements the main logic of theIngest Service using a modular
design. It has a central node, the Core, that implements the logic of all possible paths a MPF
can follow, while data processing tasks are handled by external modules. This means that the
functionalities of the Ingest Service can be easily modified, replaced or extended by swapping
these external modules with others.

These external modules can be divided in two categories:

• Base Modules: Modules that implement APIs for the basic operations used bythe
Core.

– URL Downloader: Module that allows to download media files from a given
URL address, whenever URL links are sent in the MPF instead ofphysical media
files. It also offers the possibility of downloading media files from encoded URLs
such as YouTube or Vimeo using external plug-ins (URL decoders).

– Media Module: Module that offers several methods to perform media format
conversions.
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Figure 8.6: Internal structure of the Ingest Service.

– Mailer Module: Module that implements routines to send e-mail notifications
regarding upload status updates.

• transLectures Modules: Modules that allow to integrate ASR, MT, and TTS tech-
nologies into the Ingest Service.

– ASR Modules: Automatic Speech Recognition Modules, used to generate tran-
scription subtitle files.

– MT Modules: Machine Translation Modules, used to generate translated subtitle
files.

– TTS Modules: Text-To-Speech Modules, used to generate synthesised audio
tracks in a specific language.

– Text Retrieval Module: Extracts plain text information from the different file
resources included in the MPF. It also downloads related text documents from the
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web, following the approach described in Section 7.2. The extracted text infor-
mation can be exploited by ASR Modules to enhance the transcription quality by
adapting the underlying ASR system to the topic of the media file, as described
in Chapter 7.

On the other hand, the lower layer satisfies all local installation dependencies related to
data storage and job scheduling. In it we can distinguish:

• Scheduler layer: Implements an API to manage transcription and translation pro-
cesses, typically in a grid engine or job management system.

• Storage layer: Implements an API to access to the data stored in the Databaseand in
the TLP Server’s hard drive.

Uploads Workflow

In this section we explain the different steps that can be followed by an upload. First, we
must distinguish between four types of operations:

• New Media: This operation is requested when a newly-recorded, non-existing media
is uploaded to TLP for the first time. In this operation, a new media object is created
in the Database.

• Update Media: This operation is requested when updates are applied to an existing
media. For instance, new text resources such as lecture slides might be added to the
Media Package File (MPF) to improve the automatic transcription and translations of
the existing media.

• Delete Media: This operation is requested when a media is deleted from the remote
repository.

• Cancel Upload:This operation is requested to cancel an ongoing upload for whatever
reason.

Figure 8.7 shows the standard Ingest Service workflow: MPFs are uploaded to the TLP
via the Web Service’s/ingestinterface and stored in the Database. The Ingest Service reads
the uploads table of the Database and starts processing the uploaded MPF. With some excep-
tions, an upload typically follows the following sequential steps:

1. Media Package Processing:The MPF is processed for the first time, performing sev-
eral security, data integrity and data format checks.

2. Transcription Generation: A transcription file in DFXP format is generated from the
main media file (video, audio) using the proper ASR Module.

3. Translation(s) Generation: One or more translation files in DFXP format are gener-
ated from a transcription file using the appropriate MT Modules.
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Figure 8.7: Ingest Service Workflow.

4. Text-To-Speech Track Generation: One or more synthesised audio track files are
generated from a translation file using the appropriate TTS Modules.

5. Media Conversion: The main media file is converted into the media formats required
by the TLP Player in order to maximise browser compatibility.

6. Store Data: For new and update operations, all the data attached in the MPF and
automatically generated by the Ingest Service are stored inthe Database. For delete
operations, all previously stored media files and data are deleted.

In addition, in each awake of the Ingest Service, the Core checks, for every ongoing
upload, the statuses of all the submitted processes it is waiting for. These statuses can be:

• Queued: Processes are on queue, waiting to be executed.

• Running: Processes are being executed.

• Finished: All submitted processes finished successfully. The Core moves the upload
to the next processing step.

• Failed: Some submitted processes failed. The Core changes the upload status to a
descriptive error state.
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8.3 Integration with poliMedia

As described in Chapter 5, TLP was initially integrated withthe poliMedia repository under
the scope of the transLectures project. In this early stage,first Spanish ASR and Spanish
into English SMT systems were built and integrated in M12 to provide Spanish and English
subtitles to Spanish poliMedia video lectures. During the transLectures project, these systems
were improved every six months by means of technological upgrades or the inclusion of more
training data. Besides, in M24 we added support to English and Catalan poliMedia lectures,
so that every lecture in the poliMedia repository was automatically transcribed and translated
into Spanish, English and Catalan. To do this, English and Catalan ASR systems, as well as
English into Spanish, English into Catalan, Catalan into Spanish, and Catalan into English
MT systems were built and integrated into TLP. Similarly to the first M12 systems, these new
M24 systems were also improved every six months.

It is worth noting that, following to major ASR and MT system upgrades, the whole repos-
itory was automatically re-transcribed and re-translatedusing improved systems. This led to
a massive, overall improvement of the quality of all subtitles of the poliMedia repository.

The rest of this section is structured as follows. First, Section 8.3.1 describes the training
procedures and the technological upgrades applied to all ASR and SMT systems. Second,
Section 8.3.2 reviews the extensive and periodic automaticevaluations of the quality of these
systems. Finally, Section 8.3.3 presents the results obtained in the second real user evalua-
tions carried out in M24.

8.3.1 ASR and SMT Systems

In this Section we describe the ASR and MT systems that were integrated with TLP and
poliMedia during the transLectures project, along with an explanation of the training and
massive adaptation techniques that were applied to improvetheir quality. These techniques
are referenced afterwards in Section 8.3.2.

ASR Systems

In Section 5.4.4 was described our first Spanish ASR system, based in the conventional
GMM-HMM approach and built using the TLK toolkit [14] and theSRILM toolkit [33]
to train acoustic and language models, respectively. This system was integrated into TLP
in M12. Additionally, two new ASR systems to transcribe English and Catalan poliMedia
lectures were built and integrated into TLP for the first timein M24. The initial versions of
these systems were technologically grounded on the same acoustic and language modelling
techniques used in the M12 Spanish ASR system.

During the whole project, several acoustic and language modelling techniques were ap-
plied consistently to all ASR systems to improve the overalltranscription quality of the repos-
itory. These techniques are listed below:

• Cluster-based Cepstral Mean and Variance Normalisation (CMVN) [34] : CMVN
aims to reduce the variability between feature representations of utterances from dif-
ferent speakers in order to increase the robustness of the acoustic models. To do this,
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input acoustic features are first clustered using prior information about the speakers,
and then normalised per cluster in mean and variance.

• DNN-HMM approach [12]: Under this approach, the previously trained GMM-HMM
system is used to compute an alignment between the acoustic training data and their
transcriptions to obtain a mapping from a time step of the acoustic signal (feature vec-
tor) to the HMM state associated with this time step. Then, a DNN is trained so that it
predicts the HMM state given a feature vector. In this way, wecan compute a proba-
bility distribution over the HMM states for each input feature vector. Our DNNs were
made up of four hidden layers with 3000 units in each layer, and were trained using
a discriminative pre-training scheme [12], using as input 15 MFCCs plus derivatives
(48-dimensional features) with a sliding-window of 11 feature vectors.

• Multilingual DNN [20]: It is a technique that allows us to take advantage of all avail-
able training acoustic data, regardless of the language, which aims to train a DNN for
a specific language. Specifically, knowing the language of the speech input features,
the network is trained only to predict the corresponding language-specific HMM states,
while the hidden layers are shared for all languages. This technique has proved that it
can deliver significant improvements when dealing with languages in which the avail-
ability of training speech data is scarce, as it happens withthe Catalan language. Our
multilingual DNNs were made up of six hidden layers with 3000units in each layer,
and were trained similarly to monolingual DNNs.

• Softmax DNN adaptation [36]: the top layer of the DNN (the so-called softmax layer)
is adapted to the speaker characteristics. This adaptationis based on a view of a DNN
as non-linear feature extractor (lower layers) followed bya log-linear classifier (soft-
max layer). Therefore, the adaptation consists in adaptingthe input of the log-linear
classifier (softmax layer) by introducing an affine transformation computed with the
output of the system in a previous recognition step. The adapted DNN is therefore
used in an additional third recognition step to re-compute the posterior HMM-state
probabilities of the input features.

• System combination with a CNN-HMM based system [8, 9]:The speaker-adapted
multilingual DNN is combined with a Convolutional Neural Network Hidden Markov
Model (CNN-HMM) system. In the CNN-HMM approach, MFCC features are re-
placed by filter bank features. The basic idea here is to applyconvolutional filters
along the frequency instead of the time axis. More details about how these systems are
trained can be seen in [8]. The DNN-CNN combination is performed before the third
recognition step by means of a linear interpolation of the outputs of both networks.

• n-gram based vocabulary selection:It consists of training 1-gram models from all of
the out-of-domain corpora. These 1-gram models are interpolated as in [21] to obtain
the model with the least perplexity in a given development set. The final vocabulary is
made up of the 50K most probable words according to the interpolated LM plus all the
words from the in-domain corpora. Thus, vocabularies from out-of-domain corpora are
combined assigning weights to each corpus based on their similarity to the in-domain
development set, rather than just the size of the corpus. This technique allowed us to

118 JASC-DSIC-UPV



8.3. Integration with poliMedia

increase the size of the vocabulary from 50K up to 200K words,since the number of
noisy words introduced by this technique is significantly lower than in the previous
method.

SMT Systems

In Section 5.4.4 is described our first Spanish into English MT system, which is based on the
state-of-the-art phrase-based SMT toolkit Moses [24] to train translation models, and on the
SRILM toolkit [33] to trainn-gram language models. This system was integrated into TLP in
M12 and afterwards improved over time, as we will see in Section 8.3.2. In addition, in M24
a new English into Spanish SMT system was introduced into TLP. This system was entirely
based in the inverse SMT system. Enhancements made on both SMT systems were focused
on improving the topic adaptation method, that is, the Infrequentn-gram Sentence Selection
(ISS) technique [18] described in Section 5.4.4. Concretely, in M18, the ISS technique was
slightly improved by better tuning of the infrequent threshold t, as well as by introducing a
sentence length normalisation term to the infrequency scores, so that Eq. 5.1 became

i(f) =
∑

w∈X

min(1, N(w))max(0, t− C(w)) ·
1

Z(f)
(8.1)

beingZ(f) the number ofn-grams off .
It is important to note that during the transLectures project we explored many other alter-

native topic adaptation techniques [10, 26, 28], however ISS was the one that delivered the
best results, and therefore, the subsequent SMT systems were the chosen ones to be in the
production system.

Finally, also starting from M24, translations from and to Catalan of poliMedia lectures
were generated using the open-source rule-based translation system Apertium [16]. Never-
theless, the quality of the translations generated by thesesystems was not assessed due to
the absence of proper test sets. However, Apertium yields high quality Spanish to Catalan
(and vice versa) translations since Spanish and Catalan arevery similar languages in lexical,
syntactical and grammatical terms. On the other hand, acceptable translations from Cata-
lan into English and vice versa are provided by Apertium, if we disregard the problem with
out-of-vocabulary words.

8.3.2 Automatic Evaluations

In this section we analyse the progress of the transcriptionand translation quality in the
poliMedia repository throughout the transLectures project. Figure 8.8 shows this progress for
all ASR and SMT systems. On the one hand, left-most plot depicts the WER evolution for the
Spanish (Es), English (En) and Catalan (Ca) ASR systems computed over their respective test
sets during the 36-month period that comprised the transLectures project. Similarly, on the
other hand, right-most plot shows the BLEU evolution of the Spanish into English (Es-En)
and the English into Spanish (En-Es) SMT systems over the same time span. In both cases,
it can be appreciated a positive evolution of the WER (the lower, the better) and BLEU (the
higher, the better) curves in favour to a progressively improved transcription and translation
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Figure 8.8: Transcription and translation quality progress for all languages considered
in the poliMedia repository in ASR (in the left and in terms ofWER) and in SMT
(in the right and in terms of BLEU) during the 36-month periodthat comprised the
transLectures project. WER and BLEU figures for each ASR and SMT system were
computed on their respective test sets.

quality. Further training and evaluation details of every ASR and SMT systems are given all
through the rest of this section.

Spanish ASR System

To gauge the progress of the Spanish transcription quality,WER figures were computed over
the test set of the Spanish poliMedia corpus (see Table 5.2).Table 8.1 shows the evolution of
the WER over time along with a description of the techniques incrementally incorporated to
the system and their impact on the WER. The first Spanish ASR system (M12), described in
Section 5.4.4, scored 23.8 WER points.

This system was first improved in M18 by applying the CepstralMean and Variance
Normalisation (CMVN) technique, achieving 22.1 WER points.

A big improvement was obtained in M24, when the ASR migrated from the classi-
cal GMM-HMM approach to a hybrid NN-HMM system based on a shallow Neural Net-
work [13], as a preliminary approach to Deep NN. The NN was made up of one hidden layer
with 4000 neurons. This improvement was combined with a new language model adapted to
slides and documents according to the technique described in Chapter 7. With both enhance-
ments, the M24 system scored 18.7 WER points.

Then, in M30, another significant improvement was obtained by replacing the previous
shallow NN with a Deep NN (DNN) made of four layers and 3000 neurons per layer, as well
as increasing the number of MFCCs from 13 to 16, achieving 13.5 WER points. Please note
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Table 8.1: Evolution of WER (%) for the Spanish ASR system from M12 to M36,
computed on the test set of the Spanish poliMedia corpus. System tags labelled with (*)
denote the same system but without language model adaptation.

Tag Description WER
M12 First system 23.8
M18 M12 + CMVN 22.1

M18 + Shallow NN 19.5
M24 + Improved LM adaptation 18.7

M24* + DNN 17.4
M30 + LM adaptation 13.5

M30* + Multilingual DNN 16.8
+ Softmax adaptation 16.5
+ System combination CNN 16.3

M36 + Improved LM adaptation 12.2

Table 8.2: Statistics of the English Videolectures.NET speech corpus.

Training Development Test
Videos 20 4 4
Speakers 68 11 25
Hours 20 3.2 3.4
Sentences 5K 1K 1.3K
Running Words 130K 28K 34K
Vocabulary Size 7K 3K 3K

that this system is equivalent to the best one reported in Section 7.4.4.
The final M36 system included several improvements. First, we replaced the previous

DNN by a 6-layer Spanish-Catalan multilingual DNN of 3000 neurons per layer trained with
the Spanish poliMedia corpus plus the Catalan speech corpora used to train the Catalan ASR
system (which is described later). Second, we introduced the softmax layer adaptation tech-
nique to the multilingual DNN. Third, we trained a CNN-HMM-based system to be combined
with the previous speaker-adapted multilingual DNN-HMM system. Finally, we applied the
new LM adaptation technique based on the new vocabulary selection algorithm. All these im-
provements together produced a boost in the system accuracyup to 12.2 WER points, which
is almost the same quality that can be achieved by a human transcriber [19].

English ASR System

In M24, a new English ASR system was developed to transcribe English lectures from
the poliMedia repository. To report results, we used the test set of the English VideoLec-
tures.NET speech corpus created as part of the transLectures project. Table 8.2 shows basic
statistics of this corpus.
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Table 8.3: Statistics of the corpora used to train the English LanguageModel for the
English ASR system.

Corpus Sentences Running Words Vocabulary
Spanish-English poliMedia 1.5K 40.2K 3.8K
VideoLectures.NET 5K 130K 7K
COSMAT [25] 55.9K 1.4M 43.2K
TED-LIUM [30] 57K 2.6M 158K
VideoLectures.NET-subtitles 85K 2.1M 41.4K
WIT3 [11] 154K 3.1M 58.4K
Europarl-TV 180.4K 1.9M 31K
News-Commentary-v8 [6] 248K 6.2M 81.1K
EU-TT2 1M 2.1M 203K
Europarl-v7 [23] 2.2M 59.9M 139K
DGT-TM [2] 2.5M 49.2M 298K
Hal [1] 4.6M 104M 972.8K
United Nations [15] 11.2M 320M 132K
GIGA [4] 22.5M 668M 3.1M
News Crawl [7] 53.1M 1.3G 3.3M
Wikipedia 82.6M 1.7G 8.1M
Google-Counts-v1 [27] - 356.3G 7.3M

This first system was based on the Spanish ASR system described in Section 5.4.4. It
was a classical GMM-HMM composed by 3-state tied triphonemes and 64 components per
mixture with CMVN and CMLLR adaptation.

On the one hand, the acoustic models were trained using the training set of the English
VideoLectures.NET corpus (20h), as well as the EPPS [3] (102h) and TED-LIUM [30] (118h)
speech corpora, accounting up to 240 hours of speech data.

On the other hand, the baseline language model was a linear interpolation of several
4-gram language models smoothed with interpolated Kneser-Ney absolute discounting [22]
trained on several corpora. These corpora is listed in Table8.3, accompanied by their main
statistics. The linear interpolation weights were optimised in the development set of the En-
glish VideoLectures.NET corpus. The vocabulary of the resulting language model is reduced
to the 50K most probable words of the out-of-domain corpora,in addition to all the training
in-domain words. Finally, the adapted language models weretrained by including infor-
mation extracted from lecture slides and related documentsto the interpolation scheme, as
described in Chapter 7.

Table 8.4 shows the evolution of the WER over time along with adescription of the tech-
niques incrementally incorporated to the system and their impact on the WER. The first M24
English ASR system achieved 38.9 WER points. This system washeavily improved in M30
thanks to the replacement of GMMs by a DNN of 4 hidden layers and 3000 neurons per layer,
scoring 24.7 WER points. Finally, in M36, the system was improved in several ways. First,
the training data was augmented with 197 hours from the VideoLectures.NET subtitles (112h)
and the VoxForge corpus (85h). Second, we applied the softmax layer adaptation technique
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Table 8.4: Evolution of WER (%) for the English ASR system from M24 to M36,
computed over the test set of the English VideoLectures.NETcorpus. System tags
labelled with (*) denote the same system but without language model adaptation.

Tag Description WER
M24 First system 38.9

M24* + DNN 28.4
M30 + LM adaptation 24.7

M30* + Extra train data 26.8
+ Softmax adaptation 25.1
+ Multilingual DNN 24.6
+ System combination CNN 24.1

M36 + New LM adaptation 21.4

Table 8.5: Statistics of the Catalan poliMedia speech corpus.

Training Development Test
Videos 177 17 16
Speakers 41 6 6
Hours 21.3 2.4 2.1
Sentences 11.1K 1.3K 1.3K
Running Words 160K 20K 18K
Vocabulary Size 17K 3.9K 3.5K

to the DNN. Third, the monolingual DNN was replaced by an English-Spanish-Catalan mul-
tilingual DNN of six hidden layers and 3000 neurons per layertrained using all the available
training data, that is, the training data used on the Spanishand Catalan ASR systems plus all
English training data, accounting for 620 hours of speech. Fourth, we combined the output of
our speaker-adapted multilingual DNN with the output of a previously trained CNN-HMM
based system. Finally, we applied the new vocabulary selection technique to train the adapted
LM. With all enhancements in hand, the WER was finally reducedto 21.4 points.

Catalan ASR System

In M24 a new Catalan ASR system was developed to transcribe Catalan lectures from the
poliMedia repository. To do this, 26 hours of Catalan lectures from poliMedia where man-
ually transcribed and allocated into three different sets for training, tuning, and evaluation
purposes. The main figures of this corpus are depicted in Table 8.5. The test set was used to
report WER figures.

The first Catalan ASR system (M24) was based on the Spanish ASRsystem described in
Section 5.4.4. It was a classical GMM-HMM composed of 3-state tied triphonemes and 128
components per mixture with CMVN and CMLLR adaptation.

On the one hand, acoustic models were trained using the training set of the Catalan poli-
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Table 8.6: Statistics of the corpora used to train the Catalan LanguageModel.

Corpus Sentences Running Words Vocabulary
Glissando [17] 2.5K 63.8K 3.5K
poliMedia-training 11.1K 160K 17K
Es→Ca poliMedia-training 43.1K 1.1M 29.2K
Àgora [32] 105K 422.7K 25.5K
El Periódico 1.9M 40.8M 342.9K
Wikipedia 4.1M 99.5M 1.4M

Table 8.7: Evolution of WER (%) for the Catalan ASR system from M24 to M36,
computed over the test set of the Catalan poliMedia corpus. System tags labelled with
(*) denote the same system but without language model adaptation.

Tag Description WER
M24 First system 35.3

M24* + DNN 23.5
M30 + LM adaptation 22.3

M30* + Multilingual DNN 21.6
+ Softmax adaptation 21.0
+ System combination CNN 21.0

M36 + New LM Adaptation 17.4

Media corpus (21h) plus two external corpora: Àgora [32] (45h) and Glissando [17] (6h),
accounting for 72 hours of speech data.

On the other hand, we trained a linearly interpolated baseline language model computed
from in-domain and out-of-domain corpora. In this case, individual 3-gram and 4-gram lan-
guage models with interpolated Kneser-Ney absolute discounting [22] were trained for each
of the following corpora: Catalan poliMedia, El Periódico,Catalan Wikipedia, Àgora [32]
and Glissando [17]. Additionally, due to the lack of in-domain text corpora for the Catalan
ASR system, the training set of the Spanish poliMedia corpus(see Table 5.2) was translated
using the Spanish into Catalan MT system described in Section 8.3.1. This translated data
was used to train another language model that was also added to the interpolated language
model. Basic statistics of the aforementioned corpora can be found in Table 8.6. The linear
interpolation weights were optimised in the Catalan poliMedia development set. The vo-
cabulary of the resulting language model was reduced to the 50K most probable words of
the out-of-domain corpora plus all the training in-domain words. Finally, the adapted lan-
guage models were trained by including information extracted from lecture slides and related
documents to the interpolation scheme, as described in Chapter 7.

Table 8.7 shows the evolution of the WER over time along with adescription of the
techniques incrementally incorporated to the system and their impact on the WER. The first
version (M24) of the Catalan ASR system achieved 35.3 WER points on the test set. In
M30, the system adopted the hybrid DNN-HMM approach with a DNN made of 4 layers and
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Table 8.8: Main figures of the out-of-domain corpora from which sentences were se-
lected using the ISS technique starting from M24 for both Es→En and En→Es SMT
systems.

Sentences
Running Words Vocabulary

en es en es
Europarl TV 180.4K 1.9M 1.8M 31K 42.3K

Europarl-v7 [23] 2M 54.5M 57M 132K 195K
DGT-TM [2] 2.5M 49.2M 54.8M 298K 315K

News-Commentary-v8 [5] 182K 4.7M 5.3M 75.3K 97.7K
United Nations [15] 11.2M 320M 366M 132K 195K

Table 8.9: BLEU figures of the Spanish-English MT system from M12 to M36 com-
puted over the test set of the Spanish-English poliMedia corpus.

Tag Description BLEU
M12 First System 26.0
M18 M12 + Improved ISS 26.5
M24 M18 + More OD data 27.3
M30, M36 M24 + bugfix ISS 28.1

3000 neurons per layer, leading to a huge improvement, scoring 24.7 WER points. Finally,
the combination of a speaker-adapted 6x3000 multilingual DNN-HMM system with a CNN-
HMM system, plus the new vocabulary selection technique forlanguage model adaptation,
gave the best result of 17.4 WER points.

Spanish→English SMT System

To control the quality of Spanish into English translations, BLEU figures were computed over
the test set of the Spanish-English poliMedia parallel corpus (see Table 5.6).

Table 8.9 shows the evolution of the BLEU over time along witha description of the
improvements made to improve the system. The first Spanish into English SMT system
(M12) described in Section 5.4.4 achieved 26.0 BLEU points.In M18, the aforementioned
improvements made on the ISS technique (a better threshold tuning and adding a sentence-
length normalisation term) increased the BLEU score up to 26.5 points. Then, in M24, the
out-of-domain corpora pool was extended with additional parallel corpora, achieving 27.3
BLEU points. Table 8.8 shows basic statistics of the corporathat compounded the extended
pool. Finally, in M30 it was fixed a bug found in the implementation of the ISS technique,
meaning that the previously reported results were not as good as they could really be. Thus,
our final system scored 28.1 BLEU points.
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Table 8.10:Main figures of the parallel English-Spanish VideoLectures.NET corpus.

Sentences
Running Words Vocabulary

en es en es
Training 2.1K 59.6K 54.3K 3.8K 5.4K

Development 1.0K 29.4K 27.5K 2.7K 3.5K
Test 1.4K 37.4K 33.6K 2.9K 3.9K

Table 8.11:BLEU results on the test set of the English-Spanish MT systemfrom M24
to M36 computed on the test set of the VideoLectures.NET corpus.

Tag Description BLEU
M24, M30 First System 35.4
M36 M30 + bugfix ISS 35.5

English→Spanish SMT System

In M24, the newly incorporated English ASR system generatedthe first automatic transcrip-
tions for English poliMedia lectures. In order to make theselectures more accessible to
Spanish audiences, a new English into Spanish SMT system wasbuilt and incorporated to
TLP.

To monitor the quality of English into Spanish translations, we report BLEU figures com-
puted over the test set of the English-Spanish VideoLectures.NET parallel corpus, created as
part of the transLectures project. Table 8.10 shows basic statistics of this corpus.

On the one hand, translation models for this system were trained using the same par-
allel data and techniques as in the M24 Spanish into English SMT system. On the other
hand, we trained a linearly interpolated language model computed from in-domain and out-
of-domain corpora. In particular, we trained individual 4-gram language models with interpo-
lated Kneser-Ney absolute discounting [22] for each of the corpora used to train the baseline
language model of the Spanish ASR system, which are listed inTable 5.3. The linear in-
terpolation weights were optimised in the English-SpanishVideoLectures.NET development
set.

Table 8.11 shows the evolution of the BLEU figures over time. The first M24 system
scored 35.4 BLEU points, which is a very good result: BLEU figures above 30 points are
correlated with good-quality translations according to human perception [29]. Finally, the fix
of the bug discovered in the ISS technique implementation gave the actual and final quality
of the system: 35.5 BLEU points.

8.3.3 User Evaluations

In this section we describe user evaluations carried out under UPV 2013-2014 DeX pro-
gramme, as a continuation of the ones described in Section 5.5.2 which were carried out in
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Table 8.12: Summary of the results obtained in the user evaluations carried out under
the DeX 2013-2014 programme.

Spanish English Catalan Spanish→English
Lecturers 39 12 5 10
Videos 135 57 19 13
Hours 18.3 7.9 1.5 2.1
Error(%) 12.0 36.0 40.4 41.9
RTF 2.7 6.2 5.6 12.2

M12. However, in this case, only the conventional post-editing mode from the TLP Player
(see Section 8.2.4) was considered, since it was the preferred interaction method of the users
that participated in the previous evaluations. In this edition, participants were requested to
review the automatic transcriptions of five poliMedia videos in Spanish, English or Catalan,
or to review automatic English translations of three Spanish poliMedia lectures, using the
TLP Player. Lecturers’ background was diverse but mainly grounded on engineering studies,
however a few lecturers were related to other areas, such as business management, social
science, and biology. As in the previous edition, participants were free to choose where and
when to review those transcriptions, without our supervision. WER and TER as error metrics,
and RTF as effort metric, were computed from each revision.

Automatic Spanish, English and Catalan transcriptions to be reviewed were generated by
the corresponding M24 ASR systems described and evaluated in Section 8.3.2. Conversely,
automatic Spanish into English translations were generated by the corresponding M24 SMT
system. Table 8.12 summarises the empirical results obtained in these evaluations.

Review of Spanish Transcriptions

Spanish automatic transcriptions were reviewed by 39 lecturers accounting for 18.3 hours
(135 videos). On average, WER was as low as 12 WER points and RTF was 2.7.

As already stated in Section 5.5.2, non-expert users usually need 10 RTF to transcribe a
lecture from scratch.In practical terms, that means that a user would require 100 minutes to
fully transcribe a video 10 minutes. However, using our post-editing protocol to review our
high-quality Spanish transcriptions the review time wouldbe less than 30 minutes, that is,
about two thirds reduction of the total user effort.

Review of English Transcriptions

In English, 57 video transcriptions accounting for 7.9 hours were reviewed by 12 non-native
volunteers. The review process was the same as for the Spanish lectures. The average RTF
was 6.2, still far below of 10 RTF achieved by non-expert users. The reason behind this
higher RTF was the poorer transcription quality: the reviewed automatic transcriptions had
on overall 36.0 WER points.

In terms of more qualitative feedback, volunteers valued the simplicity and efficiency of
the player interface. Volunteers agreed that the quality ofthe English automatic transcriptions
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must be increased to reduce review time. In summary, resultswere largely positive, and
volunteers preferred to review these transcriptions instead of transcribing from scratch.

Review of Catalan Transcriptions

The review of Catalan transcriptions was carried out by 5 lecturers that reviewed 19 video
transcriptions accounting for 1.5 hours. The review process was the same described in the
Spanish and English reviews. It is important to note that, inthis case, Catalan transcrip-
tions had significantly lower quality than those in Spanish.The average RTF was 5.6, while
the average WER of automatic transcriptions was 40.4. Lecturers exposed the idea that the
transcription quality had to be improved.

Review of Spanish into English Translations

Ten lecturers took part in the review of 13 Spanish into English translations accounting for 2.1
hours. The average RTF was 12.2, while the average TER was 41.9. If we compare this RTF
to that achieved by manual translations (about 30 RTF), we observe a significant decrease in
user effort. As in transcription evaluations, generally speaking, lecturers were satisfied with
the interface, but demanded higher translation quality.

Discussion

The results obtained on these user evaluations reflected significant reductions in user effort
when reviewing automatic transcriptions and translationsin comparison with doing it from
scratch, as in the previous M12 user evaluations (see Section 5.5.2). More specifically, we
observed relative user effort reductions of about 70%, 40% and 35% for Spanish, English
and Catalan transcriptions, respectively. In the case of English translations, the effort savings
were about 60%.

For example, generating from scratch a Spanish transcription and an English translation
for a hypothetical Spanish poliMedia lecture of 10 minutes length would take approximately
400 minutes (10 RTF for transcription plus 30 RTF for translation). Using our subtitles
as a starting point, a user would need about 30 minutes (2.7 RTF) to review the Spanish
transcription plus about 120 minutes (RTF 12.2) to correct the English translation, that is,
150 minutes. This represents a two thirds reduction of user effort.

8.4 MLLP’s Transcription and Translation Platform

As stated before, TLP was initially developed under the framework of the transLectures
project to fully integrate ASR and SMT technologies into thepoliMedia and VideoLec-
tures.NET repositories. During transLectures and beyond,TLP has been maintained and
greatly improved by the Machine Learning and Language Processing (MLLP) research group
at the UPV. In order to promote the platform itself as well as the research activities of the
group, the MLLP launched in February 2015 the Transcriptionand Translation Platform
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Figure 8.9: Screenshot of theMy Videospage of the MLLP’s Transcription and Trans-
lation Platform.

(TTP)f, on-line service fully grounded on TLP which allows remote transcription and trans-
lation of video and audio files. Figure 8.9 shows an screenshot of the main page of TTP.

In TTP, anybody can create an user account to test the ASR and MT technologies offered
by the MLLP group. By default, new accounts allow to upload upto five audio or video files
accounting to a maximum of two hours. TTP features anUpload Mediasection to easily send
video or audio files to the underlying TLP server to be transcribed and translated. Figure 8.10
shows an screenshot of the media upload form. In a first step, the user sets the media file/URL,
title, and language. In a second step, the user can adjust some transcription settings, such
as enabling or disabling LM adaptation of the ASR system (seeChapter 7), and attaching
slides or related text document files for LM adaptation. Finally, in the third and last step,
the user can select to which languages wants to translate themedia file, in addition to which
translated synthesised audio tracks wants to be generated.A Media Package File (MPF) is
created and sent to TLP via the/ingestinterface of the Web Service API (see Section 8.2.3).
The user can track the progress of the upload in theMy videossection of his/her user account
at any moment until the media file along with its subtitles and/or synthesised audio tracks are
available to be played with the integrated TLP Player (see Section 8.2.4).

Advanced TTP users can exploit the possibilities of the TLP’s public API (see Sec-
tion 8.2.3), so that they can seamlessly integrate our ASR, MT and TTS technologies into

fhttp://ttp.mllp.upv.es
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Figure 8.10: Screenshot of theUpload Mediapage of the MLLP’s Transcription and
Translation Platform.

their media repositories, as done with the poliMedia repository (see Chapter 5).
At the time of writing, 198 different users have created an account on TTP, uploading

879 videos that account for 192 hours. Among these users, we highlight theTranslation
Centre for the Bodies of the European Union(CDT), Universidad Nacional de Educación
a Distancia(UNED), Università degli Studi di Napoli Federico II(UNINA), Open Univer-
siteit in the Netherlands(OUNL), University of Leicester(ULEIC), Universidad Carlos III
de Madrid(UC3M), Universitat Oberta de Catalunya(UOC), Universidade Aberta(UAb),
Tallinn University(TU), Université de Bourgogne(UB), edX, Axa Winterthur, Sonic Foundry,
or Underthemilkyway, among many others.

8.5 Conclusions

In this Chapter we have presented the final outcomes of this thesis. Firstly, we have described
in depth the latest version of TLP, a free and open-source solution to enable cost-effective
transcription and translation of video lectures. Secondly, we have shown a true-life example
of how the overall transcription and translation quality ofa media repository is enhanced by
means of technological upgrades on the ASR and MT systems integrated into TLP. Also,
we have proven that massive adaptation techniques provide significant improvements in tran-
scription and translation quality. Furthermore, user evaluations reflected that using automatic
transcriptions or translations as a start point to generateperfect subtitles saves about two
thirds of the total time that would be needed to do that from scratch. Finally, we have pre-
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sented and example of a transcription and translation cloudservice based on TLP that is
giving service to many institutions.

At the time of writing, there exist three physical installations of TLP running in the world:

• Universitat Politècnica de València (UPV):Since June 2013, an dedicated TLP server
is serving automatic transcriptions and translations of Spanish poliMedia lectures, as
described in Chapter 5. More recently, English and Catalan lectures are being tran-
scribed too (see Section 8.3). In summary, TLP automatically managing Spanish,
Catalan and English subtitles of roughly 15.000 video lectures (3.100 hours), and in-
creasing.

• Universidad Carlos III de Madrid (UC3M): Starting from September 2014, TLP
is generating Spanish and English subtitles for Spanish andEnglish UC3M lectures
and videos from their Massive Open Online Courses (MOOCs). Latest MLLP’s M36
English and Spanish ASR systems as well as M36 English↔Spanish SMT systems
were transferred and integrated into their local TLP Serverto provide such subtitles. In
overall, 418 UC3M videos accounting for 63 hours have been processed by their own
TLP Server.

• MLLP’s Transcription and Translation Platform (TTP): As described in Section 8.4,
the MLLP research group launched on February 2015 this online subtitling platform
grounded on TLP that is being currently used by several world-wide universities and
companies. So far, TTP has processed 879 video and audio filesin several languages
accounting for 192 hours.

To conclude, we want to highlight that TLP is not a system prototype that has been tested
in a lab under controlled conditions. It is working as a production system serving high-quality
automatic subtitles in three different real-life scenarios. All in all, we believe that TLP has a
true potential to become a widely used solution to enable automatic multilingual subtitling in
large video lecture repositories.

As to future work, our plans are to extend TLP functionalities in order to give full support
to the transcription and translation of Massive Open On-line Courses (MOOCs), either video
and text contents. MOOCs are currently leading the open on-line learning framework, and
we do not want to miss this opportunity. Also, it is importantto note that TLP could be
easily exported as a real solution to many other areas, such as television or cinema, i.e. using
TLP as a professional tool to generate cost-effective multilingual subtitles for movies with
crowd-sourcing capabilities; and therefore, we will also scrutinise this possibility. Finally, we
plan to reactivate the intelligent interaction mode of the TLP Player using speaker-adapted
word confidence measures [31], motivated by the fact that ourcurrent ASR systems are now
yielding significant better transcriptions than those usedin the past to evaluate this particular
interaction mode (see Section 5.5.2).
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Chapter 9. Conclusions

9.1 Summary

In this section we summarise the work carried out for this thesis. Firstly, in Chapter 3 we have
proposed two novel explicit conditional phrase length models for SMT: the standard length
model and the specific length model. These phrase-length models have been integrated in
a state-of-the-art log-linear SMT system as additional feature functions, providing in most
cases a systematic boost of translation quality on unrelated language pairs.

Secondly, in Chapter 4 is described an efficient AS system clearly inspired in GMM-
HMM based ASR that exhibits excellent performance detecting speech segments at near
real-time speeds. This system was submitted to the Audio Segmentation competition of the
Albayzin 2012 Evaluations, achieving the 2nd place, very close to the winner system.

Thirdly, Chapter 5 presented a system architecture that allows the integration of ASR
and MT technologies into video lecture repositories. Its implementation,The transLectures-
UPV Platform, was integrated into the UPV’s poliMedia repository. Preliminary results on
automatic and human evaluations suggested that the delivered transcriptions and translations
were of an acceptable quality though had to be improved, and that the provided tools to edit
subtitles were comfortable, productive, and very easy to use.

Then, Chapter 6 described a lecture RS that exploits automatic speech transcriptions of
video lectures to zoom in on user interests at a semantic level. This RS was particularly im-
plemented for the VideoLectures.NET repository, althoughpreliminary, quantitative-based
metrics computed in comparison with the previously existing RS were not encouraging, sug-
gesting that qualitative-based metrics must be explored inorder to fairly compare both sys-
tems.

Next, Chapter 7 proposed an effective method to retrieve documents from the web and
use them to build adapted language models for video lecture transcription. The application
of this technique under a solid experimental setting reported systematic and significant WER
improvements of above 10%.

Finally, Chapter 8 presented the latest version of thetransLectures-UPV Platformas an
evolution of the first version presented in Chapter 5. TLP hasbeen publicly released as open-
source software and it is free to download and use. Similarly, the preliminary automatic and
user evaluations in the poliMedia repository presented in Chapter 5 were extended, showing
how the overall transcription and translation quality of a media repository can be enhanced
over time by means of introducing technological upgrades into the ASR and MT systems
integrated into TLP. Also, we have proven that massive adaptation techniques provide sig-
nificant improvements in transcription and translation quality. Furthermore, user evaluations
reflected that using automatic transcriptions or translations as a start point to generate perfect
subtitles saves about two thirds of the total time that wouldbe needed to do that from scratch.
Finally, we presented the MLLP’s Transcription and Translation Platform, a cloud service
grounded on TLP that is serving high-quality automatic subtitles to several institutions in
Spain and Europa.

In summary, the main contributions of this thesis are the following:

• An explicit conditional phrase length modelling approach for SMT that provide sys-
tematic and significant improvements over strong baselinesfor different language pairs.

• A simple yet powerful and efficient approach for AS to detect speech segments in audio
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signals.

• A free and open-source solution to integrate ASR and MT technologies into large video
lecture repositories, capable of generating cost-effective high-quality multilingual sub-
titles.

• An extensive evaluation of several ASR and MT systems in different languages to
gauge the positive effect of massive adaptation techniquesin video lecture repositories.

• A new approach to video lecture recommendation for content-based RS using auto-
matic speech transcripts.

• A new language model adaptation technique for ASR that yields significant WER im-
provements over solid baselines.

9.2 Publications

Most of the work of this thesis has directly yielded articlesin international conferences and
journals. In this section we enumerate these contributionsto the scientific community, high-
lighting their relationship with the chapters of this thesis.

The proposed Explicit Length Models for Statistical Machine Translation in Chapter 3
led two publications: one international conference and onejournal article, being this latter an
extension of the former:

• Explicit Length Modelling for Statistical Machine Translation. Joan Albert Silvestre-
Cerdà, Jesús Andrés-Ferrer and Jorge Civera. Pattern Recognition and Image Analysis,
vol. 6669, pp. 273-280, Springer Berlin Heidelberg, 2011. ISBN 978-3-642-21256-7,
DOI 10.1007/978-3-642-21257-4_34.

– Contribution: first author, main contributor of the published work.

• Explicit Length Modelling for Statistical Machine Translation. Joan Albert Silvestre-
Cerdà, Jesús Andrés-Ferrer and Jorge Civera. Pattern Recognition, vol. 45, no. 9, pp.
3183-3192, Elsevier, 2012. ISSN 0031-3203, DOI 10.1016/j.patcog.2012.01.006.

– Contribution: first author, main contributor of the published work.

The AS system described in Chapter 4 participated in the Audio Segmentation competi-
tion from the Albayzin 2012 Evaluations, achieving the 2nd position out of six systems and
five participants:

• Albayzin Evaluation: The PRHLT-UPV Audio Segmentation System. Joan Albert Silvestre-
Cerdà, Adrià Giménez, Jesús Andrés-Ferrer, Jorge Civera and Alfons Juan. Online pro-
ceedings of the VII Jornadas en Tecnología del Habla and III Iberian SLTech Workshop
(IberSpeech 2012), Madrid (Spain), pp. 596-600. 2012. ISBN84-616-1535-2.

– Contribution: first author, main contributor of the published work.
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In Chapter 5, the description of the system architecture of the first version of our transLec-
tures Platform, as well as the first automatic and human evaluations carried out to assess the
benefits of the whole platform, resulted in three publications:

• A System Architecture to Support Cost-Effective Transcription and Translation of Large
Video Lecture Repositories. Joan Albert Silvestre-Cerdà, Alejandro Pérez, Manuel
Jiménez, Carlos Turró, Alfons Juan and Jorge Civera. Proceedings of the IEEE In-
ternational Conference on Systems, Man, and Cybernetics (SMC 2013), Manchester
(UK), pp. 3994-3999, 2013. DOI 10.1109/SMC.2013.682.

– Contribution: first author, main contributor of the published work.

• TransLectures. J. A. Silvestre-Cerdà, M. A. del Agua, G. Garcés, G. Gascó, A. Giménez,
A. Martínez, A. Pérez, I. Sánchez, N. Serrano, R. Spencer, J.D. Valor, J. Andrés-Ferrer,
J. Civera, A. Sanchis and A. Juan. Online proceedings of the VII Jornadas en Tec-
nología del Habla and III Iberian SLTech Workshop (IberSpeech 2012), Madrid (Spain),
pp. 345-351. 2012. ISBN 84-616-1535-2.

– Contribution: first author, main contributor of the published work.

• Efficiency and usability study of innovative computer-aided transcription strategies for
video lecture repositories. Juan Daniel Valor Miró, Joan Albert Silvestre-Cerdà, Jorge
Civera, Carlos Turró and Alfons Juan. Speech Communication, vol. 74, pp. 65-75,
Elsevier, 2015. ISSN 0167-6393, DOI 10.1016/j.specom.2015.09.006.

– Contribution: co-author, contributed to generate the automatic transcriptions of
the lectures to be reviewed by users, and to set up the experimental conditions
needed to perform all user trials.

The video lecture recommender system developed for the VideoLectures.NET site in col-
laboration with Alejandro Pérez González de Martos and presented in Chapter 6 yielded the
following publication:

• Using Automatic Speech Transcriptions in Lecture Recommendation Systems. A. Pérez-
González-de-Martos, J.A. Silvestre-Cerdà, M. Rihtar, A. Juan and J. Civera. Online
proceedings of VIII Jornadas en Tecnología del Habla and IV Iberian SLTech Work-
shop (IberSpeech 2014), Las Palmas de Gran Canaria (Spain),pp. 149-158, 2014.
ISBN 978-84-617-2862-6.

– Contribution: co-author, responsible for the analysis, design and implementation
of the whole Recommender System except for theregularandoccasionalupdate
modules.

The language model adaptation technique described in Chapter 7, in collaboration with
Adrià Martínez Villaronga, was published in the following collection:
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• Language model adaptation for lecture transcription by document retrieval. A. Martínez-
Villaronga, M. A. Del-Agua, J. A. Silvestre-Cerdà, J. Andrés Ferrer and A. Juan. Lec-
ture Notes in Computer Science, vol. 8854, pp.129-137, Springer International Pub-
lishing, 2014. ISBN 978-3-319-13622-6, DOI 10.1007/978-3-319-13623-3_14.

– Contribution: co-author, responsible for the design and implementation the pro-
posed document retrieval module; also contributed to the design and execution of
the experiments.

Finally, the second user evaluations presented in Chapter 8, in collaboration with Juan
Daniel Valor Miró, resulted in an international conferencepaper:

• Efficient Generation of High-Quality Multilingual Subtitles for Video Lecture Reposi-
tories. Juan Daniel Valor Miró, Joan Albert Silvestre-Cerdà, Jorge Civera, Carlos Turró
and Alfons Juan. Design for Teaching and Learning in a Networked World, Lecture
Notes in Computer Science, vol. 9307, pp. 485-490, SpringerInternational Publishing,
2015. ISBN 978-3-319-24257-6, DOI 10.1007/978-3-319-24258-3_44.

– Contribution: co-author, contributed to generate the automatic transcriptions and
translations of the lectures to be reviewed by users, and to set up the experimental
conditions needed to perform all user trials.

9.3 Future Work

The work done for this thesis has revealed several technological and scientific opportunities
that can be tackled as future work.

Regarding the explicit length models for SMT presented in Chapter 3, we will carry out a
full Viterbi-like iterative training procedure that may outperform the proposed Viterbi-based
estimation method. Moreover, we would also study the combination of the Viterbi extracted
counts with those heuristically extracted as a smoothing technique. Finally, we will also
explore alternative optimisation methods to MERT such as MIRA [1].

Although the AS system described in Chapter 4 already provides excellent performance
when detecting speech segments, it could be interesting to explore the adoption of the hy-
brid DNN-HMM approach, that is, to replace the emission probabilities of HMMs by DNNs
instead of GMMs.

With regard to the RS presented in Chapter 6, our simple click-based evaluation suggested
that the previous RS was slightly more used than ours. For this reason, we intend to evaluate
and compare both RS using other evaluation approaches that truly measure the suitability of
their recommendations. Besides, we plan to retrain the RS with English transcriptions of
better quality, in order to study the impact of the quality ofthe speech transcriptions on the
quality of the recommendations. Furthermore, since TLP canprovide multilingual subtitles,
we would like to extend this approach in order to also providerecommendations of related
lectures in other languages.

With respect to our new language model adaptation techniqueproposed in Chapter 7, we
plan to perform a comparative study between our document retrieval method and alternative
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methods proposed by other authors [2, 3, 5]. Also, we will study how to adapt language mod-
els to the vocabulary of the speaker in order to disambiguatecertain words and expressions
frequently used by the lecturer that are not necessarily related to the topic of the lecture.

Finally, in relation toThe transLectures-UPV Platformpresented in Chapters 5 and 8, we
plan to extend its functionalities in order to give full support to transcription and translation
of Massive Open On-line Courses (MOOCs). Also, we will be open to export TLP to other
fields such as television or cinema, since only cosmetic changes are needed by TLP to fulfil
the needs of these areas. Finally, we will explore the possibility of reactivating the intelligent
interaction mode of the TLP Player using speaker-adapted word confidence measures [4] with
our greatly improved ASR and MT systems.
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