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Abstract
This paper deals with the explicit solution of random mixed parabolic equations in unbounded domains by using the random Laplace transform to second order stochastic processes. The mean square random Laplace operational calculus is stated and its application to the random parabolic equation together with previous results of the underlying random ordinary differential equations allow us to obtain an explicit solution of the problem. A numerical example, which includes simulations, illustrates the developed method.
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1 Introduction
The integral transform method has proven its relevance to solve initial-boundary value problems for linear differential and integral equations. The essence of this success is based on its powerful operational calculus [1]–[9]. The required integral transform is closely related to the structure of the equation and the initial-boundary conditions of the problem. It is known that deterministic models are often a simplification of real problems to make more approachable their mathematical treatment. However, uncertainty is being incorporated into the mathematical modelling in different ways and points of view. For instance, spatial variability of geologic media properties involves geostatistical randomness and it has relevance in the analysis of fluid flows and solute transport, see [10]–[12]. In water resources problems there appear also random heterogeneous domains in the search of the solution process, see [13]–[15]. In this paper, we assume known uncertainty in the sense that some input parameters are assumed to be random variables (r.v.’s) and stochastic processes (s.p.’s) instead.
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of numbers and classical functions, respectively. Apart from modelling, there are several operational approaches to deal with continuous time uncertainty problems, namely, stochastic differential equations whose solution requires Itô or Stratonovich calculus [16]–[18] and, random differential equations for which the mean square calculus constitutes an adequate framework to conduct their analysis [19]. Stochastic advection-dispersion problems subject to random initial and boundary conditions have been studied in [20]–[22] using the moment method in the solution of nonreactive solute transport problems. Recently, the Fourier transform method has been applied to solve random partial differential problems, by introducing the random exponential Fourier transform and the random trigonometric Fourier transform, see [23, 24].

Stochastic Laplace transform extensions related to the Brownian motion and the Itô calculus throughout stochastic differential equations have been treated in [25] and more recently in [26]. In this paper, we extend to the random framework, the random Laplace transform and its random operational calculus to solve random partial differential models. As in the case of the random Fourier transforms [23, 24], we obtain an explicit mean square solution s.p. of the problem, as well as the expectation and the variance of the solution s.p. Apart from the mean square approach, other different approach based on the random variable transformation method has been used in [27] to deal with the transport equation and the computation of the probability density function of the solution s.p.

Throughout this paper, \((\Omega, \mathcal{F}, P)\) will denote a common probabilistic space where all r.v.’s and s.p.’s that appear in the problem under study are defined. Specifically, this paper deals with the random heat problem

\[
\begin{align*}
 u_t(x, t) &= L u_{xx}(x, t), \quad t > 0, \quad x > 0, \quad (1) \\
 u(x, 0) &= 0, \quad x > 0, \quad (2) \\
 u(0, t) &= f(t; A), \quad t > 0, \quad (3) \\
 u(x, t) \text{ is bounded as } x \to +\infty, \quad t > 0, \quad (4)
\end{align*}
\]

where \(L\) is assumed to be a positive r.v., independent of r.v. \(A\), whose realizations have a positive lower bound \(\ell_1 > 0\), i.e,

\[
L(\omega) \geq \ell_1 > 0, \quad \forall \omega \in \Omega, \quad (5)
\]

and \(f(t; A)\) is a s.p. which depends on one single r.v. \(A\). The same results are available, but involving more complicated notation, by considering \(f(t; \cdot)\) a s.p. with a finite degree of randomness (see [19, p. 37] for comments in this regard).

2 Preliminaries about \(L_2\)-calculus

For the sake of clarity, in this section we summarize some important concepts and results related to the so-called \(L_2\)-calculus, mainly focusing on the mean square (m.s.) and the mean fourth (m.f.) calculus, which correspond to \(p = 2\).
and $p = 4$, respectively (see [19, 28] for further details). Throughout this paper we will consider the set $L_p$, with $p \geq 1$, of all real-valued r.v.'s, $X$, defined on a probabilistic space $(\Omega, \mathcal{F}, \mathbb{P})$ such that $\mathbb{E}[|X|^p] < +\infty$, where $\mathbb{E}[\cdot]$ denotes the expectation operator. For short, in the sequel these r.v.'s will be referred to as $p$-r.v.'s. It can be proven that the space $L_p$ endowed with the following norm
\[ \|X\|_p = (\mathbb{E}[|X|^p])^{1/p} \]
is a Banach space, [29, p.9]. Throughout this paper $\|\cdot\|_p$ will be termed $p$-norm.

The definition of $p$-convergence of a sequence \{${X_n : n \geq 0}$\} of $p$-r.v.'s to the r.v. $X \in L_p$, is the one inferred by the $p$-norm, i.e., $\lim_{n \to \infty} \|X_n - X\|_p = 0$. The particular cases $p = 2$ and $p = 4$ are referred to as mean square (m.s.) and mean fourth (m.f.) convergence, respectively, and they are ones to be used throughout this paper.

It can be proven the following key inequality (see [30])
\[ \|XY\|_2 \leq \|X\|_4 \|Y\|_4, \quad X, Y \in L_4, \] (6)
which permits to establish that m.f. convergence entails m.s. convergence by specializing it for $Y = 1$. Note that it also proves that $L_4 \subseteq L_2$. The role of functions in the space $L_p$ are played by stochastic processes, which are defined by a family of $p$-r.v.'s indexed by a set of indexes $t \in T \subset \mathbb{R}$, i.e., a family \{${X(t) : t \in T}$\} of real r.v.'s such as $\mathbb{E}[|X(t)|^p] < +\infty, \forall t \in T$ is called a $p$-stochastic process. The definitions of $p$-th mean continuity, $p$-th mean differentiability and $p$-th mean integrability follow straightforwardly from the ones inferred by the $p$-norm. For instance, in accordance with [19, p. 99], [31], we say that a s.p. \{${X(t) : t \in \mathbb{R}}$\} with $X(t) \in L_p$ for all $t$, is $L_p$-locally integrable in $\mathbb{R}$ if, for all finite interval $[t_1, t_2] \subset \mathbb{R}$, the integral $\int_{t_1}^{t_2} X(t) \, dt$ exits in $L_p$.

In dealing with random differential equations, it is exceptional to obtain closed solutions but reliable approximations from which the main statistical properties, such the mean and variance, are computed. The mean square convergence has the following desirable property regarding the computation of reliable approximations to the exact mean and variance (see Theorems 4.2.1 and 4.3.1. in [19]).

**Lemma 1** Let $\{X_n : n \geq 0\}$ and $\{Y_m : m \geq 0\}$ be two sequences of 2-r.v.'s m.s. convergent to $X \in L_2$ and $Y \in L_2$, respectively, i.e.,
\[ \lim_{n \to \infty} \|X_n - X\|_2 = 0, \quad \lim_{m \to \infty} \|Y_m - Y\|_2 = 0. \] (7)

Then,
\[ \lim_{n,m \to \infty} \mathbb{E}[X_n Y_m] = \mathbb{E}[XY]. \] (8)

In particular,
\[ \lim_{n \to \infty} \mathbb{E}[X_n] = \mathbb{E}[X], \quad \lim_{n \to \infty} \text{Var}[X_n] = \text{Var}[X]. \] (9)
The following result is a straightforward consequence of inequality (6) that will be required later.

**Lemma 2** Let $D$ be a 4-r.v. and, let $g(t)$ be a 4-s.p. verifying that
\[
\lim_{t \to \infty} \|g(t)\|_4 = 0. \quad (10)
\]

We recall that the absolute moment of a real-valued r.v. $X$ coincides with the absolute moment of r.v. $iX$, where $i = \sqrt{-1}$ denotes the imaginary unit, i.e.,
\[
E[|iX|^n] = E[|X|^n], \quad n \geq 0. \quad (11)
\]

As usual, $\text{Re}(s)$ and $\text{Im}(s)$ will denote the real and imaginary parts, respectively, of a complex number $s = x + iy$, $x, y \in \mathbb{R}$.

Finally, we remember that if $X$ is an absolute r.v. defined on the domain $D(X)$ whose p.d.f. is $g_X(x)$, and one considers a transformed r.v. by the mapping $h$, say $Y = h(X)$, then the expectation of r.v. $Y$ can be computed as follows
\[
E[Y] = \int_{D(X)} h(x) g_X(x) \, dx. \quad (12)
\]

### 3 Random Laplace transform and its operational calculus

In this section, we introduce the random Laplace transform of a 2-s.p. and we show some s.p.’s which admit Laplace transform including the computation of its value. Finally, we give some operational rules to the random Laplace transform that will be required in the next section to solve the random heat problem (1)–(4).

**Definition 1** Let us introduce the class $\mathcal{C}$ of all the 2-s.p.’s $f(t)$ defined in the real line such that:

(i) $f(t)$ is m.s. locally integrable,

(ii) $f(t) = 0$, if $t < 0$,

(iii) The 2-norm of $f(t)$ is of exponential order, i.e., there exist constants $a \geq 0$ and $M > 0$ such that
\[
\|f(t)\|_2 \leq M e^{at}, \quad t \geq 0. \quad (13)
\]

Then, the random Laplace transform of a 2-s.p. $f(t) \in \mathcal{C}$ is defined by the m.s. integral
\[
F(s) = \mathcal{L}[f(t)](s) = \int_0^\infty f(t) e^{-st} \, dt, \quad s \in \mathbb{C}, \quad \text{Re}(s) > a \geq 0. \quad (14)
\]
Note that the integral (14) is well-defined in the half-plane \( \Re(s) > a \) because from (13) one gets
\[
\|f(t) e^{-st}\|_2 = \|f(t)\|_2 e^{-\Re(s)t} \leq M e^{(a-\Re(s))t},
\]
and, consequently
\[
\int_0^\infty \|f(t) e^{-st}\|_2 \, dt \leq M \int_0^\infty e^{(a-\Re(s))t} \, dt < +\infty.
\]
For the sake of convenience, let us recall that the Heaviside function \( H(t) \) is defined as
\[
H(t) = \begin{cases} 
0, & t < 0, \\
1, & t \geq 0.
\end{cases}
\] (15)
If \( f(t) \) is a 2-s.p. in the class \( \mathcal{C} \), then \( f(t)H(t) \) is in \( \mathcal{C} \), too.

Next, we provide several examples with the aim to show that the random Laplace transform can be applied to a wide range of s.p.’s under certain conditions that will be determined later. Example 1 involves an exponential s.p., Example 2 deals with a trigonometric s.p. and, finally Example 3 contains a s.p. that will be play an important role in the resolution of problem (1)–(4).

**Example 1** Let \( B \) be a real-valued r.v. satisfying that
\[
\exists \alpha > 0 : \ E \left[|B|^n\right] = O(\alpha^n), \ \forall n \geq 0,
\] (16)
then, we shall show that the s.p.
\[
v_1(t; B) = e^{Bt}H(t),
\] (17)
where \( H(t) \) is the Heaviside function defined by (15), admits a random Laplace transform for \( \Re(s) > \alpha \).

In fact, by (16) there exists \( c > 0 \), such that
\[
\left(\|e^{Bt}\|_4\right)^4 = E \left[e^{A^\alpha t}H(t)\right] = E \left[\sum_{n \geq 0} \frac{(4\alpha t)^n}{n!}\right] \leq \sum_{n \geq 0} \frac{4^n t^n}{n!} E \left[|B|^n\right] \\
\leq c \sum_{n \geq 0} \frac{(4\alpha t)^n}{n!} = ce^{4\alpha t}.
\] (18)

Then, using (6) one gets,
\[
\|e^{Bt}\|_2 \leq \|e^{Bt}\|_4 \leq \sqrt[4]{c} e^{\alpha t}.
\] (19)
Since the infinite series in (18) is m.f. convergent, and hence, m.s. convergent, the application of property (9) guarantees the commutation between the expectation operator and the infinite series in (18).
Thus, the s.p. \( v_1(t; B) \) satisfies properties (i)-(iii) of Definition 1 with \( M = \sqrt{c} > 0 \) and \( a = \alpha > 0 \), and its random Laplace transform, denoted by \( \mathcal{L}[v_1(t; B)](s) \), exists for \( \Re(s) > \alpha \). Now, in order to compute it we first consider \( s \in \mathbb{R} \) such that \( s > \alpha \) and then applying the fundamental theorem of m.s. calculus, \([19, p. 104]\), one gets

\[
\mathcal{L}[v_1(t; B)](s) = \int_0^\infty e^{Bt} e^{-st} dt = \int_0^\infty e^{(B-s)t} dt = \left[ \frac{e^{(B-s)t}}{B-s} \right]_{t=0}^{t=\infty} = -\frac{1}{B-s}.
\]  \((20)\)

In the last step we have used that

\[
\lim_{t \to \infty} \left\| \frac{e^{(B-s)t}}{B-s} \right\|_2 = 0.
\]  \((21)\)

Indeed, let us show \((21)\) taking advantage of Lemma 2. On the one hand, note that by \((18)\) \( g(t) = e^{(B-s)t} \) is a 4-s.p. and, in addition, denoting \( M = 4\sqrt{c} > 0 \) and applying \((19)\), one gets

\[
\lim_{t \to \infty} \left\| e^{(B-s)t} \right\|_4 = \lim_{t \to \infty} e^{-st} \left\| e^{Bt} \right\|_4 \leq M \lim_{t \to \infty} e^{(\alpha-s)t} = 0.
\]  \((22)\)

On the other hand, we need to show that the r.v. \( D = 1/(B-s) \in L_4 \). Note that

\[
\frac{1}{B-s} = -\frac{1}{s} \left( 1 - \frac{B}{s} \right) = -\frac{1}{s} \sum_{n \geq 0} \left( \frac{B}{s} \right)^n,
\]

and taking \( s > \|B\|_4 \), the above geometric series is m.f. convergent and then its limit, \( \frac{1}{B-s} \in L_4 \) because \((L_4, \|\cdot\|_4)\) is a Banach space. Then, by Lemma 2, from \((20)\) one gets

\[
\mathcal{L}[e^{Bt}H(t)](s) = \frac{1}{s-B}, \quad s > \max\{\|B\|_4, \alpha\} = \gamma.
\]  \((23)\)

This result can be extended for \( s \in \mathbb{C} \). As the function \( h(s) = \frac{1}{s-B} \) is an holomorphic function of the complex variable \( s \) that coincides with \( \mathcal{L}[v_1(t; B)](s) \) in the compact set \( K = \gamma, \infty \) which has accumulation points in \( \Re(s) > \gamma \), then by the analytic continuation principle \([32, theorem 3.2.b., p.146]\), expression \((23)\) holds true for all \( s \) in the half-plane \( \Re(s) > \gamma \).

**Remark 1** Condition \((16)\) involves the computation of absolute moments of r.v. \( B \) which can be difficult because of the lack of explicit formulas even for some well-known statistical distributions. Fortunately, the Truncation Method (see \([33, ch.5]\)) permits to obtain accurate approximations to numerous r.v.'s and it can be proven that truncated r.v.'s satisfy condition \((16)\) (see Remark 1 in \([23]\)). Notice that every r.v. that satisfies condition \((16)\) has statistical moments of any order, so, in particular if \( B \) satisfies condition \((16)\), then it is a 4-r.v. and hence a 2-r.v.
Example 2 Let $B$ be a real-valued r.v. satisfying condition (16). Let us consider the s.p.

$$v_2(t;B) = \sin(Bt)H(t),$$

where $H(t)$ denotes the Heaviside function. Then, we shall show that

$$\mathcal{L}[v_2(t;B)](s) = \frac{B}{s^2 + B^2},$$

In fact, note that as $\sin(Bt) = \text{Im}(e^{iBt})$, we consider the s.p. $e^{iBt}$. Since $B$ satisfies (16), then $iB$ also satisfies that property, see (11), and (19) holds true for $e^{iBt}$, i.e., there exists $c > 0$ such that

$$\|e^{iBt}\|_2 \leq d e^{\alpha t}, \quad \text{where} \quad d = \sqrt{c}.$$

For $s \in \mathbb{R}$, one gets

$$\mathcal{L}[v_2(t;B)](s) = \int_0^\infty \text{Im}(e^{iBt} e^{-st} dt = \int_0^\infty \text{Im}(e^{iBt} e^{-st}) dt$$

$$= \text{Im}\left(\int_0^\infty e^{iBt} e^{-st} dt\right) = \text{Im}\left(\int_0^\infty e^{(iB-s)t} dt\right),$$

and from (20) applied to $iB$ instead of $B$, and using (21), one follows

$$\mathcal{L}[v_2(t;B)](s) = \text{Im}\left(\lim_{t \to \infty} \left(\frac{e^{(iB-s)t}}{iB-s}\right) - \frac{1}{iB-s}\right) = \text{Im}\left(\frac{1}{s-iB}\right)$$

$$= \text{Im}\left(\frac{s+iB}{(s-iB)(s+iB)}\right) = \text{Im}\left(\frac{s+iB}{s^2 + B^2}\right)$$

$$= \frac{B}{s^2 + B^2}.$$  \hspace{1cm} (26)

Notice that the limit appearing in (26) is considered in the m.s. sense. This expression can be extended for $s \in \mathbb{C}$ following an analogous reasoning we showed in the Example 1. In fact, note that the function $h(s) = \frac{B}{s^2 + B^2}$ is an holomorphic function of the complex variable $s$, that coincides with $\mathcal{L}[v_2(t;B)](s)$ in the compact set $K = [\alpha, \infty]$ which has accumulation points in $\text{Re}(s) > \alpha$. Then, by the analytic continuation principle, expression (26) holds true for all $s$ in the half-plane $\text{Re}(s) > \alpha$, where $\alpha > 0$ is the constant which appears in condition (16).

Example 3 Let $L$ be a r.v. satisfying condition (5), $s \in \mathbb{C}$ such that $\text{Re}(s) > a \geq 0$ and $x > 0$. Then,

(i) $J(s) = \int_0^\infty e^{-\left(\frac{z^2}{2} + \frac{xz^3}{\pi}\right)} dz$ is m.s. convergent.

(ii) $J(s) = \frac{\sqrt{\pi L}}{x} e^{-x \sqrt{\pi}}$. 
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(iii) It is verified that
\[
\mathcal{L} \left[ t^{-3/2} e^{-\frac{x^2}{2\pi t}} H(t) \right] (s) = \frac{2\sqrt{\pi L}}{x} e^{-x\sqrt{\pi s}},
\] (27)
i.e., an inverse random Laplace transform of (27) is given by
\[
\mathcal{L}^{-1} \left[ e^{-\frac{x}{\sqrt{\pi s}}} \right] (t) = \frac{x}{2\sqrt{\pi L t^3}} e^{-\frac{x^2}{4\pi s}}, \quad x > 0.
\] (28)

Let us show each of the previous statements (i)-(iii).

(i) Let \( s \in \mathbb{C} \) such that \( \text{Re}(s) > a \geq 0 \) and \( x > 0 \) fixed,
\[
\int_{0}^{\infty} \left\| e^{-\left(\frac{x^2}{2\pi t} + \frac{x^2}{2\pi L t^2}\right)} \right\|^2 dz = \int_{0}^{\infty} \left| e^{-\frac{s}{\sqrt{\pi}}} \right| \left\| e^{-\frac{x^2}{2\pi s}} \right\|^2 dz = \int_{0}^{\infty} e^{-\frac{\text{Re}(s)}{\sqrt{\pi}}} \left\| e^{-\frac{x^2}{2\pi s}} \right\|^2 dz.
\] (29)

From condition (5) one gets
\[
E \left[ \frac{1}{L^n} \right] \leq \frac{1}{(\ell_1)^n}, \quad n \geq 0,
\]
hence
\[
\left( \left\| e^{-\frac{x^2}{2\pi s}} \right\|^2 \right)^2 = E \left[ e^{-\frac{x^2}{2\pi s} z^2} \right] = \sum_{n \geq 0} \frac{1}{n!} \left( \frac{-x^2 z^2}{2} \right)^n E \left[ \frac{1}{L^n} \right] \leq \sum_{n \geq 0} \frac{1}{n!} \left( \frac{-x^2 z^2}{2\ell_1} \right)^n = e^{-\frac{x^2 z^2}{2\ell_1}}, \quad \forall z > 0.
\]

Thus,
\[
\left\| e^{-\frac{x^2}{2\pi s} z^2} \right\|^2 \leq e^{-\frac{x^2 z^2}{2\ell_1}}, \quad \forall z > 0.
\] (30)

From (29) and (30), and taking into account that \( \text{Re}(s) \geq a > 0 \), one gets
\[
\int_{0}^{\infty} \left\| e^{-\left(\frac{x^2}{2\pi t} + \frac{x^2}{2\pi L t^2}\right)} \right\|^2 dz \leq \int_{0}^{\infty} e^{-\frac{\text{Re}(s)}{\sqrt{\pi}}} e^{-\frac{x^2}{2\pi s} z^2} dz < +\infty,
\]
i.e., the integral \( J(s) \) is m.s. convergent.

(ii) In part (i) we have proven that \( J(s) \) is m.s. convergent and now we find a closed form expression for the s.p. \( J(s) \).

Let \( \omega \in \Omega \) fixed and let us consider the complex function of variable \( s \),
\[
J(s)(\omega) = \int_{0}^{\infty} e^{-\left(\frac{x^2}{2\pi t} + \frac{x^2}{2\pi L t^2}\right)} dz, \quad s \in \mathbb{C}: \quad \text{Re}(s) > a \geq 0.
\] (31)
Firstly, we show that $J(\cdot)(\omega)$ is an analytic function of complex variable $s$ by using Weierstrass convergence theorem for sequences of analytic functions \cite[p. 116]{34}. Let us consider the analytic functions

$$J_n(s)(\omega) = \int_0^\infty e^{-\left(\frac{s}{2} + \frac{x^2}{4L(\omega)}\right)z^2} dz, \quad \text{Re}(s) > a \geq 0. \quad (32)$$

Let $\mathcal{K}$ be a compact set in the open half-plane $\text{Re}(s) > a \geq 0$. We wish to show that sequence \{ $J_n(\cdot)(\omega)$ : $n \geq 0$ \} given by (32) converges uniformly in $\mathcal{K}$. Let

$$\text{Re}(s_1) = \min\{\text{Re}(s) : s \in \mathcal{K}\},$$

then

$$\int_0^n \left| e^{-\left(\frac{s}{2} + \frac{x^2}{4L(\omega)}\right)z^2} \right| dz = \int_0^n e^{-\left(\frac{\text{Re}(s)}{2} + \frac{x^2}{4L(\omega)}\right)z^2} dz \leq \int_0^\infty e^{-\left(\frac{\text{Re}(s_1)}{2} + \frac{x^2}{4L(\omega)}\right)z^2} dz \leq \int_0^\infty e^{-\left(\frac{\text{Re}(s_1)}{2} + \frac{x^2}{4L(\omega)}\right)z^2} dz = \frac{\sqrt{\pi L(\omega)}}{x} e^{-x\sqrt{\frac{\text{Re}(s_1)}{4L(\omega)}}},$$

where we have computed the last integral by \cite[formula 3.325, p. 355]{35}. Thus, $J(\cdot)(\omega)$ is an analytic function in the open half-plane $\text{Re}(s) > a \geq 0$.

Taking the real half-line $\mathbb{R} \cap \{s \in \mathbb{C} : \text{Re}(s) > a \geq 0\}$ that has accumulation points in $\text{Re}(s) > a \geq 0$, and using the value of the integral $J(s)(\omega)$ for positive real values of $s$, by the analytic continuation principle \cite[theorem 3.2.b., p. 146]{32} we have that

$$J(s)(\omega) = \frac{\sqrt{\pi L(\omega)}}{x} e^{-x\sqrt{\frac{\text{Re}(s_1)}}{4L(\omega)}} \quad \text{Re}(s) > a \geq 0. \quad (33)$$

As (33) is true for all $\omega \in \Omega$, one gets that

$$J(s) = \frac{\sqrt{\pi L}}{x} e^{-x\sqrt{\frac{s}{4}}}.$$

(iii) First, let us show that the s.p.

$$v_3(t; L) = t^{-3/2} e^{-\frac{x^2}{4\pi}} H(t), \quad (34)$$
is Laplace transformable. In fact, using (5)

\[
\|v_3(t; L)\|_2 = \frac{1}{\sqrt{T^3}} \left\| e^{-\frac{\pi^2}{T^2}} \right\|_2 = \frac{1}{\sqrt{T^3}} \left( E \left[ e^{-\frac{\pi^2}{T^2}} \right] \right)^{1/2}
\]

\[
= \frac{1}{\sqrt{T^3}} \sum_{n \geq 0} \left( \frac{-x^2}{2T} \right)^n \left( \frac{1}{n!} \right)^n = \frac{1}{\sqrt{T^3}} \sum_{n \geq 0} \left( \frac{-x^2}{2T} \right)^n \left( \frac{1}{n!} \right)^n
\]

\[
\leq \frac{1}{\sqrt{T^3}} \sum_{n \geq 0} \left( \frac{-x^2}{2T} \right)^n \left( \frac{1}{n!} \right)^n = \frac{1}{\sqrt{T^3}} e^{-\frac{x^2}{2T}},
\]

and

\[
\int_0^\infty \|v_3(t; L)\|_2 dt \leq \int_0^\infty \frac{1}{\sqrt{T^3}} e^{-\frac{\pi^2}{T^2}} e^{-st} dt < \infty, \quad s \in \mathbb{C} : \text{ Re}(s) > 0.
\]

Using the definition of random Laplace transform, doing a suitable change

of variable and using (ii) one gets

\[
\mathcal{L} \left[ t^{-3/2} e^{-\frac{\pi^2}{T^2} H(t)} \right] (s) = \int_0^\infty \frac{e^{-\frac{\pi^2}{t^2}}}{t^{3/2}} e^{-st} dt = \left[ \frac{1}{\sqrt{t}} \right] = z
\]

\[
= 2 \int_0^\infty e^{-\left( \frac{x}{\sqrt{t}} + \frac{\pi^2}{2T^2} \right) z} dz
\]

\[
= 2J(s) = \frac{2\sqrt{\pi L}}{x} e^{-x\sqrt{\frac{\pi}{T}}}, \quad x > 0.
\]

3.1 Operational rules for random Laplace transform

Let \( u(t) \) be a 2-s.p. m.s. differentiable such as that \( u'(t) \) is m.s. continuous and
both, \( u(t) \) and \( u'(t) \), belong to the class \( \mathcal{E} \). Assume that the 2-s.p. \( u(t) \) exists
at the right of zero, that is, exists \( u(0+) = \lim_{t \to 0^+} u(t) \). Then from definition
(14) and using the fundamental theorem of m.s. calculus, [19, p. 104], one gets

\[
\mathcal{L}[u'(t)](s) = \int_0^\infty u'(t)e^{-st} dt = [u(t)e^{-st}]_{t=0}^{t=\infty} + s \int_0^\infty u(t)e^{-st} dt
\]

\[
= [u(t)e^{-st}]_{t=0}^{t=\infty} + s\mathcal{L}[u(t)](s). \quad (35)
\]

Now, by applying condition (13) to \( u(t) \) and taking \( \text{ Re}(s) > a \), it is verified

\[
\|u(t)e^{-st}\|_2 = |e^{-st}| \|u(t)\|_2 \leq Me^{-t \text{ Re}(s)} e^{at} = Me^{t(a - \text{ Re}(s))}, \quad t \to +\infty > 0. \quad (36)
\]

Then, from (35)–(36) it is obtained the following operational rule which relates
the random Laplace transform of a 2-s.p. with the random Laplace transform
of its first m.s. derivative

\[
\mathcal{L}[u'(t)](s) = s\mathcal{L}[u(t)](s) - u(0^+). \quad (37)
\]
The next operational rule is the convolution for 2-s.p.’s $f(t)$ and $g(t)$ of class $\mathcal{C}$, denoted by $f * g$ and defined by the m.s. integral

$$
(f * g)(t) = \int_0^t f(t - \nu)g(\nu)\,d\nu, \quad t \geq 0.
$$

(38)

As it occurs for the deterministic case, see [36, p. 259] by writing $\mathcal{L}[f * g]$ as a double m.s. integral and reversing the order of integration, one gets a random convolution formula for the random Laplace transform

$$
\mathcal{L}[f * g](s) = \mathcal{L}[f](s) \mathcal{L}[g](s) = F(s)G(s), \quad f, g \in \mathcal{C}.
$$

(39)

4 Random heat problem

This section deals with the construction of the solution s.p. of the problem (1)–(4) as well as the determination of its expectation and variance. Let us assume that $L$ is a positive r.v. that satisfies condition (5), and let $f(t;A)$ be a s.p. in the class $\mathcal{C}$. Assume that the problem (1)–(4) admits a Laplace transformable solution s.p. $u(x,t)$ which will be denoted by

$$
\mathcal{L}[u(x,\cdot)](s) = U(x)(s), \quad s \in \mathbb{C}: \text{Re}(s) > a \geq 0,
$$

(40)

what means that $u(x,t)$ is regarded as a s.p. of the active variable $t > 0$, for fixed $x > 0$. Now, we apply the random Laplace transform to both members of equation (1). For the left-hand side, we use property (37) and the initial condition (2), this yields

$$
\mathcal{L}[u_t(x,\cdot)](s) = sU(x)(s) - u(x,0+) = s\mathcal{L}[u](x)(s),
$$

and, for the right-hand side, we apply twice Lemma 2 of [23]

$$
\mathcal{L}[u_{xx}(x,\cdot)](s) = \int_0^\infty u_{xx}(x,\cdot)e^{-st}\,dt = \frac{d^2U(x)(s)}{dx^2}.
$$

By applying the random Laplace transform to conditions (3) and (4), it follows that

$$
\mathcal{L}[u(0,\cdot)](s) = \mathcal{L}[f(\cdot;A)](s) = F(s;A),
$$

and

$$
\mathcal{L}[u(x,\cdot)](s) \text{ is bounded if } x \to +\infty.
$$

Hence, the problem (1)–(4) has been transformed into the following random initial value problem based on a second-order differential equation

$$
\frac{d^2}{dx^2}U(x)(s) - \frac{s}{L}U(x)(s) = 0, \quad x > 0,
$$

(41)

$$
U(0)(s) = F(s;A),
$$

(42)

$$
U(x)(s) = \mathcal{L}[u(x,\cdot)](s) \text{ is bounded if } x \to +\infty.
$$

(43)
In accordance with Proposition 9 of [37], the set \( \{e^{\sqrt{s/L}}e^{-x\sqrt{s/L}}, e^{-x\sqrt{s/L}}\} \) is a fundamental system of solutions of the problem (41)–(43), since \( \text{Re}(s) > 0 \) and \( L \) satisfies condition (5), its Wronskian, \(-2\sqrt{s/L}\), is well-defined and different from zero for all \( \omega \in \Omega \). Then, a general solution s.p. of the random ordinary differential equation (41) is given by

\[
U(x)(s) = C_1(s)e^{\sqrt{s/L}} + C_2(s)e^{-x\sqrt{s/L}}. \tag{44}
\]

Taking into account condition (43), we put \( C_1(s) = 0 \), thus from (44) we seek a solution s.p. of the form

\[
U(x)(s) = C_2(s)e^{-x\sqrt{s/L}}, \tag{45}
\]

which applying condition (42) takes the form

\[
U(x)(s) = F(s; A)e^{-x\sqrt{s/L}} = F(s; A)\mathcal{L}[g(t; L)](s), \tag{46}
\]

where, by (iii) of Example 3, the s.p. \( g(t; L) \) takes the form

\[
g(t; L) = \mathcal{L}^{-1}\left[e^{-x\sqrt{s/L}}\right](t) = \frac{x}{2\sqrt{\pi Lt^3}}e^{-xt^2/4t^2}. \tag{47}
\]

Then, by taking the random inverse Laplace transform in (46), considering the convolution property (39) and using (38) and (47), one gets a solution 2-s.p. of problem (1)–(4):

\[
u(x, t) = \mathcal{L}^{-1}[U(x)(s)](t) = \mathcal{L}^{-1}\left[F(s; A)e^{-x\sqrt{s/L}}\right](t)
= \mathcal{L}^{-1}[\mathcal{L}[f \ast g](t; A, L)](s)](t)
= (f \ast g)(t; A, L) = \int_0^t f(t - \nu; A)g(\nu; L) d\nu
= \frac{x}{2\sqrt{\pi L}} \int_0^t \frac{e^{-x^2/4\nu L}}{\nu^3} f(t - \nu; A) d\nu, \quad x > 0, \ t > 0. \tag{48}
\]

Summarizing, the following result has been established

**Theorem 1** Let us consider the random heat problem (1)–(4) where \( L \) is a positive r.v. satisfying condition (5), and let \( f(t; A) \) be a s.p. in the class \( \mathcal{C} \) which depends on r.v. \( A \). Then, the m.s. solution s.p. \( u(x, t) \) of problem (1)–(4) is given by (48).

Assuming independence of r.v.’s \( L \) and \( A \) the expectation and the variance functions of the solution s.p. \( u(x, t) \), given by (47), can be computed by the following closed expressions:

\[
E[u(x, t)] = \frac{x}{2\sqrt{\pi}} \int_0^t E\left[\frac{1}{\sqrt{L\nu^3}}e^{-x^2/4\nu L}\right] E[f(t - \nu; A)] d\nu, \tag{49}
\]
Var \([u(x,t)] = E[(u(x,t))^2] - (E[u(x,t)])^2\), \hspace{1cm} (50)

where

\[
E \left[ (u(x,t))^2 \right] = \frac{x^2}{4 \pi} \int_0^t \int_0^t E \left[ \frac{1}{L \sqrt{(v_1)^3 (v_2)^3}} e^{-\frac{x^2 (v_1 + v_2)}{4(v_1 + v_2)^2}} \right] \left[ E[f(t - \nu_1; A)f(t - \nu_2; A)] \right] \, d\nu_1 \, d\nu_2.
\]

(51)

If \(g_L(l)\) and \(g_A(a)\) denote the p.d.f.'s of the random inputs \(L\) and \(A\), and \(\mathcal{D}(L)\) and \(\mathcal{D}(A)\) denote their domains, respectively, then taking into account (12) the expectations that appear in the above integrals can be computed as follows

\[
E \left[ \frac{1}{\sqrt{L \nu^3}} e^{-x^2/4L} \right] = \int_{\mathcal{D}(L)} \frac{1}{\sqrt{L \nu^3}} e^{-x^2/4L} g_L(l) \, dl,
\]

(52)

\[
E[f(t - \nu; A)] = \int_{\mathcal{D}(A)} f(t - \nu; a) g_A(a) \, da,
\]

(53)

\[
E \left[ \frac{1}{L \sqrt{(v_1)^3 (v_2)^3}} e^{-\frac{x^2 (v_1 + v_2)}{4(v_1 + v_2)^2}} \right] = \int_{\mathcal{D}(L)} \frac{1}{L \sqrt{(v_1)^3 (v_2)^3}} e^{-\frac{x^2 (v_1 + v_2)}{4(v_1 + v_2)^2}} g_L(l) \, dl,
\]

(54)

\[
E[f(t - \nu_1; A)f(t - \nu_2; A)] = \int_{\mathcal{D}(A)} f(t - \nu_1; a)f(t - \nu_2; a) g_A(a) \, da.
\]

(55)

These expressions permit to understand that the expectation and the variance of the solution s.p. \(u(x,t)\) get modified by different choice of p.d.f.'s of random input parameters \(L\) and \(A\) in practice.

5 Numerical examples

In this section, we illustrate the theoretical results previously developed by means of a numerical example where the expectation and the variance to the solution \(s.p.\) \(u(x,t)\), given by (49)–(55) are computed. Computations have been carried out using the software Mathematica®.

Example 4 Let us consider the mixed random parabolic problem (1)–(4) where the random diffusion coefficient \(L\) is assumed to be a positive r.v. which has a truncated gamma distribution of parameters \(\alpha = 3\) and \(\beta = 2\), i.e., \(L \sim \text{Ga}(3; 2)\), on the interval \([0.1, 3]\). Hence, \(L\) satisfies condition (5). Let \(f(t; A) = e^{H(t)}\) be a s.p. depending on r.v. \(A\) which is assumed to have a beta distribution of parameters \(\alpha = 2\) and \(\beta = 1\), i.e., \(A \sim \text{Be}(2; 1)\). Since \(A\) is by its own definition truncated, then condition (16) is satisfied and according to Example 1, \(f(t; A)\) is in the class \(\mathcal{C}\). Therefore, hypotheses of Theorem (1) hold true and the m.s. solution stochastic process, \(u(x,t)\), to problem (1)–(4) is given by (48).
Assuming that $L$ and $A$ are independent r.v.’s, the expectation and the variance of $u(x,t)$ can be exactly computed by expressions (49)–(55). Figure 1 shows the evolution of average temperature (plot (a)) on a bar of length $0 \leq x \leq 5$ at different time instants as well as its variation measured through the standard deviation (plot (b)). Since average temperature tends to increase (decrease) at the left-end (right-end) of the bar as times goes on, the variability behaves in the same manner. For the sake of clarity, in Figure 2 we show this behaviour in 3-D over a longer time interval.

In Figures 3 and 4, we compare the exact values of the expectation and the standard deviation, respectively, against the ones obtained by Monte Carlo sampling using 100, 500 and 1000 simulations at the time instants $t \in \{0.4, 0.6, 0.8, 1\}$ on the piece $[0, 3]$ of the spatial domain, $x \in [0, 5]$. In order to complete this analysis, in Tables 1–2 we have collected the exact values of the mean, $E[u(x_i, t)]$, and, standard deviation, $\sqrt{\text{Var}[u(x_i, t)]}$, at different spatial values $x_i \in \{0.1, 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5\}$ at the times instants $t = 0.5$ and $t = 2$, respectively. The corresponding values obtained by Monte Carlo method using $r = 10^2$, $r = 5 \times 10^2$, $r = 10^3$ and $r = 10^4$ have been included too. In order to account for the quality of Monte Carlo results, the values of the relative errors for the mean, $\text{RelErr}_{\mu,MC}$, and the standard deviation, $\text{RelErr}_{\sigma,MC}$, using $r$ Monte Carlo simulations have been also computed according to the following expressions

$$\begin{align*}
\text{RelErr}_{\mu,MC} &= \left| \frac{E[u(x_i, t)] - \mu_{MC}(x_i, t)}{E[u(x_i, t)]} \right|, \\
\text{RelErr}_{\sigma,MC} &= \left| \frac{\sqrt{\text{Var}[u(x_i, t)]} - \sigma_{MC}(x_i, t)}{\sqrt{\text{Var}[u(x_i, t)]}} \right|.
\end{align*}$$

The consistency of the estimation of the moments is clearly manifested since the numerical results via Monte Carlo are closer to the exact ones obtained by the proposed random mean square approach by (49)–(55), as the number $r$ of simulations increases. Monte Carlo simulations were carried out by Mathematica® software version 10 for Linux x86 (64-bit) using 32 Xeon-double-processors with half-terabyte capacity. Regarding computational time, figures collected in Table 1 for $r = 10^4$ simulations by Monte Carlo required 86 minutes and 17 seconds. Timing was similar for the same computations shown in Table 2. Whereas 15 hours, 28 minutes and 16 seconds were needed to compute analogous approximations with spatial 50 points $x_i$ instead of 11 spatial points. These timings are higher than the ones needed using our random mean square approach, whose execution time was a few seconds. Parallelization was used to carry out computations using both approaches.
Figure 1: Evolution of the expectation $E[u(x, t)]$ (plot (a)), and the standard deviation $\sqrt{\text{Var}[w(x, t)]]}$ (plot (b)) on the spatial domain $x \in [0, 5]$ at different time instants in the context of Example 4.

Figure 2: Three-dimensional approximations for the evolution of the expectation $E[u(x, t)]$ (plot (a)), and, the standard deviation $\sqrt{\text{Var}[w(x, t)]]}$ (plot (b)) on the spatial domain $x \in [0, 5]$ throughout the time interval $t \in [0, 10]$ in the context of Example 4.
Figure 3: Comparison between the exact values of the expectation of the solution, $E[u(x,t)]$, given by (49), (52)–(53), and Monte Carlo ($\mu$MC) using 100, 500 and 1000 simulations at the time instants $t = 0.4$, $t = 0.6$, $t = 0.8$ and $t = 1$ on the piece $[0,3]$ of spatial domain, $x \in [0,5]$. 
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Figure 4: Comparison between the exact values of the standard deviation of the solution, $\sqrt{\text{Var}[u(x,t)]}$, given by (49)–(55), and Monte Carlo ($\sigma$MC) using 100, 500 and 1000 simulations at the time instants $t = 0.4, t = 0.6, t = 0.8$ and $t = 1$ on the piece $[0, 3]$ of spatial domain, $x \in [0, 5]$. 
Table 1: Values of the exact expectation, $E[u(x_i, t)]$, and standard deviation, $\sqrt{Var[u(x_i, t)]}$, given by (49)–(55), at some spatial points $x_i \in [0, 5]$ at the time instant $t = 0.5$ for Example 4. The values of the mean and the standard deviation obtained by Monte Carlo, $\mu_rMC(x_i, t)$, and $\sigma_rMC(x_i, t)$, respectively, using $r = 10^2$, $r = 5 \times 10^2$, $r = 10^3$ and $r = 10^4$ simulations are shown too. The comparison between the values of the mean and the standard deviation obtained using both methods are made by considering the relative errors in each $x_i$ for each number $r$ of simulations according to (56).
Table 2: Values of the exact expectation, $E[u(x_i, t)]$, and standard deviation, $\sqrt{\text{Var}[u(x_i, t)]]}$, given by (49)–(55), at some spatial points $x_i \in [0, 5]$ at the time instant $t = 2$ for Example 4. The values of the mean and the standard deviation obtained by Monte Carlo, $\mu_r\text{MC}(x_i, t)$, and $\sigma_r\text{MC}(x_i, t)$, respectively, using $r = 10^2$, $r = 5 \times 10^2$, $r = 10^3$ and $r = 10^4$ simulations are shown too. The comparison between the values of the mean and the standard deviation obtained using both methods are made by considering the relative errors in each $x_i$ for each number $r$ of simulations according to (56).
6 Conclusions

In this paper, we have first introduced the random Laplace transform of an
stochastic process in the mean square probabilistic sense including several illustrative examples where the Laplace transform is computed. The classical definition of original function is extended for original stochastic processes and the hypothesis of growth not greater than an exponential is replaced by the growth of the mean square norm of the stochastic process. Secondly, after introducing some operational calculus for the random Laplace transform, we show the capability of this random transform to obtain a closed-form solution stochastic process of the mixed partial differential problem (1)–(4). The obtained theoretical results are illustrated by means of an example where the expectation and the variance of the solution s.p. are computed. We emphasize that the proposed approach can be applied to deal with other problems based on mixed partial differential equations which often appear in physical models as well as to extend to the random scenario further classical transforms that have demonstrated to be useful tools to solve partial differential problems.
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