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1 Introduction

Measuring citations of published papers is an important tool for analyzing the
dynamics of the scientific activity. In particular, the Thomson-Reuters 2-year
impact factor is nowadays considered as a useful instrument that reflects (up
to a point) the scientific prestige of a journal (Altmann and Gorman 1998;
Garfield 2006; Pinto and Andrade 1999; Saha et al. 2003). In the computation
of such index, each citation from a journal belonging to a given list has the
same value. In order to adapt this parameter to become a better tool for
measuring the “prestige” of a journal —in the sense of the scientific impact
that can be measured by citations—, a natural modification to make is to give
a different weight to each citation. These weights reflect the “quality” of this
citation (Buela-Casal 2003; Habibzadeh and Yadollahie 2008; Waltman and
van Eck 2008; Zitt and Small 2008; Zyczkowski 2010). This is on the basis
of the definition of the so called weighted impact factors. Probably the first
formal development of this idea that can be found in the scientific literature
was given in the relevant paper by Pinski and Narin (1976). Actually, a lot
of impact-factor-like tools may be considered as particular cases or extensions
of this idea. The reader can find a lot of classical and new papers on this
subject (see for example Leydesdorff and Opthof 2010; Moed 2010; Torres-
Salinas and Jimenez-Contreras, 2010; Waltman et al. 2013; Zitt 2011; Zitt
and Small 2008). More general weights for defining impact measuring tools
could be defined using recent analytical tools, taking into account the specific
scientific field (Aleixandre Benavent et al. 2007; Dorta-Gonzalez 2013; Dorta-
Gonzalez et al. 2014; Egghe and Rousseau 2002; Li et al. 2013; Owlia et al.
2011; Ruiz Castillo and Waltman 2015).

The emergence of new information sources and the need of measuring their
impact make necessary to consider a more abstract version of these weighted
impact factors. This is the aim of the present paper. For example, we will
show that our mathematical formulation can be easily adapted to allow the
definition of impact factors for open databasis that are used to compute new
information also available in other open databasis. In this paper we propose a
general mathematical model for measuring the impact of scientific information,
and we study some of its properties.

As an application, in the second part of the paper we analyze the standard
weighted impact factors with weights coming from the values of IF2 of the
citing journals. For the computation of IF2, it is implicitly assumed that all
the citing journals have the same prestige, and so all the citations have the
same weight. However, using IF2 for giving weights that define a new impact
factor would change the ordering of the list of journals previously ordered by
IF2. In this paper, we analyze in two concrete cases (two Thomson-Reuters
lists of journals of two different scientific areas) if there is a “hidden citing
rule”, in the sense that journals with high impact factor cite often journals of
high impact factor, while the ones with low impact factor cite often journals
with low impact factor. We will prove some mathematical consequences on the
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weighted impact factors that hold if this increasing property is satisfied for a
given impact factor, in particular for IF2.

We will show in this paper that if this particular “increasing” citing behav-
ior of journals is followed by a majority of journals in a list, then changing the
IF2 by some weighted impact factor does not add any benefit, since the final
ordering induced in the list of journals is the same as the one induced by IF2

(Proposition 1). We will provide two particular examples of this behavior for
the Thomson-Reuters list of journals of MATHEMATICS and MEDICINE,
GENERAL AND INTERNAL.

Summing up, our main objective is to analyze the mathematical properties
of weighted impact factors when the weight of each citation is given by an index
that measures the prestige of the journal where the citing paper is published.
We also show that our model —and then its formal consequences— can also be
used for measuring the impact of repositories of datasets on other repositories.
We will center our attention in the changes in the ordering that the resulting
weighted impact factor produces in a given list of journals previously ordered
by the usual 2-year impact factor, specially when the list satisfies the increasing
property.

We also provide some error bounds and some elaborated examples.

2 The mathematical model for weighted impact factors

Some modifications of the usual Impact Factor now in use have been proposed
in recent times in order to take into account the behavior of the citing journals
besides the properties of the cited ones (Buela-Casal 2003; Habibzadeh and
Yadollahie 2008; Waltman and van Eck 2008). The usual way of doing it is by
adding some multiplicative weights in the definition of the new indexes that
attempt to modulate the effect of the particular characteristics of the citing
journals (see for example Zitt and Small 2008, and the references therein).
In this section we present step by step a model that allows to understand
this kind of weighted impact factor in a more abstract way than usual, in
order to obtain some general properties regarding its mathematical behavior.
Throughout the paper, and for the aim of clarity, we will write IF2 for the
Thomson-Reuters 2-year Impact Factor, and IS for a generic weighted impact
factor. Let us show how to define such an impact factor IS.

(1) Consider a set of journals R containing a set A of cited articles and a set
C of citing articles. We want to construct a mathematical representation
of the way the set C cites the set A. In the abstract formulation that we
will construct, A is in general a set of information items that is used for
constructing a new set of information items C. Both sets are supposed to
have associated σ-algebras of subsets ΣA and ΣC , that is (A, ΣA) and
(C, ΣC) are measurable spaces. If A is a finite set, we write as usual |A| for
the number of elements of A.

(2) Let us write F(C,R) for the space of all functions from C to R, the field
of the real numbers. We consider a function φ : A → F(C,R), A 3 a 7→
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φa(c) ∈ R, c ∈ C, representing how each article a ∈ A is cited by the
element c of the set C, or in a more general sense, how the elements of
C influence the citation of a given paper a ∈ A (weight function). In the
normal cases, the function φ can be given by the weight we want to associate
in our model to the citation by an article c ∈ C to an article a ∈ A. In
the abstract case, this function represents the weight that we want to give
in our index to the use of a given information item a ∈ A by a given
information item c ∈ C.

(3) A function E : φ(A) → R evaluating each real function φa for a given
a ∈ A, which represents the contribution of all the citing elements of C to
the value of the impact that we want to give to the paper a. The standard
case is given just by summation, i.e.

E(φa) :=
∑
c∈C

φa(c),

that is, the weighted sum of the times that a is cited by the elements of C:
the weights are given by φa(c). More generally, it gives the measure that we
want to give to the use of an information item a ∈ A in the obtention of the
elements of C, that is, how relevant is the contribution of a for obtaining
all the data of C. The formula representing this is

E(φa) =

∫
C
φa(c) dµ(c),

for a given fixed measure µ on ΣC .
(4) For obtaining our new impact factor for a cited journal r, it is enough to

compute the mean of all the values of E(φa) for all the articles a ∈ r,

IS(r) =

∑
a∈r E(φa)

|r|
=

∑
a∈r
∑
c∈C φa(c)

|r|
, (1)

where |r| is the number of articles in the journal r. The formula for general
sets A and C of information items is in this case

IS(A) =

∫
A

E(φa) dτA(a) =

∫
A

(∫
C
φa(c) dµ(c)

)
dτA(a), (2)

where A ⊆ A and τA is a probability measure on the restriction of ΣA to
A.

Note that formula (1) coincides with this general expression for IS when
A is the set of all the papers a in a journal r and τA is the probability measure
given by τA({a}) = 1/|A| for all a ∈ A, and τA({a}) = 0 for a /∈ A. The
measure µ is just the counting measure over C, i.e. the measure that satisfies
that µ({c}) = 1 for each c ∈ C.

As a consequence of Fubini’s Theorem —or simply using the fact that all
the integrals appearing above are finite sums in the discrete case—, we get the
following equivalent expression for IS.

IS(A) =

∫
C

(∫
A
φa(c) dτA(a)

)
dµ(c), A ∈ ΣA. (3)
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The simplest —and in a sense standard— example, is given by the way
citations are considered in the definition of the IF2 for a set of journals R
in a given year n. In this case, the set A is given by the papers published
by the journals in R in the years n − 2 and n − 1, and C is the set of the
articles published in the year n in a fixed set of journals R, for example, the
ones appearing in the Thomson-Reuters Web of Science Core Collection. Let
us write in this case e for the function φ in the step (3) above, that is defined
by

ea(c) = 1 if a ∈ A is cited by c ∈ C, and ea(c) = 0 otherwise.

The number of citations of each article a ∈ A by the elements of C is given by

E(ea) =
∑
c∈C

ea(c) =
∑
c∈Ca

1 = |Ca|,

where Ca is the subset of papers in C citing the article a and |Ca| is the number
of elements of Ca. The standard Thomson-Reuters (2-year ) impact factor for
a journal r ∈ R is then given by

IF2(r) =

∑
a∈r E(ea)

|r|
=

∑
a∈r |Ca|
|r|

.

In order to justify the abstract definition of the model given in this section
for measuring the impact of information sources based on the Lebesgue inte-
gral with respect to positive measures, let us provide two examples of weighted
impact measures for data repositories. The integrals cannot be changed by fi-
nite sums in them. Our aim is to show that our model can be used as a formal
support for some aspects of the nowadays relevant topic of the measuring of
the impact of items of scientific information others than the usual journal pa-
pers: the altmetrics. Actually, some tools for measuring the impact of datasets
of diverse sources are being testing at that time (see NISO 2014). For instance,
one of these purposes is to measure the impact of datasets by means for the
actual bites that are downloaded from them and the times that the associ-
ated metadata are checked by the usuaries. Our mathematical formulation fits
adequately with this aim.

2.1 Example: a storm risk index

Consider a data repository A defined by a finite class A1, ..., An of data sets.
Suppose that we are interested in evaluating the impact of some particular
subsets of the total set of information contained in all of them, that is, subsets
of ∪ni=1Ai. We want to measure the impact of such a subset A with respect
to a different data repository C, that contains the data sets C1, ..., Cm. It is
supposed that the data contained in ∪mj=1Cj are obtained by using the data
of ∪ni=1Ai as primary information, and are, in a sense “elaborated” or “second
order” data. Let us give a concrete example of this situation. Assume that A
contains all the average values of the temperature of the water of the sea at each
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point of a certain region in a year, indexed by the geographical coordinates of
the point. Assume that the elements of C are the data of the weather forecast
for the region at every second t in a year, including a predictive index ψ
between 0 and 1 that indicates the risk of storm at t. The data corresponding
to the index ψ are then naturally indexed by the value of t.

Suppose we want to evaluate the impact that a particular area A of the
region —defined by the coordinates of its points— has for the evaluation of the
storm risk at some period of time, that is represented by a particular subset of
C. Depending on the weather at a given t, the algorithm for computing ψ uses
the information coming from different points of the region covered by A. This
selection of the points is given at each t by functions gt : A → [0, 1] that gives
the value 1 to the points that are more important for the storm risk index at
the time t —depending for example on the direction of the wind—, and 0 to
the non relevant points of the region for the computation of ψ. Thus, we have
that ψ(t) = ψ(t, gt). This allows to define the impact factor SR of A —that
plays the role of the “cited journal”— with respect to the subset that provides
the storm risk data in the time interval [t0, t1] ⊂ C —that plays the role of the
set of “citing journals”— following the formula (2), as

SR(A) =

∫
A

(∫ t1

t0

gt(a) dt
) dµA(a)

µ(A)
,

where dt is the usual Lebesgue measure on the real line and µA is the Lebesgue
measure given by the restriction to the subset A of Lebesgue measure on R2.
Clearly, none of these integrals can be written as a sum. However, if A and B
are two areas of the region that we are studying, SR(A) ≤ SR(B) means that
the area A is less relevant for the computation of the storm risk index than
the area B, and a value of SR(A) near to 0 would justify not considering it
for the weather forecast regarding storm risk.

2.2 Example: a time decreasing impact factor

Let us explain a different example of the general situation we want to develop.
Assume that there is a continuous data set A indexed by the numbers of the
positive part of the real line. Suppose that the elements of other dataset C are
indexed by the numbers of the interval [0, 1], that represents the time from
the last second of 2015 (s = 0) to the first second of the same year (s = 1). It
is supposed that the interest of the data of A decreases exponentially for the
computation of the data of C as time goes, starting from the last second of
2014 (t = 0). The subsets of the dataset A play the role of the cited journals,
and the ones of C play the role of the citing journals. The “prestige” of the
citations of the elements of C to the subsets of A decreases also when the times
goes, following in this case the function 2(1 − c). A convenient impact factor
for any bounded measurable! subset A ⊆ A may be then defined as

EX(A) =

∫ 1

0

(∫ +∞

0

e−a 2(c− 1)
dµA(a)

µ(A)

)
dµ(c),
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where µ is Lebesgue measure and µA is also this measure when restricted to
A. Again, this index cannot be written as a discrete sum; by the construction,
it seems more natural to use the second integral formula (3) in this case.

3 Some stability properties of weighted impact factors

3.1 Fundamental bounding inequalities for abstract weighted citation indexes

In this section we establish some properties of the class of weighted impact
factors. Let A and C a pair of sets of data as in Section 2, that is, the elements
of A are used for obtaining the ones of C. Let (a, c)→ φa(c) ∈ R+ be a weight
function defining an impact factor that we call IS as explained in the previous
section. Let us define also the standard impact factor IST by using as weights
the functions c→ ea(c) given in Section 2, that has the value 1 for a ∈ A if it
is used for obtaining c ∈ C, and 0 otherwise. That is,

IST (A) :=

∫
C

(∫
A

ea(c) dτA(a)
)
dµ(c), A ⊆ A.

Clearly, for every a ∈ A and c ∈ C, φa(c) = φa(c)ea(c), since every weight φa(c)
is 0 if a is not used for obtaining c (in the “journals case”, if c does not cite
a). This gives the index IF2 for the usual situation of the Thomson-Reuters
journal citation index.

We are interested in computing bounds for the difference among a general
IS and IST . We have that for every measurable set A ⊆ A,

|IS(A)−IST (A)| =
∣∣∣ ∫
C

(∫
A

φa(c) dτA(a)
)
dµ(c)−

∫
C

(∫
A

ea(c) dτA(a)
)
dµ(c)

∣∣∣
=

∫
C

(∫
A

(
φa(c)− 1

)
ea(c) dτA(a)

)
dµ(c),

and so we obtain

|IS(A)− IST (A)| ≤
∫
C

(∫
A

∣∣φa(c)− 1
∣∣ea(c) dτA(a)

)
dµ(c). (4)

This provides two different estimates for the difference, depending on how
we bound this integral. On the one hand, we have that

(4) ≤ sup
a∈A, c∈C

∣∣∣φa(c)− 1
∣∣∣ · ∫

C

(∫
A

ea(c) dτA(a)
)
dµ(c),

that is,

|IS(A)− IST (A)| ≤ sup
a∈A, c∈C

∣∣∣φa(c)− 1
∣∣∣ · IST (A). (5)

On the other hand, using the Cauchy-Schwartz inequality, we obtain

(4) ≤
∫
C

(∫
A

∣∣φa(c)− 1
∣∣2ea(c) dτA(a)

)1/2(∫
A

ea(c)2 dτA(a)
)1/2

dµ(c)
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≤
(∫
C

( ∫
A

∣∣φa(c)−1
∣∣2ea(c) dτA(a)

)
dµ(c)

)1/2(∫
C

( ∫
A

ea(c) dτA(a)
)
dµ(c)

)1/2
=
(∫
C

( ∫
A

∣∣φa(c)− 1
∣∣2ea(c) dτA(a)

)
dµ(c)

)1/2
· IST (A)1/2.

Therefore,

|IS(A)− IST (A)| ≤
(∫
C

( ∫
A

∣∣φa(c)− 1
∣∣2ea(c) dτA(a)

)
dµ(c)

)1/2
· IST (A)1/2.

(6)
These formulas provide the main tools for estimating the differences among

the values of a weighted impact factor IS and the standard one IST , and can
be used for analyzing the gain in substituting the standard index by a new
weighted one. Note that no assumption has been necessary in the definition of
IS for these inequalities to hold, so they can be used in any situation which
could be represented using our abstract construction. In the next subsection
we come back to the case of weighted index for citations among papers and
journals.

3.2 Weighted impact factors for citations among journals

In what follows, we will center our attention in the case of weighted impact
factors for journals of a particular class that is directly related to the impact
factor IF2 and the weighted versions that can be derived from it. Consider a
set of journals R, and suppose that the sets A and C are defined by papers
published in the journals r of R. Let us introduce the characteristic functions
χr : C → R, r ∈ R, that are given by χr(c) = 1 if c ∈ r and 0 otherwise.

The class of weights we want to consider is defined by the class of functions
φsa(·) given by

φsa(c) =
∑
r∈R

α2(r) ea(c)χr(c),

where α2(r) is a weight depending only on the journal r, and ea is defined as
in Section 2. Our aim is to model the idea of considering citations coming from
journals with high Thomson-Reuters 2-year Impact Factor as more relevant
—that is, with bigger value of α2(r)—, than citations coming from journals
with low IF2 for the computation of the new impact factor. In other words,
the weights will be based on a measure of the prestige (the value of IF2) of
the journal where the citing paper is published. We define them as α2(r) :=
IF2(r)/IF2, where IF2 is the mean of all the values of IF2(r) for all r ∈ R,
the set of journals that define the set C that we want to consider (see Egghe
and Rousseau (2002) for this definition).

Using the formulation given in Section 2, for a given journal r0 —which is
identified with a set of cited journals in A—, we have

IS2(r0) :=

∫
C

(∫
A
φsa(c) dτr0(a)

)
dµ(c)



Mathematical properties of weighted impact factors 9

=

∫
C

(∫
A

(∑
r∈R

α2(r) ea(c)χr(c)
)
dτr0(a)

)
dµ(c),

and so

IS2(r0) =
1

|r0|

( ∑
a∈r0

(∑
r∈R

(∑
c∈r

α2(r) ea(c)
)))

. (7)

Let us estimate the difference between the usual IF2 and IS2. On one
hand, taking into account that IST is in this case IF2, (5) gives for a given
cited journal r0∣∣IF2(r0)− IS2(r0)

∣∣ ≤ max
r∈R

∣∣α2(r)− 1
∣∣ · IF2(r0). (8)

On the other hand, (6) gives the following quadratic estimate for the difference.∣∣IF2(r0)− IS2(r0)
∣∣

≤
(∑

a∈r0
∑
r∈R

(∑
c∈r
∣∣α2(r)− 1

∣∣2ea(c)
)

|r0|

)1/2
· IF2(r0)1/2.

These results can be used for estimating the influence in the ordering of a list
of journals by the impact factor when a weighted index IS2 is used instead of
the standard IF2.

4 Weighted impact factors behaving as IF2 for ordering a list of
journals

In this section we analyze the consequence on the ordering of a list of journals
based on a weighted impact factor as IS when compared with the correspond-
ing ordering of the list based on IF2. Our purpose is to study when a given
new index IS defined following our procedure is increasing with respect to the
order given by the usual 2-year impact factor IF2, i.e. when for a given couple
of journals r1 and r2, we have that

IF2(r1) < IF2(r2)⇒ IS(r1) ≤ IS(r2).

Clearly, if IS has this property, then the ordering induced by IF2 on the set of
journals is the same as the one that induces IS. This means that this new index
is giving no new information on the impact ordering of the set of journals.

We will center our attention in the case when IS is defined as the weighted
index IS explained in the previous section, that is given by the weights α2(r)
affecting the number of citations represented by the functions φsa. In order to
gain some generality, we will consider weighted indexes as ISα for a general
weight function α that represents in some sense a measure of the prestige of
the citation.

Notation warning: Note that the generic impact factor IS can be considered
also as an index that gives an order to set of journals R —by the decreasing
values of IS of the elements in R—, and as a weight α, since its numerical
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value is used sometimes to define the weights of a new weighted impact factor.
This is the reason we use the terms impact factor, index and weight for the
same function, depending on the role it plays in the particular case that it is
being used.

Let us say that an impact factor IS has the increasing property if
journals with high impact factor tend to receive citations from articles from
journals with high impact factor, and reciprocally, journals with low impact
factor are cited more often by articles that are published in journals with low
impact. Let us formalize this notion.

– Consider a set of journals R and consider in it an impact factor IS. We
order R by the values of IS to produce an ordered list, that is, the first
journal is the one with the smallest value of α and the last one the one
with the biggest. If there are journals with the same value of α we order
them alphabetically.

– Let n = |R|. For each journal r ∈ R, we associate to it an n-fold vector
β(r) := (βi(r))

n
i=1 ∈ Rn, where βi is defined as

βi(r) = N(ri, r)/|r|,

where ri is the i-th journal in the list, N(ri, r) is the number of citations
from articles in ri ∈ R to any article in r, and |r| the number of articles in
r.

– Let us define the following ordering for the sequences in Rn. For two se-
quences (λi)

n
i=1 and (γi)

n
i=1 of non-negative numbers, we write (λi)

n
i=1 C

(γi)
n
i=1 if (γi)

n
i=1 can be written as a sum of n non-negative sequences∑n

j=1(γji )
n
i=1 = (γi)

n
i=1 such that

λi ≤
∑
k≥i

γik

for every i ∈ {1, ..., n}. It can be proved that this definition defines an order
relation on the set of non-negative sequences of Rn.

Definition 1 We say that a list of journals R ordered by an impact factor
IS has the increasing property with respect to IS if for each pair of elements
r, r′ in the list, it is satisfied that, if IS(r) < IS(r′), then β(r) C β(r′) then
IS(r) ≤ IS(r′), where the sequences β(·) are ordered by means of IS as
explained above.

Let us show with a simple example that this formal definition corresponds
to the concept that we want to model.

Example 1 Suppose that we have a set of three journals R = {r1, r2, r3}, and
let an impact factor I for it that is given by I(ri) = i, i = 1, 2, 3. Suppose that

(1) the journal r1 publishes 10 papers and receives 2 citations from r1, 1 from r2
and 0 from r3, that is, N(r1, r1) = 2, N(r2, r1) = 1 and N(r3, r1) = 0.
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(2) The journal r2 publishes 20 papers and receives only 8 citations from r2, that
is N(r1, r2) = 0, N(r2, r2) = 8 and N(r3, r2) = 0.

(3) The journal r3 publishes 30 papers and receives 5 citations from r2 and 20
citations from itself, that is N(r1, r3) = 0, N(r2, r3) = 5 and N(r3, r3) = 20.

Due to the values of I, the list is ordered as r1 ≤ r2 ≤ r3. The sequences
β(r) representing their citations are

β(r1) = (N(r1, r1)/|r1|, N(r2, r1)/|r1|, N(r3, r1)/|r1|) = (2/10, 1/10, 0),

β(r2) = (0, 8/20, 0),

and
β(r3) = (0, 5/30, 20/30).

Let us consider now r1 and r2, that satisfy that I(r1) ≤ I(r2). In order to
see if the relation β(r1)C β(r2) is satisfied, we have to compare the sequences
(2/10, 1/10, 0) and (0, 8/20, 0). Writing the second one as the sum γ1 + γ2 +
γ3 = (0, 4/20, 0) + (0, 4/20, 0) + (0, 0, 0), we get that

2/10 = β(r1)1 ≤
∑
k≥1

γ1k = 0 + 4/20 + 0 = 2/10,

1/10 = β(r1)2 ≤
∑
k≥2

γ2k = 4/20 + 0 = 2/10

and
0 = β(r1)3 ≤

∑
k≥3

γ3k = γ33 = 0.

Therefore, β(r1) C β(r2).
The same kind of calculations show that β(r2)Cβ(r3) (and so β(r1)Cβ(r3)

too). This, together with I(r1) ≤ I(r2) ≤ I(r3), proves in particular that the
list R has the increasing property with respect to the index I.

Next result shows that, under the hypothesis that the increasing property
holds, we get that the associated weighted impact factor is always increasing
with IS. We will consider the notion defined in formula (7) for any weight
function α. If α is a weight function in R, we write ISα for the weighted
impact factor defined by α, that is, if r0 ∈ R,

ISα(r0) =
1

|r0|

( ∑
a∈r0

(∑
r∈R

(∑
c∈r

α(r) ea(c)
)))

. (9)

In case α is defined by the values of an impact factor I, we also say that ISα
is defined by I.

Proposition 1 Let R be a set of journals that has the increasing property
with respect to an impact factor IS. Then for each r, r′ ∈ R, IS(r) < IS(r′)
implies ISα(r) ≤ ISα(r′), where ISα is the weighted impact factor defined by
IS.



12 A. Ferrer-Sapena et al.

Proof Let r, r′ ∈ R, and suppose that IS(r) ≤ IS(r′). Then by the increasing
property we have that β(r)Cβ(r′). This means that (β(r′)i)

n
i=1 can be written

as a sum of n non-negative sequences
∑n
j=1(γji )

n
i=1 = (γi)

n
i=1 such that

β(r)i ≤
∑
k≥i

γik

for every i ∈ {1, ..., n}. Then for a fixed i, taking into account that α is defined
by IS, we get that α(ri) ≤ α(rk) for i ≤ k, we have that

α(ri)β(r)i ≤ α(ri)
∑
k≥i

γik ≤
∑
k≥i

α(rk)γik.

Thus,

ISα(r) =

n∑
i=1

α(ri)β(r)i ≤
n∑
i=1

∑
k≥i

α(rk)γik ≤
n∑
i=1

∑
k≥1

α(rk)γik

=
∑
k≥1

α(rk)

n∑
i=1

γik =
∑
k≥1

α(rk)β(r′)k = ISα(r′).

This proves the result.

Corollary 1 Let R be a list of journals with the increasing property with
respect to IS. Suppose that IS increases with IF . Then ISα also increases
with IF , where ISα is the weighted impact factor defined by IS.

5 Examples: the linear dependence hypothesis in the
Thomson-Reuters impact factor lists of MATHEMATICS and
MEDICINE, GENERAL AND INTERNAL

In this section we are interested in checking in four particular cases —two
different impact factors and two lists of journals ordered by the standard IF2—
if the increasing property with respect to the new indexes is satisfied with
affordable deviations. Recall that this property represents the fact that, given
a measure of prestige as IS for the journals of a given list R, journals with
high value of IS are more often cited by journals with high value of IS, and
vice versa. We will check a specific type of dependence —linear dependence
among the IS of a journal and the average values of the IF2 of the journals
that it cites—, that is also related to this increasing tendency and is more
concrete and easier to check than the ordering C defined in Section 4.

Let us define formally this new property.

Definition 2 Consider a set R of journals and a weight function α. Let r0 ∈
R. We define M(r0) as the average of the values of α of the journals r that
are cited by r0 ∈ R weighted by the number of papers cited in each r.
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The question that we analyze in this section is the following: Is there a
linear dependence (with positive slope) between M(·) and α(·)? That is, is
there a relation as M(r) = p · α(r) + b, —with some affordable quadratic
error—, with p > 0? In case this happens, we will say that the list R satisfies
the linear dependence hypothesis with respect to α.

We will consider two sets of journals of two different scientific areas —
MATHEMATICS and MEDICINE— appearing in the Thomson-Reuters Jour-
nal Citation Reports list of these areas (JCR list in what follows). As primary
information, we will consider the weight α2 of the corresponding lists, that is
defined as the normalized IF2 of a given year (see Section 3.2). We will define
two indexes —IWp and IWq—, that involve weights in the computation of two
new types of impact factors related to the prestige of the citing journal, and
we are going to compute statistical estimates for them. In order to develop
our analysis, we used the following methodology.

1) First we chose a list of 10 journals equi-distributed along each Thomson-
Reuters 2013 list. They define the list of journals R in each case. In the
first one (MATHEMATICS) we took a journal of each 30 —starting with
the third to avoid the first ones, that cannot be considered “standard”
journals—, in a way that the final subset goes through all the list, that con-
tains 302 journals. So, we took the journals (we use the abbreviations from
the JCR list), ACTA MATH, J MATH ANAL APPL, J COMB THEORY
A, COMMUN PUR APPL ANAL, J MATH SOC JPN, J PURE APPL
ALGEBRA, OPERATORS AND MATRICES, ARS MATH CONTEMP,
OSAKA J MATH, CZECH MATH J, J MATH LOG.
In the list of MEDICINE, GENERAL and INTERNAL, we took 8 journals
along the list of 156 —one of each 15—, removing also the first journals of
the list. We considered the journals AM J PREV MED, QJM-INT J MED,
ARCH MED SCI, TOHOKU J EXP MED, ISR MED ASSOC J, INT J
OSTEOPATH MED, MED LITH, INTERNIST.

2) Choosing randomly 50 citations of articles in journals of the 2011 and 2012
impact factor lists by articles in one of the given journals selected above,
we compute estimates of the following two indexes IWp and IWq for both
lists (MATHEMATICS and MEDICINE). In the case of small journals, it
happened that there are not 50 citations to papers in journals of the JCR
list of the last two years. In this case, we have used all the citations. Both
of them are related to the prestige of the citations for a given journal that
can be directly translated in terms of weights as follows.

a) IWp(r) : the mean of the IF2 of the journals —weighted by the number
of individual articles in each of them—, that are cited by a given journal
r in the last two years.

b) IWq(r) : the mean of the counts of the citations of the journal r to
papers in the IF2 list, computed as follows: if the cited article belongs
to a journal that is in the first quartile, it has a weight 4; if it is in
the second, the weight is 3; if in the third, weight 2 and in the fourth,
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weight 1. That is, if r is a given journal, its weight is computed as

IWq(r) =
1

N(r)

( ∑
ri∈Q1

4 +
∑
ri∈Q2

3 +
∑
ri∈Q3

2 +
∑
ri∈Q4

1
)
,

where each term represents the number of citations in the set N (r) of
total cites in r to papers published in journals that are in the quartile
Qj of the JCR list, j = 1, ..., 4, and N(r) = |N (r)| is the total number
of citations.

Note that we have not studied what happens when this relation does not
work exactly but with a small error —that is, we are not considering sta-
tistical deviation—. In other words, we assume that this error is not going
to affect the general behavior of the new weighted indexes in a deep way.

The results are explained in what follows.

5.1 MATHEMATICS

Our first comment regarding the case of the journals of pure mathematics is
the already known fact that the 2-year impact factor gives a poor measure of
the prestige of a journal for the scientific community (see Arnold and Fowler
(2011); Raghunathan and Srinivas (2001)). We have found again that the
number of citations by papers published in 2013 to papers in the JCR lists
of 2011 and 2012 is so small that it might not be statistically significant. For
example, 35 papers published in the journal OPERATORS AND MATRICES
in 2013 cited 819 papers, and only 50 of them were papers published in 2011
and 2012 in journals appearing in the corresponding impact factor lists.

However, and taking into account this fact, we can also notice that the
linear dependence hypothesis is not very well-satisfied. Figure 1 shows that,
although a linear increasing dependence can be noted between the IF2 of the
citing journal and the weighted mean IWp of the IF2 of the cited journals,
some particular publications do not follow this behavior. In our opinion, this
is due to the fact that there are essentially two extreme types of journals
appearing in the list.

1) The first one is defined by specialized publications that are devoted to
some particular subjects. For example, a mathematician working in a certain
specific field A knows that there are for example 4 natural journals to publish
her/his work. This implies that she/he tends to publish in these journals and
cite papers in these journals, and so the group of these specialized journals
form a closed network. Therefore, the values of their IF2 and their position in
the list depend on the size of the scientific community interested in the topic,
that can be small. This produces the effect that cited journals in one of these
groups have similar impact than the citing ones, following our hypothesis.

2) However, there is a second group of journals of general scope, publishing
papers in different topics, some of them being popular and other ones not being
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so. The values of the impact factors of the citations of such journals will not
depend on the position of the journal itself in the same list. This behavior
goes against our hypothesis on the linearity of the dependence between the
position in the list of the journal and the mean position of its citations.

Also, we must take into account that, by definition, all journals tend to cite
papers of the top part of the impact factor list. Therefore, summing up the
statistical influence of both classes of journals, one can expect an increasing
behavior —high IF2 journals cite more often high IF2 journals—, exactly as
we have, but with a high dispersion.

Fig. 1 IWp of a given journal r of mathematics vs the IF2 of r.

Fig. 2 IWq of a given journal r of mathematics vs the IF2 of r.

Note that the second prestige-based index that we have used (IWq) almost
satisfies the linearity hypothesis if two journals are eliminated in the graphic;
we must notice that both of them belong to the second group explained in the
point 2) above.
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5.2 MEDICINE

Usually, the experts in information science agree that IF2 gives a reasonable
measure of the prestige of a publication in the field MEDICINE (see Saha et al.
(2003); Aleixandre Benavent et al. (2007)). Regarding the correlation among
the IF2 of the citing journals and the IF2 of the cited ones, the linear fit of the
points for IWp is clearly not satisfied for two particular journals. However, IWq

behaves almost linearly. (See the graphics below. In both figures the highest
point is not represented, since it appears far away of the rest of the points and
distorts the pictures).

It can be observed that a relevant amount of citations in scientific papers
lead to papers published in the last two years in journals appearing in IF2

lists; a usual ratio is 1/5, whereas in mathematics the ratios are often smaller
than 1/10. However, there are journals that do not follow a clear pattern.

Fig. 3 IWp of a given journal r of medicine vs the IF2 of r.

Fig. 4 IWq of a given journal r of medicine vs the IF2 of r.

The linear increasing behavior can also be observed. As in the case of
mathematics, the linearity hypothesis is better satisfied for IWq than for IWp.
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5.3 Discussion

Let us finish this section by providing a brief discussion of the results obtained,
and about how these results may affect to the ordering of the lists of journals
with respect to the new weighted impact factors. We have shown two examples
of weighted impact factors —IWp and IWq—, with weights defined using two
different criteria, both of them related to the prestige of the citing journals
based on the index IF2. As we said, in both cases the linear dependence
hypothesis is (weakly) satisfied, although the second one gives better results.
This can be translated in the following practical tool: in the first case, the new
ordering of journals produced by the new weighted impact factor IWp may be
meaningfully different than the one given by the original IF2. However, the
analyst may expect that this does not happen regarding the second weighted
impact factor IWq. In this case, the ordering of the list based on this weighted
impact factor will be similar to the original one.

6 An analysis of the error committed when the ordering based in
IF2 is changed by the ordering defined by IS2

We use the estimate provided by formula (8) of Section 3 for showing the
absolute bound for the error committed. The bound obtained in (6) should
also be used for a finer analysis. Note that the same relations hold if IF2 is
replaced by an impact factor IS for a set R that produces a weight α, and
IS2 is replaced by ISα for this α.

The triangular inequality and this estimate provides the following equiva-
lence inequalities.

IS2(r0) ≤ IF2(r0) + |IF2(r0)− IS2(r0)|

≤ IF2(r0) + IF2(r0) ·max
r∈R

(∣∣α2(r)− 1
∣∣)

≤ IS2(r0) + |IF2(r0)− IS2(r0)|+ max
r∈R

∣∣α2(r)− 1
∣∣ · IF2(r0)

≤ IS2(r0) + 2 max
r∈R

∣∣α2(r)− 1
∣∣ · IF2(r0).

Therefore, when the term maxr∈R
∣∣α2(r) − 1

∣∣ · IF2(r0) is small enough, we
obtain that the values of IS2(r0) and IF2(r0) are similar. The possible factors
that would reduce the value of the terms are the following.

1. The value of IF2(r0) is small. This does not affect to the relative value of
the difference, but it may reduce the error.

2. The maximum of the difference of the normalized impact factor α2 and
1 is small. That is, all the journals considered in the citing set R have
similar impact factor. This maybe obtained by using just a selected subset
of citing journals instead of the whole IF2 list.
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However, we are interested in how this error term —that can also be esti-
mated directly for particular IF2 lists—, produces a change in the ordering of
the journals. This may happen when for a particular pair of journal r1 and r2
with IF2(r1) < IF2(r2), we have that IS2(r1) ≥ IS2(r2).

Note that under the hypothesis on IF for this pair of journals, formula (8)
gives

IS2(r1) ≤ IF2(r1) + |IS2(r1)− IF2(r1)| < IF2(r2) + |IS2(r1)− IF (r1)|

≤ IS2(r2) + |IS2(r2)− IF (r2)|+ |IS2(r1)− IF2(r1)|

≤ IS2(r2) + 2 max{|IS2(r2)− IF (r2)|, |IS2(r2)− IF2(r2)|}

≤ IS2(r2) + 2 max
r∈R

∣∣α2(r)− 1
∣∣ ·max{IF2(r1), IF2(r2)}. (10)

Therefore, we obtain the following general

Observation. If for every pair of journals r1 and r2 with IF2(r1) < IF2(r2),
we have that

2 max
r∈R

∣∣α2(r)− 1
∣∣ ·max{IF2(r1), IF2(r2)} ≤ |IS2(r1)− IS2(r2)|,

then IS2(r1) < IS2(r2).

To see this, assume that this does not happen. Then using (10) we obtain

IS2(r1)− IS2(r2) = |IS2(r1)− IS2(r2)|

≥ 2 max
r∈R

∣∣α2(r)− 1
∣∣ ·max{IF2(r1), IF2(r2)} > IS2(r1)− IS2(r2),

a contradiction.

Summing up these formal results, we have that the statistical changes
produced by the perturbations of the linear dependence of the weights can be
controlled using a max-type estimate or a square-type estimate. After getting
a good estimate of a new weighted impact factor, it automatically provides a
bound for the estimate of the difference between two particular journals. It
can be used to obtain an interval satisfying that, if the values of IF2 of two
journals differ in more than the size of this interval, then the ordering between
these two journals given by the IF2 list is the same as the order given by the
new weighted impact factor.
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7 Conclusions

We have introduced a general model for measuring the impact of scientific
datasets, papers and journals, that we identify with an abstract version of the
already used weighted factors for the measuring of the impact based on the
average number of citations. In this case, a weight depending on a measure of
prestige of the citing journal is given to each citation in the final computation
of the impact factor. We have shown that our abstract model can be adapted
to provide a formal support for the definition of citation indexes for data sets,
giving for example new tools for measuring the impact of repositories of open
data. We have also shown some inequalities that can provide security intervals
for estimating if a new impact factor provides a different ordering in a list
than the one given by the associated standard IF .

We have centered our attention in the analysis of what we call the increas-
ing property for an impact factor list. A list R associated to an impact factor
IS has the increasing property if journals with high IS are more often cited
by journals with high IS, and reciprocally, journals with low IS are more
often cited by journals with low IS. We have defined an order relation C for
comparing journals in order to give a precise formulation of this concept and
we have proved the main result of the paper, that is given in Proposition 1:
in an impact factor list has the increasing property for an index IS, then ISα
increases with IS, where the weight α is defined by the same IS. In other
words, the ordering induced in the list by the values of IS coincides with the
one induced by the weighted impact factor ISα associated to α.

In the second part of the paper, we have explored the increasing property in
four particular cases, for two indexes defined by means of the 2-year Thomson-
Reuters IF2. We have shown that a certain linear relation between the IF2

of the citing journals and the IF2 of the cited journals can be observed in
two impact factor lists of two scientific fields of absolutely different nature
(MATHEMATICS and MEDICINE). This means that, although with a big
dispersion, the increasing property for the citation lists is satisfied for these
particular indexes, but the results are better for the second index IWq and for
the list of MEDICINE. Our theoretical results imply that the final ordering of
the corresponding lists provided by these new indexes —in which IF2 is used
for defining the new weight—, will be similar to the order given by IF2.
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