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Abstract 

The use of subcooled flow boiling is a convenient option for the thermal management of 
downsized engines, but proper control of the phenomenon requires the accurate 
prediction of heat transfer at the coolant side, for which the use of computational fluid 
dynamics is a suitable alternative. While in most of the applications found to engine 
cooling a single-fluid equivalent method is used, in this paper the performance of a two-
fluid method is evaluated in engine-like conditions with special interest in the low velocity 
range. The results indicate that the description of the process at low velocities provided by 
the two-fluid method is better than that of a single-fluid model, while model calibration is 
simpler and more robust and the computational cost is substantially reduced. 
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Introduction 

The dominant trends for improving fuel economy and reducing pollutant emissions from 
current internal combustion engines are engine downsizing and raising power density. 
This produces a significant increase in the density of the waste heat generated, and its 
removal has led to the use of high coolant-flow velocities, with the consequent increase of 
hydraulic losses in the engine cooling system and the associated penalty in auxiliary 
power requirement, especially at part-load conditions [1]. 

Among the different existing possibilities for the solution of this problem, the change in 
heat-transfer mode represents a suitable approach, as the use of an evaporative cooling 
system leads to substantial reductions in the power demand of the coolant pump [1]. 
However, the system operation range should be limited so as to maximize the potential of 
the system while avoiding excessive vapour generation, which could have catastrophic 
consequences. 

Such limit is achieved when considering the sub-cooled boiling flow regime, which 
presents the additional advantage that, as bubbles collapse in the outer bulk flow region 
due to the sub-cooling, vapour is present only in a thin superheated layer close to the wall 
so that no essential changes in the design of the cooling system are required [2].  

However, boiling-based cooling strategies require that heat transfer at the coolant side is 
accurately predicted, for which computational fluid dynamics (CFD) simulations 
supplemented by subcooled boiling models constitute a suitable alternative. As most of the 
existing models have been developed for nuclear technology applications, with flow and 
boiling conditions differing from those found in internal combustion engines, they cannot 
be directly applied to the CFD analysis of engine cooling jackets [3]. 

Most published applications to flow conditions similar to those occurring in internal 
combustion engines have made use of a single-fluid representation of the liquid-vapour 
mixture. In the first attempts [4] several nucleate boiling heat transfer models were 
implemented in order to calculate wall surface heat transfer coefficients that then affected 
the computed fluid temperatures, so that the computed fluid dynamics was not affected 
and the coolant fluid properties were assumed to be those of the liquid coolant.  

Subsequent contributions make use of an equivalent single-phase fluid representing the 
liquid-vapour mixture and accounting for the vapour fraction and its spatial and temporal 
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variations. Bo [5] used a simple driving force - time scale representation in order to 
account for all the mechanisms influencing mass transfer between the two phases, and 
computed the surface heat flux with the empirical correlation proposed by Rohsenow [6], 
concluding that the flow field and the temperature distribution are significantly modified. 
A similar method was used by Fontanesi et al. [7], who found qualitative agreement in 
flow and temperature distributions in a real coolant jacket. Other application of the 
Rohsenow correlation in engine-like conditions are that of Li et al. [3], who used it the for 
the fully developed boiling regime in the frame of a division description method, and Li et 
al. [8] who used it to compute the surface heat flux in the context of a superposition 
method. 

Some amount of work has also been devoted to the inclusion into single-phase fluid CFD 
computations of the Chen correlation [9]. This expression provides acceptable results 
when the hydraulic diameter is uniquely defined, as when reproducing experiments 
performed in cooling gallery simulator rigs, but poses serious problems when applied to 
real cooling gallery geometries. Different solutions have been proposed, as by Cardone et 
al. [10] who defined equivalent approximating ducts for the different parts of the cooling 
jacket, with acceptable results, and Punekar and Das [11]. 

To the authors' knowledge, the only application of a two-fluid method to internal 
combustion engine cooling galleries is that of Mohammadi and Yaghoubi [12], who 
obtained a fair reproduction of the trends observed in measurements performed in a 
gallery simulator with an inlet temperature of 90 ºC and an inlet velocity of 0.25 m/s, but 
with a consistent underestimation of the heat fluxes. 

The objective of the present note is to provide additional evidence on the performance of 
two-fluid multiphase methods for the CFD assessment of subcooled boiling flow at 
velocities as low as 0.1 m/s in engine-like conditions, considering that of an equivalent 
single-phase fluid model as a reference for comparison. With that purpose, the Volume of 
Fluid (VoF) and the two-fluid models implemented in STAR-CCM+ were used to reproduce 
the results obtained in a cooling gallery simulator rig [13]. The paper is organized as 
follows: first, the geometry considered is described together with the mesh used. Then, a 
brief account of the wall heat flux computation used in both models is given, with special 
focus on the calibration of model parameters. Following, the results obtained are 
discussed in terms of heat flux prediction and temperature distributions. Finally, 
conclusions are summarized and future developments are outlined. 

Geometry and mesh 

The geometry considered is shown in Figure 1, where the different sections used later for 
the representation of the results are also shown. The system is a straight duct with square 
cross section, to which the heating surface is attached. All the details of the experimental 
setup, comprising its instrumentation and control, can be found in [13].  

A structured mesh with hexahedral cells was used. Different mesh densities (see in Figure 
2 and Table 1) were considered in order to check the mesh-independence of the results.  

It was found that the difference between using mesh b and mesh c was only of about 
0.75% in the heat flux results, and this in the more critical case of low velocity (0.1 m/s), 
wall temperature of 141ºC and maximum vapour quality of 9%. Accordingly, mesh (b) was 
chosen as that providing the best compromise between computation time and accuracy of 
the results. 
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Figure 1. Geometry of the system and section used for representation. 

 

 
Figure 2. The three meshes considered 

 

Mesh Elements Aspect Ratio 
a 168,984 2.96 
b 283,864 2.94 
c 651600 2.6 

 

Table 1: Characteristics of the meshes used. 

 

Modelling 

Volume-of-Fluid (VoF) model 

The VoF model considers both phases combined on a volumetric basis in an Eulerian 
frame. It was chosen because it provides a relatively simple treatment when the focus is 
the computation of the heat flux. No account is thus given for the interaction between 
phases, and the velocity, pressure and temperature fields are the same for both phases. 
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The flow equations are solved with a pressure-based segregated solver [14], and making 
use of a high resolution interface capturing scheme (HRIC) based on a compressive 
interface capturing scheme for arbitrary meshes (CISCAM) [15]. The boundary layer was 
modelled with hexahedral layers whose width is properly chosen according to the wall 
treatment adopted. Additionally, in view of the low vapour fraction expected in the 
subcooled boiling regime it can be assumed that the vapour phase follows the fluctuations 
of the liquid phase and thus the turbulent stresses are modelled only for the liquid phase 
making use of the realizable 𝑘 − 𝜀 two layer all 𝑦+ wall treatment [14]. 

Evaporation and condensation of the coolant fluid are computed assuming that the 
temperature of the vapour bubbles is equal to the saturation temperature 𝑇𝑠𝑎𝑡, and that 
the temperature of the liquid fluid is close to the mixture temperature 𝑇, so that mass 
exchange between phases is controlled by heat transfer as: 

𝑚̇𝐸𝐶 =  𝐶𝐻𝐴(𝑇 − 𝑇𝑠𝑎𝑡) ℎ𝑙𝑣⁄  (1) 

where ℎ𝑙𝑣 is the latent heat of vaporization and 𝐶𝐻𝐴 is the product of the heat transfer 
coefficient between the bubbles and the surrounding fluid times the interfacial area. This 
model is turned on when the temperature of the surface in contact with the fluid is higher 
than the saturation temperature, when bubbles start to appear.  

The evaporation at wall boundaries is controlled by the wall heat flux 𝑞𝑏𝑤, so that the 
vapour mass generation rate is given by 

𝑚̇𝑒𝑤 =  𝐶𝑒𝑤𝑞𝑏𝑤 ℎ𝑙𝑣⁄  (2) 

where 𝐶𝑒𝑤 is the fraction of the heat flux related with bubble generation. 

Several well-established correlations are available for the estimation of heat transfer in 
nucleate boiling conditions. STAR-CCM+ incorporates that proposed by Rohsenow [6], 
which was initially developed for pool boiling and later extended to flow boiling: 

𝑞𝑏𝑤 = 𝜇𝑙ℎ𝑙𝑣�
𝑔(𝜌𝑙 − 𝜌𝑣)

𝜎 �
𝑐𝑝𝑙(𝑇𝑤 − 𝑇𝑠𝑎𝑡)
𝐶𝑞𝑤ℎ𝑙𝑣Pr𝑙1.7 �

3.03

 (3) 

where 𝜇𝑙 , 𝑐𝑝𝑙, 𝜌𝑙, and Pr𝑙  denote, respectively, dynamic viscosity, specific heat at constant 
pressure, density and Prandtl number of the liquid phase, and 𝑔, 𝜌𝑣, 𝜎, and 𝑇𝑤, are gravity 
acceleration, vapour density, surface tension at the liquid/vapour interface and wall 
temperature, respectively. The value of the empirical constant 𝐶𝑞𝑤 depends on the 
liquid/solid interaction, and accounts for the geometry, the thermal conductivity and the 
thermal absorption of the surface [16] and for the heating process [3].  

Different possibilities exist for the determination of 𝐶𝑞𝑤. When experimental data are 
available, it can be determined from: 

𝑐𝑝𝑙 �
𝑇𝑤 − 𝑇𝑠𝑎𝑡
ℎ𝑙𝑣Pr𝑙1.7 � = 𝐶𝑞𝑤 �

𝑞𝑏𝑤
𝜇𝑙ℎ𝑙𝑣

�
𝜎

𝑔(𝜌𝑙 − 𝜌𝑣)�

1 3⁄

 (4) 

From the experimental data obtained in [13], equation (4) provides the values shown in 
Figure 3, where it can be observed that the 𝐶𝑞𝑤 values obtained range approximately from 
0.01 to 0.06, which is a considerable variation. Additionally, while the influence of the inlet 
coolant temperature 𝑇𝑖 is relatively clear, the dependencies observed with respect to 
velocity and surface temperature do not exhibit any clear trends, what poses serious 
problems to define a suitable value in order to calibrate the model. 
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Figure 3. Values of 𝐶𝑞𝑤 obtained from equation (4) and experimental data from [13]. 

 

In view of this, alternative approaches were considered. A different way to obtain 𝐶𝑞𝑤 was 
proposed in [17], where it was expressed as a function of the roughness arithmetic 
average 𝑅𝑎 as: 

 𝐶𝑞𝑤 = 𝐶{[𝑎 ln(𝑅𝑎)− 𝑏]𝑝𝑟 − 𝑐 ln(𝑅𝑎) + 𝑑} (5) 

where 𝑎, 𝑏, 𝑐 and 𝑑 are empirical constants obtained for different halocarbon refrigerants 
and wall rugosities and materials. The fluid/surface material combinations are accounted 
for by coefficient 𝐶, whose values are around 1, ranging from 0.8 to 1.3 [17]. Even if the 
fluids are different from that considered in this work, the possibility of applying equation 
(5) to the present case was checked. Taking 𝐶 = 0.8 gives 𝐶𝑞𝑤 = 0.05, which is within the 
value range shown in Figure 3. This suggests that equation (5) could be a suitable 
alternative if only a rough estimate of the surface roughness is available. 

Another alternative was proposed by Podowski [18], which has the advantage that only 
pressure is required to compute 𝐶𝑞𝑤, as  

 𝐶𝑞𝑤 = 0.01[1.058− 0.0056𝑝 𝑝𝑎𝑡𝑚⁄ + (0.0045𝑝 𝑝𝑎𝑡𝑚⁄ )2 − (0.0037𝑝 𝑝𝑎𝑡𝑚⁄ )3] (6) 

However, this expression is valid in pool boiling for heat fluxes such that the effect of 
single-phase convection becomes negligible. For pressures close to atmospheric pressure 
it is supposed to be applicable to heat fluxes as low as 5·kW/m2 or less. When considering 
the present conditions, a value of 0.011 is obtained which, while being within the range of 
Figure 3, does not seem representative of the current case, as pressure variations were not 
so important so as to justify the dispersion observed in 𝐶𝑞𝑤.  

Therefore, the values shown in Figure 3 were used in the present simulations for each 
particular condition, just to ensure the best modelling results for each case considered. Of 
course, this must be bore in mind when discussing the relative merits of the two 
computational approaches. 

 

Euler-Euler two-fluid model 

The model description given here follows closely that provided in [19]. The wall heat 
partitioning model used by Star-CCM+ to determine the rate of vapour generation is: 

 𝑞𝑤 = 𝑞𝑙 + 𝑞𝑄 + 𝑞𝑒 (7) 
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Here, 𝑞𝑤 is the total heat flux from the wall, 𝑞𝑙 represents single-phase convection, 𝑞𝑄is the 
quenching heat flux within the influence area 𝐴𝑒 of the bubbles and 𝑞𝑒 is the evaporation 
heat flux. The area 𝐴𝑒 is taken to be proportional to the maximum cross-section of a single 
bubble at departure and to the density number 𝑁 of active nucleation sites: 

 𝐴𝑒 = 𝐹𝐴(𝜋𝐷𝐷2 4⁄ )𝑁 (8) 

where 𝐷𝐷 is the bubble departure diameter and 𝐹𝐴 is an empirical constant. The density of 
nucleation sites is estimated as proposed by Lemmert and Chawla [20]: 

 𝑁 = [𝑚(𝑇𝑤 − 𝑇𝑠𝑎𝑡)]𝑛 (9) 

Here, 𝑚 and 𝑛 are empirical constants with values 𝑚 = 185 and 𝑛 = 1.805, and 𝑇𝑤 and 
𝑇𝑠𝑎𝑡 are the wall and the fluid saturation temperature, respectively, so that the nucleation 
site density is proportional to the n-th power of the wall superheat. In this model, a bubble 
contact angle of 46 degrees is assumed, which is consistent with the value provided by a 
mechanistic bubble detachment model for the case considered in this paper [21]. 

Pure convection (i.e. out of the area covered by nucleation sites) is represented by: 

 𝑞𝑙 = ℎ𝑐𝐴𝑐(𝑇𝑤𝑎𝑙𝑙 − 𝑇𝑙) (10) 

where 𝑇𝑙 is the liquid temperature, the heat transfer coefficient ℎ𝑐 is obtained from the 
wall function model, and 

 𝐴𝑐 = 1 − 𝐴𝑒 (11) 

The quenching heat flux is that used to heat the liquid replacing the space occupied by a 
bubble before detachment. It is modelled following Del Valle and Kenning [22] who 
considered an analogy with transient heat conduction in a semi-infinite medium: 

 𝑞𝑄 = ℎ𝑞𝐴𝑒(𝑇𝑤𝑎𝑙𝑙 − 𝑇𝑙) (12) 

where the heat transfer coefficient is obtained from the Nusselt number correlation 
proposed by Ranz and Marshall [23]: 

 𝑁𝑢 = 2 + 0.6Re𝑣0.5Pr𝑙0.3 (13) 

Finally, the heat flux associated with evaporation is given by [24]: 

 𝑞𝑒 = (𝜋𝐷𝐷2 6⁄ )𝜌𝑑ℎ𝑙𝑣𝑓𝑁 (14) 

Here,  𝑓 is the bubble departure frequency, which is obtained following Cole [24] from 

 𝑓2 = (4 3⁄ )𝑔(𝜌𝑙 − 𝜌𝑣) (𝐷𝐷𝜌𝑐)⁄  (15) 

and the bubble departure diameter 𝐷𝐷 is computed, as proposed in reference [25], as: 

 𝐷𝐷 = 𝐷0exp(−Δ𝑇𝑠𝑢𝑏 Δ𝑇0⁄ ) (16) 

where, 𝐷0 = 0.6 mm and 𝛥𝑇0 = 45 K are model constants, and 𝛥𝑇𝑠𝑢𝑏 = 𝑇𝑠𝑎𝑡 − 𝑇𝑙 is the 
liquid sub-cooling. 

From the application of all the models described, it appears that the only model parameter 
required for model calibration is in this case the bubble influence area. Contrary to what 
was observed in the 𝐶𝑞𝑤 coefficient, a single value could be used in all the flow and 
temperature conditions considered. 

 

Results and discussion 

In order to dispose of a comparison reference computation, first the VoF model described 
in section 3.1 was used. All the duct walls other than the heater surface were assumed to 
be adiabatic. For each heat flux and flow condition, the values of the calibration constant 
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𝐶𝑞𝑤 shown in Figure 3 were used, so that the results obtained should be, in principle, the 
best achievable with such a model. 

The results are shown in Figure 4, for two different inlet temperatures (90 ºC and 105 ºC) 
and four different inlet flow velocities (0.1, 0.15, 0.2 and 0.3 m/s), which are 
representative of temperature and velocity conditions occurring in different parts of the 
engine cooling jacket. Apart from the experimental and CFD results, the modified Chen 
correlation obtained in reference [13] has also been plotted in order to provide an 
additional check criterion. It can be observed that, in general, the CFD results agree better 
with the measurements for the higher heat fluxes corresponding the lowest inlet fluid 
temperature for all the fluid velocities considered. 

It is also apparent from the results that the agreement gets better the higher is the flow 
velocity. This could be expected, since the suppression effect of the flow is higher the 
higher is the velocity [9], and therefore the weight of the boiling contribution to the total 
heat flux is smaller, so that any deviations in the description of the boiling itself should 
become less apparent. This effect is particularly clear for the lowest velocity considered 
and an inlet temperature of 105 ºC, where significant deviations are observed. 

 

 
Figure 4. Comparison of measurements and CFD results from the VoF model for different 

flow velocities and inlet temperatures. 
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In the case of the two-fluid model it was possible, as mentioned in section 3.2, to consider 
a single value for the empirical constant 𝐹𝐴 affecting the bubble influence area. The value 
finally chosen turned out to have an order of magnitude consistent with the density of 
nucleation sites estimated in [21] for the same heater surface. The corresponding results 
are shown in Figure 5, again together with the reference correlation. 

It can be observed that, as in the previous case, the results are better for the lowest inlet 
fluid temperature, and that the agreement improves as the inlet flow velocity increases. 
However, a significant improvement in the results at low velocities can be observed, which 
indicates that the representation of the boiling contribution is more accurate than that 
provided by the VoF model, even if the calibration parameter was in that case adjusted to 
each condition.  

 

 
Figure 5. Comparison of measurements and CFD results from the two-fluid model for 

different flow velocities and inlet temperatures. 

 

This suggests that the two-fluid method considered provides a more comprehensive 
description of the problem. Additionally, the number of iterations required for the 
computation to converge in mass flows and bulk fluid temperatures is about half that 
required by the VoF method. These aspects, together with the fact that a robust calibration 
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of the model is achievable, are relevant when considering the potential extension of the 
use of two-fluid models to realistic cooling gallery geometries. One should take into 
account, however, that the validity of this approach is highly dependent on the fact that 
the vapour fraction is below 1% [14], so that care has to be taken to ensure that only 
subcooled flow boiling occurs. 

As a final check of the consistency of the solutions provided, in Figure 6 the temperature 
fields computed at section a-a' (see Figure 1) are compared in the case of a coolant velocity 
of 0.1 m/s, inlet coolant temperature of 90 ºC and wall temperature of 134.7ºC. It can be 
observed that, in the case of the two-fluid method, the results are consistent with the 
expected temperature distribution, with a smooth growth of the temperature along the 
heater surface and into the outlet duct, and an essentially self-similar vertical profile.  

However, in the case of the VoF method, it appears that only a thin fluid layer is affected by 
the presence of the heater surface, and it is only downstream of that surface that a 
significant vertical temperature gradient is observed. As a consequence, the mean 
temperature in the outlet duct was underestimated, even if the calibration constant 𝐶𝑞𝑤 
was adjusted to approach the measured heat flux. 

 

 
Figure 6. Temperature distribution predicted by the two-fluid model at section a-a'. 

 

Summary and conclusions 

The ability of a two-fluid Euler-Euler method for describing subcooled flow boiling at low 
velocities in conditions similar to those found in cooling galleries of internal combustion 
engines has been checked. With this purpose, experiments on an engine cooling gallery 
simulator rig have been reproduced, using the two-fluid method and an equivalent single-
fluid VoF method for reference purposes. 

The details of the model calibration in both cases have been discussed, showing that the 
two-fluid method is more robust in this aspect, as it has been possible to find a single value 
of the calibration constant valid for all the flow and temperature conditions considered. 

From the results obtained, it appears that the performance of the two-fluid method is 
comparable to that of the VoF method for the highest flow velocities considered (0.2 and 
0.3 m/s), but significantly better for the lowest velocities. Since it is in these last 
conditions when the relative importance of the boiling contribution is higher, this 
indicates that the two-fluid method provides a more accurate description of this 
contribution. Additionally, the computational cost is significantly lower than that required 
by the VoF method for similarly converged results. 
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These results indicate the interest of extending the use of the two-fluid method to realistic 
engine cooling jacket geometries, taking care in any case that the resulting vapour 
fractions do not surpass the validity range of the method. 
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