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Abstract

The integration of ultra-wideband, cognitive radio, and multiple-input multiple-
output (MIMO) radio technologies represents a powerful tool to improve the spectral
efficiency of different wireless communication systems. In that way, new strategies for
MIMO channel modelling and characterisation are necessary in order to investigate how the
central frequency and the bandwidth affect the system performance. Previous investigations
have focused less attention how these parameters affect the MIMO channel characteristics.
In this PhD Dissertation, a frequency dependent MIMO channel characterisation is
presented from both experimental and theoretical view points. The problems addressed in
this Dissertation treat five main areas: measurements, data post-processing, channel
synthetic generation, multivariate statistics of MIMO data, and MIMO channel modelling.

A measurement setup based on a vector network analyzer (VNA) has been designed
and validated, and wideband measurements between 2 and 12 GHz in static indoor
scenarios in both line-of-sight (LOS) and non-line-of-sight (NLOS) conditions have been
carried out. Besides, a procedure for post-processing, channel synthetic generation and
experimental MIMO channel analysis based on frequency domain measurements has been
proposed and validated. The experimental procedure is based on normalized non-frequency
selective channel transfer matrices, estimation of complex covariance matrices (CCM), and
the Cholesky factorisation of the CCM to obtain finally the coloring matrix of the MIMO
system. Moreover, a validated correction procedure (CP) for synthetic channel generation is
presented for MIMO cases with large-scale arrays when the CCM is indefinite. This CP
permits the Cholesky factorisation of such CCM. On the other hand, the multivariate
characteristics of the MIMO data have been investigated and tested using multivariate
complex normal distribution (MCND) analysis. This MCND analysis has indicated both
large-scale array and wideband dependency on the normality of the MIMO data.

On the other hand, different channel metrics have been selected for future
performance analysis of beamforming, space time block coding (STBC) and spatial
multiplexing (SM) in LOS and NLOS for indoor environments. Based on statistical results,
all studied metrics showed frequency dependency between 2 and 12 GHz under a high
signal to noise ration (SNR), equal electric separation between array elements and isolation
of the path loss. Remarkable changes on the magnitude and phase distributions of the
complex spatial correlation coefficients (CSCC), distribution of MIMO system eigenvalues,
MIMO capacity, and multipath richness were observed for different central frequencies.

Finally, a new channel model useful for wideband MIMO system simulations, which
describes frequency-dependent (FD) wideband MIMO channels, has been formulated
imposing wide-sense-stationary-uncorrelated-scattering (WSSUS) conditions. The model is
a FD-deterministic-Gaussian-uncorrelated-scattering (FD-DGUS) MIMO channel model,
which offers useful statistical properties for experimental characterisation. This model
considers the effect of both the central frequency and the bandwidth on the space-time-
frequency variation of the channel. Besides, environment FD effects are considered within
the model by means of homogeneous plane waves (HPW) and inhomogeneous plane waves
(IPW), being the first model in the literature using IPWs and applying perfect MIMO
channel modelling. The FD-DGUS-MIMO channel model characteristics are analysed, and
its 2D-space-time-frequency correlation function (2D-STFCF), power spectral density
(PSD) functions, and quantities are closed formulated. Moreover, the perfect MIMO
channel modelling strategy is formulated for parameters estimations using measurements,
and the simulation model with fixed parameters is presented.
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Resumen

La integracion de tecnologias de ultra-wideband, radio-cognitiva y MIMO (multiple-
input multiple-output) representa una herramienta poderosa para mejorar la eficiencia
espectral de los sistemas de comunicacién inalambricos. En esta direccién, nuevas
estrategias para el modelado de canales MIMO y su caracterizacion se hacen necesarias si
se desea investigar como la frecuencia central y el acho de banda afectan el desempefio de
los sistemas MIMO. Investigaciones preliminares han enfocado menos atencién en como
estos parametros afectan las caracteristicas del canal MIMO. En esta Tesis de Doctorado se
presenta una caracterizacion del canal MIMO en funcion de la frecuencia, abordandose
puntos de vista experimentales y teoéricos. Los problemas indicados en esta Tesis tratan
cinco areas principales: medidas, post-procesado de datos, generacion sintética del canal,
estadistica multivariable para datos MIMO y modelado del canal MIMO.

Se ha disefiado y validado un sistema de medida basado en un analizador vectorial
de redes (VNA), y se han ejecutado medidas entre 2 y 12 GHz en condiciones estaticas,
tanto en linea de vista (LOS) como no linea de vista (NLOS). Ademas, se ha propuesto y
validado un procedimiento confiable para post-procesado, generacion sintética de canal, y
analisis experimental del canal MIMO basado en medidas en el dominio de la frecuencia.
El procedimiento experimental se ha focalizado en matrices de transferencia del canal
(normalizadas) para casos no selectivos en frecuencia, estimandose ademas las matrices
complejas de covarianza (CCM), aplicandose la factorizacion de Cholesky sobre las CCM y
obteniéndose finalmente las matrices de coloreado del sistema MIMO. Ademas, se presenta
un procedimiento de correccion (CP) para generacion sintética del canal aplicado a casos
MIMO de grandes dimensiones y cuando la CCM es indefinida. Este CP permite la
factorizacion de Cholesky de dichas CCM. Por otro lado, las caracteristicas multivariables
de los datos experimentales MIMO han sido investigadas, realizandose ademas un test de
normalidad compleja multivariable (MCND). Este analisis MCND ha indicado una
dependencia en la normalidad de acuerdo a las dimensiones del array y el ancho de banda.

Por otro lado, diferentes métricas del canal han sido seleccionadas para futuros
analisis de desempefio de técnicas de beamforming, space time block coding (STBC) y
spatial multiplexing (SM) en LOS y NLOS para entornos indoor. Basandose en resultados
estadisticos, todas las métricas estudiadas mostraron dependencia en frecuencia entre 2 y 12
GHz bajo una elevada relacion seiial a ruido (SNR), igual separaciéon eléctrica entre
elementos del array y aislamiento de las pérdidas por trayectoria. Cambios importantes a
diferentes frecuencias centrales fueron observados en las distribuciones magnitud y fase de
los coeficientes complejos de correlacion espacial (CSCC), en la distribucion de lo valores
propios del sistema MIMO, en la capacidad MIMO, y en la riqueza multi-camino.

Finalmente, un nuevo modelo de canal, 1til para simulaciones de sistemas MIMO de
banda ancha, ha sido formulado imponiendo condiciones de estacionariedad en sentido
amplio y scattering incorrelados (WSSUS). El modelo, denominado FD-DGUS (frequency-
dependent-deterministic-Gaussian-uncorrelated-scattering), considera el efecto de la
frecuencia central y el ancho de banda sobre la variacion espacio-tiempo-frecuencia del
canal. Ademas, efectos FD en el entorno son considerados utilizando ondas planas
homogéneas (HPW) e in-homogéneas (IPW), siendo el primer modelo en la literatura
utilizando IPWs y aplicando modelado perfecto del canal MIMO. Las caracteristicas del
modelo son analizadas, y se han formulado de forma cerrada su funcion de correlacion 2D-
STFCF (2D-space-time-frequency correlation function), su funciéon de densidad espectral
de potencia (PSD), y parametros del canal. Ademas, se propone la estrategia de modelado
perfecto del canal MIMO para la estimacion de parametros usando medidas, presentandose
finalmente el modelo de simulacion con parametros fijos.
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Resum

La integracié de tecnologies de banda ampla i MIMO (multiple-input multiple-
output) representa una ferramenta poderosa per a millorar I'eficiéncia espectral dels
sistemes de comunicacio sense fil. En esta direccio, noves estratégies per al modelatge de
canals MIMO i la seua caracteritzacid es fan necessaris si es desitja investigar com la
freqiiéncia central i l'ample de banda afecten el funcionament dels sistemes MIMO.
Investigacions preliminars han prestat menys atencié en com estos parametres afecten les
caracteristiques del canal MIMO. En esta Tesi de Doctorat es presenta una caracteritzacid
del canal MIMO en funcié de la freqiiencia, abordant-se punts de vista experimentals i
teorics. Els problemes indicats en esta Tesi tracten cinc arees principals: mesures, post-
processat de dades, generaci6 sintética del canal, estadistica multivariable per a dades
MIMO i modelatge del canal MIMO.

S'ha dissenyat i validat un sistema de mesura basat en un analitzador vectorial de
xarxes (VNA), i s'han executat mesures entre 2 i 12 GHz en condicions estatiques, tant en
linia de vista (LOS) com no linia de vista (NLOS). A més, s'ha proposat i validat un
procediment confiable per a post-processat, generacié sintética de canal, i analisi
experimental del canal MIMO basat en mesures en el domini de la freqiiencia. El
procediment experimental s'ha focalitzat en 1"is de matrius de transferéncia del canal
(normalitzades) per a casos no selectius en freqiiéncia, estimant-se a més les matrius
complexes de covariacié (CCM), aplicant-se la factoritzacié de Cholesky sobre les CCM i
obtenint-se finalment les matrius de caracteritzacio del sistema MIMO. A més, es presenta
un procediment de correccid (CP) per a la generacid sintética del canal aplicat a casos
MIMO de grans dimensions quan la CCM ¢s indefinida. Aquest CP permet la factoritzacid
de Cholesky de dites CCM. D'altra banda, les caracteristiques multivariables de les dades
experimentals MIMO han sigut investigades, realitzant-se a més un test de normalitat
complexa multivariable (MCND). Esta analisi MCND hi ha rebel¢lat una dependéncia en la
normalitat d'acord amb les dimensions de 1'agrupacié d'antenes i 'ample de banda.

D'altra banda, diferents métriques del canal han sigut seleccionades per a futures
analisis del funcionament de técniques de beamforming, space estafe block coding (STBC)
i spatial multiplexing (SM) en LOS i NLOS per a entorns indoor. Basat en els resultats
estadistics, totes les métriques estudiades van mostrar dependencia en freqiiencia entre 2 i
12 GHz baix una elevada relacio senyal a soroll (SNR), la mateixa separaci6 eléctrica entre
elements de l'agrupacié d'antenes i aillament de les peérdues per trajectoria. Canvis
importants a diferents freqiiéncies centrals van ser observats en les distribucions magnitud i
fase dels coeficients complexos de correlacié espacial (CSCC), en la distribucio dels valors
propis del sistema MIMO, en la capacitat MIMO, i en la riquesa multi-cami.

Finalment, un nou model de canal, Gtil per a simulacions de sistemes MIMO de
banda ampla, ha sigut formulat imposant condicions d'estacionarietat en sentit ampli i
scattering incorrelats (WSSUS). El model, denominat FD-DGUS (frequency dependent -
deterministic-Gaussianuncorrelated-scattering), considera 1'efecte de la freqiiéncia central i
I'ample de banda sobre la variacio espai-temps-freqiiéncia del canal. A més, efectes FD en
I'entorn sén considerats utilitzant ones planes homogénies (HPW) i in-homogenies (IPW),
sent el primer model en la literatura utilitzant IPWs i aplicant modelatge perfecte del canal
MIMO. Les caracteristiques del model sén analitzades, i s'han formulat de forma tancada la
seua funcié de correlacié 2D-STFCF (2D-space-time-frequency correlation function), la
seua funcid de densitat espectral de poténcia (PSD), i parametres del canal. A més, es
proposa l'estratégia de modelatge perfecte del canal MIMO per a 'estimacié de parametres
usant mesures, presentant-se finalment el model de simulacié amb parametres fixos.
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Figure 2.9. EM-6865 antenna gain patter variations between 2 and 12 GHz: a) H plane b) V plane.
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Figure 3.3. Impact of tol and € on the performance of the CP for a 5X5 MIMO array configuration.
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Figure 3.6. CDF of the Rymio ecigenvalues lower that 1.5 for different array configurations,
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frequency selective channels.

Figure 3.7. Surfaces of constant variance to test the MND of MIMO data (real part of fn[fj;,“‘z )
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Figure 3.8. PDF of MND to test the normality of MIMO data (real part of BL{’;,‘)t"‘] _ theoretical and
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Figure 3.11. Skeweness and Kurtosis for UCND test of the synthetic channel entries, with
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Figure 3.13. Skeweness and Kurtosis for MCND test of H. , with B ={2.5,510} MHz, where
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Figure 3.14. CDF of the envelope correlation coefficients
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with B = {2.5,5,10,100} MHz, where W = {80,40,20,2} and I = {40,80,160,1600}
respectively, and MIMO configurations N = M = {3,4,5,6,7,8} . a) Zone A, b)
Zone B.
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Figure 3.15. CDF of the correlation ratio coefficients 7; ¢, for 2.5 cm among antenna elements, with

B ={2.5,510,100} MHz, where W = {80,40,20,2} and I = {40,80,160,1600}
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B =1{2.5,510,100} MHz, where W = {80,40,20,2} and I = {40,80,160,1600}
respectively, and MIMO configurations N = M = {3,4,5,6,7,8} . a) Zone A, b) Zone
B.
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CHAPTER 1

PRELIMINARIES

1.1. Introduction and motivation

Space-time-frequency techniques are one of the most promising areas of
innovation in wireless communications [1],[2]. In this way, multiple antenna
systems, also known as multiple-input multiple-output (MIMO) systems, have
proved highly efficient in the use of the spectrum [3],[4]. The main limitations in
the application of these systems are the restrictions given by spatial correlations
and rank deficiency of realistic MIMO channels [5],[6]. Therefore, MIMO channel
characterisation is an important issue in order to assess a realistic MIMO system
performance. In practice, to perform a MIMO channel characterisation it is often
necessary to carry out a large number of measurements of the MIMO channel using
slightly displaced arrays [7]-[10]. However, experimental studies based on
measurements have usually investigated the MIMO channel characteristics focused
on specific frequencies [7]-[15].

The new and constantly growing personal, local and metropolitan area
wireless networks that consider MIMO technology will open a wide-band of
frequency band options [16]-[21]. Therefore, one challenge is to study how the
properties of the MIMO channel change with the frequency. Recently, the impact
of frequency has been studied in [22] at 2.55 and 5.25 GHz for indoor scenarios.
This work found differences in the directional spread of the multipath components
at both ends of the link, but left several questions open and did not show capacity
results. In this Dissertation, a MIMO channel experimental characterisation is
presented at different frequency bands. Capacity results and other MIMO channel
characteristics are compared at 2, 2.4, 6 and 12 GHz in Line-Of-Sight (LOS) and
Non-LOS (NLOS) in two different indoor scenarios.

In a practical point of view, as it was referenced above, to perform a realistic
MIMO channel characterisation it is often necessary to carry out a large number of
measurements of the MIMO channel with slightly displaced arrays and considering
temporally varying scatterers [23]. For example, to determine the cumulative
distribution function (CDF) of the MIMO channel capacity from measurements,
and thereby the outage capacity [1], thousands of MIMO channel samples are
necessary. Since each single measurement requires an enormous effort, this
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procedure is undesirable. Therefore, another challenge is to improve these
experimental procedures taking advantage of linear algebra, statistics and signal
processing techniques. This is another issue treated in this Dissertation.

On the other hand, many works have been dedicated to develop new
techniques to generate cross-correlated synthetic channels based on Gaussian
samples [24]-[30], which is a useful task in the analysis of diversity systems. These
works have led the way for practical analysis of MIMO channel characteristics in
different environments, propagation conditions and array geometry configurations.
One of the first practical works applying these techniques to MIMO was proposed
by Kermoal et al. [10].

Habitually, the methods of generation of synthetic MIMO channels are based
on the estimation of the covariance or correlation matrix of the MIMO system,
which characterise the space-time, or space-time-frequency variation of the
propagation channel [23]. The estimation of these matrices can be performed from
real measurements in the time or frequency domain [10],[31]. When the complex
covariance or correlation matrix is estimated, it is possible to use the Cholesky
factorisation [32] to find the coloring matrix of the system [25]. This coloring
matrix can be used to generate thousands of synthetic realisations of the space-time
MIMO channel transfer matrix [10]. Once it is generated an adequate number of
sampled MIMO matrices, it is then possible to perform a reliable study of capacity,
channel eigenvalues, and other MIMO channel characteristics, as it was suggested
in [10],[31].

The main advantage of the procedure explained above is that it is possible to
obtain a high number of samples of the MIMO channel transfer matrix from a
limited set of measurements. These measurements are used beforehand to estimate
the full spatial correlation (FSC) MIMO matrix required for the Cholesky
factorisation. Consequently, the necessary time to carry out both the measurement
campaign and the MIMO channel analysis is significantly decreased. The only
restriction to use this procedure is that the FSC MIMO matrix must be positive
definite to perform the Cholesky factorisation, being another issue to be solved
here.

Under realistic propagation conditions, and for a large number of antenna
elements at the transmitter and the receiver, the estimated FSC MIMO matrices
may be indefinite as consequence of statistical inconsistency among the random
variables involved in the estimation process [33],[34]. In such cases, the estimated
FSC MIMO matrix may contain zero and negative eigenvalues. Indeed, it is
demonstrated in this Dissertation that many FSC MIMO matrices estimated from
real data are indefinite. Besides, it is proved that the probability of being indefinite
increases for large-scale matrices, i.e., when the number of antenna elements
increases. To overcome these limitations, a new iterative algorithm to find the
closest positive definite FSC MIMO matrix is presented in this Dissertation.

On the other hand, apart from the topics treated above, ultra-wideband
(UWB) techniques, used firstly by Hertz and Marconi in their experiments more
than one century ago, started a renewed research interest parallel to MIMO
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[35],[36]. Despite of their different system targets in a communication point of
view, MIMO and UWB can be complementary for some system solutions, i.e.,
short-range communications (personal area networks-PANs and body area
networks-BANs), radar and imaging [37].

Using MIMO and UWB radio technologies, it is possible to take advantage
of both the spatial multipath propagation and the rich scattering with high
multipath resolution using ultra-wideband signals. Hence, space-time coding and
spatial multiplexing [1] can be exploited with UWB-MIMO, and useful channel
characteristics can be used to achieve high data rates and to reduce the multipath
fading in the time domain [37]. These advantages can improve the overall capacity
and the robustness of communication systems, especially in limited radiated power
conditions.

Investigations in this area are recently developed. The application of space-
time (ST) coding to UWB [38], and performance analysis of diversity and spatial
multiplexing have been carried out [39],[40]. In this way, the study of effects
related to the ST channel characteristics, as spatial correlation [8], rank deficiency
[6] and time variation [23] are also key issues. For example, it will be especially
interesting for UWB to considerate the amount of detected energy at the receiver,
which can modify the experimental spatial correlation in indoor environments
when multiple antennas are used [37]. This topic is also addressed in this
Dissertation including two types of plane waves for channel modelling.

On the other hand, for cognitive radio systems (CRS) [41], the frequency-
dependent channel analysis is also a pertinent issue. This is required for testing the
expected spectral efficiencies for different cognitive models under frequency reuse
scenarios [42] and channel interference [43]. Correlated channel variations could
be one of the main challenges in the system design for CRS due to the many band
options considered in the cognition process of software radios [41]. Correlated
models should be included in this process, since during the system adjustment part
of the RF front-end remains constant, e.g., the antennas. These characteristics,
including MIMO [42],[44], must be considered for future system performance
analysis.

Therefore, for UWB, MIMO and CRS integration, one of the challenges is
the realistic channel modelling and characterisation, taking into account possible
random space-time-frequency variations of the channel. The waves-arrays-
environment interaction, in a frequency-dependent condition and under high
multipath resolution, introduces new effects in the complex random channel that
should be considered in order to assess a realistic system performance.

Recently, many UWB channel models have been introduced, for instance the
IEEE 802.15.3a/4a channel models [45]. These models have been designed for
short-range and long-range systems, including typical impulse-response model
parameters (path gains, delays, clusters and phases) and classifying different
propagation conditions (in LOS and NLOS). Some models have also included the
frequency-dependent affects related to propagation mechanisms [45], path gains
and antenna patterns [20].
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One of the first space-temporal UWB characterisation was presented by
Crammer in [46], where the angle-of-arrival (AOA) and the angular spread were
included as experimental channel parameters for analysis. Recently, a space-time
variant UWB channel model was presented in [21]. This statistical impulse-
response model includes AOA (in a two-dimensional — 2D approximation) and
temporal variations of the different echoes. In this model, the AOA variations of
each ray within a cluster are assumed Laplace distributed, and the rest of
parameters are close formulated, allowing a simple implementation for simulations
using parameters estimated from measurements.

The physical basis in the formulation of the space-temporal UWB models
are the assumption of plane wave propagation with surrounding objects situated far
away from the antennas. These assumptions are possible following the modelling
strategy of plane wave summations according to the Maxwell’s equations [47].
Despite of the described models follow these assumptions, they do not take into
account the possible existence of inhomogeneous plane waves in the propagation
[48], which could contribute to the whole received energy. The inclusion of these
plane waves in a channel model is another challenge and it can improve our
physical interpretation of the space-time-frequency-dependency on the MIMO
channel.

On the other hand, most of the channel models are based in an impulse-
response representation. Another usual way in wideband MIMO channel
representation (for modelling and experimental characterisation) is the frequency
domain, where is used a set of flat MIMO channels centred at a single frequency
component [31]. A matrix representation is also optional to build UWB-MIMO
channels [37]. Therefore, frequency-dependent (FD) formulations for channel
models offer many advantages, besides allowing us to extend the extensively
literature of MIMO channels to UWB-MIMO channels.

A novel FD-MIMO channel model is presented in this Dissertation. This
model is derived from a spatial deterministic-Gaussian-uncorrelated-scattering
(DGUS) model [49], being extended to MIMO and including inhomogeneous plane
waves in the formulation. The proposed model uses simple summations of complex
exponential functions and considers typical channel parameters, i.e., angle-of-
departure —AOD, AOA, path gains, Doppler frequencies and delays. The aim of the
formulation of this model was to consider most of the possible physical
propagation effects related to the interaction between waves, arrays and
environment, according to both the central frequency and the bandwidth of the
signal. Besides, this model was formulated seeking a MIMO application of perfect
modelling techniques [50],[51], to be used in conjunction with measurements based
on channel sounders [23] or vector network analyzers (VNAs) [31],[52]. Here, it is
demonstrated that the proposed FD-DGUS-MIMO channel model can be used for
realistic system performance analysis. Besides, the model could be considered for
the characterisation of indoor UWB-MIMO channels using measurement
campaigns.

As it has been verified in the literature, MIMO is the chosen technology to
be used with different wideband techniques for wireless personal area networks
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(WPANsS), e.g., IEEE 802.15.3¢ [53], and wireless local area networks (WLANS),
e.g., IEEE 802.11 [18], HiperLAN/2 [54] and multimedia mobile access
communication systems'® (MMAC) [54]. Additionally, MIMO is a complementary
technology to achieve high data rates in wireless metropolitan area networks
(WMANSs) developed in frequency bands upper 2 GHz, e.g., IEEE 802.16 [19], and
for the future 4G technology, together with Orthogonal Frequency Division
Multiple Access (OFDMA) [17],[55]. All of these different technologies open a
wide spectrum and range of coverages for MIMO, including wideband systems in
the licensed and un-licensed spectrum (i.e., 2.5, 3.5 and 5.2/5.8 GHz). Hence, a
compressive and detailed modelling and experimental characterisation of MIMO
channels for realistic environments at different frequency bands will have a huge
contribution to develop these new technologies.

1.2. Relevance

It has been presented the main motivation to perform this PhD Dissertation,
which wraps research activities around measurements, post-processing,
multivariate statistics, and modelling techniques, focusing in the characterisation of
frequency-dependent MIMO channels.

It is worth to indicate that in literature it has not been found well defined
experimental research works focussing on the effects of the central frequency and
the frequency bandwidth over MIMO channel characteristics. There are many
works carried out at one or two different central frequencies [7]-[15],[22],[23], and
with similar array configurations for indoor and outdoor environments. Although
there are many works published about MIMO channel measurements, not so much
attention has been addressed in MIMO channel parameter analysis for different
central frequencies and bandwidths under different propagation conditions in an
indoor environment.

An earlier work about single-input single-output (SISO) channels found
different channel characteristics between 430 and 5750 MHz in an urban
environment [56]. This work showed that the experimental delay spread’
decreases while the central frequency increases, with results at 50% and 10%
outage probabilities.

Recently, as it was introduced in Section 1.1, the impact of the frequency
was addressed in [22], where measurements at 2.55 and 5.25 GHz were carried out
in an indoor environment. This work found differences in the angular spread at
both sides of the link, but no results about spatial correlation, eigenvalues and
MIMO capacity were treated. In the same way, the impact of the central frequency
is also addressed in [57]-[59], where indoor and outdoor measurements were

1 Wireless system for transmissions up to 1Gbps in SHF band (3-60GHz), millimetre band (30-300GHz) and
other frequency bands. This system can be used for mobile calls, video-calls and high definition television.

" The form how is calculated the power delay profile (PDP) could change the expected delay spread, and this
calculation has dependence on the dynamic range of the measurement setup and on the used reference levels.
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performed for two different central frequencies using similar array configurations.
In those works the same electrical separation between antenna elements was never
used and the experimental results are discrepant among them.

In [57], when the central frequency was higher the capacity drops for LOS
and NLOS. In the same way, for a study carried out in a microcellular scenario
[58], the capacity was higher for higher frequencies, which agrees with an
increment in the multipath richness for higher central frequencies. However, in the
same work, it was anticipated that if the path-loss effect is allowed in the MIMO
data, lower central frequencies will then achieve higher MIMO capacities due to
the higher signal to noise ratio (SNR) at the receiver side.

On the other hand, the effect of the central frequency in the spatial
correlation coefficients at 2.4 and 5.2 GHz in an indoor environment was addressed
n [59]. The results showed a similar behaviour at both central frequencies, which
contradicts further works [57].

All works presented above have been carried out at different central
frequencies and scenarios. Hence, a reliable answer can not be given about the
frequency dependency of the MIMO channel parameters based on their results.
Besides, these experimental results can not be extrapolated and used for other
propagation scenarios; this is only possible with few results from indoor
environments. The metrics presented in such works could be considered, but it is
therefore necessary an own well defined and reliable experimental research work to
get the desire comparative results in a specific environment. This PhD Dissertation
deals with this problem and presents a well defined and reliable experimental
analysis for indoor scenarios in both LOS and NLOS conditions for comparisons
between 2 and 12 GHz.

On the other hand, in MIMO channel literature there are not works related to
the solution of the non-positiveness of experimental complex covariance matrices.
The non-positiveness has an intrinsic relationship with the central frequency due to
such problem increases for higher correlation values [34], and as it is demonstrated
in this work, a correlation increment happens (in some cases) when the central
frequency increases. In those cases, where usually large arrays are also presented,
this problem could limit the MIMO channel stochastic simulation based on
covariance matrices [10]. Hence, based on the results presented in the Dissertation,
this problem is overcome thanks to a new alternating projection (AP) method to
approximate non-positive definite complex covariance matrices to positive definite
matrices.

Perhaps one of the most relevant issues addressed in this work is the
multivariate statistics of wideband MIMO data for large-scale arrays. This issue is
treated from both theoretical and experimental point of views and useful results
about the non-multivariate normality of MIMO data are presented. This topic deal
the way for new researches about non-stationary multidimensional wireless
channels.

In addition, in literature there are not FD MIMO channel models including
inhomogeneous plane waves, which could be useful in those cases where high
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central frequencies, different bandwidths and small confined areas affect the
expected local area size [47], and then the detected energy [37]. This consideration
in the MIMO channel modelling offers many advantages for comparisons. Besides,
the new proposed FD-DGUS-MIMO model offers to the scientific community a
powerful tool for experimental channel modelling based on measurements
[50],[51], due to the proposed model follows the desired DGUS characteristics
[49].

Finally, it is worth to indicate that in a multi-antenna element system point
of view, this PhD Dissertation is relevant for radio researchers at different system
layers, due to many results presented here concern different technologies, at
different frequency bands, and for systems applying space-time block-coding
(STBC), spatial multiplexing (SM), beamforming or diversity techniques [1]. In
practice, it will be useful for STBC techniques [60]-[63] the performed evaluation
about the impact of the central frequency over the complex spatial correlation at
both ends of the link. Besides, for SM systems [65]-[67], it will be useful the
performed evaluation about the impact of the central frequency over the spatial
correlation, the MIMO system eigenvalues, multipath richness, and the well known
MIMO capacity [4], some times called spectral efficiency, and given in bits/s/Hz.
On the other hand, for beamforming techniques [68],[69], complex spatial
correlations and eigenvalue decomposition of covariance matrices can be useful
metrics for its performance evaluation at different central frequencies. On the other
hand, for diversity techniques [70] and for MIMO system evaluation, the diversity
measure [71] and the spatial correlation [8] are also practical metrics. All of these
metrics obtained from measurements, and reflected in both a stochastic and a
DGUS model, are used along of this PhD Dissertation giving many comparative
results at different central frequencies. As it will be demonstrated, these results
have a wide application in the MIMO channel characterisation.

1.3. Objectives of the Dissertation

The objectives of this PhD Dissertation are list below. First, it is presented
its main objective, and then the secondary specific objectives are included, which
limits the frame work and focus of the research activities included in this
Dissertation.

1.3.1. Main objective

Evaluate the central frequency effects on the MIMO channel characteristics
in indoor environments from an experimental and theoretical view points.
1.3.2. Secondary objectives

* Identify the MIMO channel parameters which define the channel
behaviour in a stochastic point of view, and those parameters being
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useful for a MIMO channel experimental characterisation based on
measurements and simulations.

= Establish computational conditions for simulation, analysis, and
validation of a stochastic MIMO channel model useful for research
activities about frequency dependent channels.

= Design and perform measurement campaigns between 2 and 12 GHz
to do a reliable evaluation of the MIMO channel characteristics that
change with the central frequency, taking into account the bandwidth,
antenna characteristics, separation between antenna elements, array
dimensions, number of snapshots and stationary of the channel.

* Propose and analyze a new theoretical MIMO channel model useful to
study and evaluate the experimental MIMO system performance at
different central frequencies and bandwidths, designing as well the
MIMO channel simulation model.

» Validate the stochastic and the proposed MIMO models, based on
simulations and measurement data.

* Analyze the experimental parameters obtained from measurements,
identifying and qualifying their dependence with the central
frequency, and taking into account the applicability of this analysis for
STBC, SM and beamforming techniques in LOS and NLOS condition
for indoor environments.

» Compare the experimental results with published works in open
literature.

1.4. Problems addressed in the Dissertation

For the research about frequency dependent MIMO channels, this PhD
Dissertation has addressed some specific problems around a main question: Are the
MIMO channel parameters dependent on the central frequency and bandwidth for
different array dimensions, and even for the same electrical separation? The
problems addressed around this question are briefly summarized in 4 main areas of
MIMO channel characterisation and modelling which are described in the
following sections.

1.4.1. MIMO measurements

The solution to this problem consider a fairly MIMO channel measurement
in the frequency domain at different central frequencies between 2 and 12 GHz.
The starting point was the available measurement setup: a vector network analyzer
(VNA) and broadband devices (antennas, cables, amplifiers, etc.). Besides, the
environment and the MIMO parameters to measure/estimate have been taken into
account to define the experimental procedure.
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Two indoor scenarios are considered, where the spatial correlation,
eigenvalues, MIMO capacity, and multipath richness are estimated using
measurements. Moreover, it has been taken into account the stationarity of the
channel, a high SNR regimen in the system (above 15 dB), equal electric
separation at each central frequency (one wavelength), path-loss effect isolation
and the calibration of the equipment. The number of samples and resolution (in
each MIMO channel domain) were other issues to judge in the design process of
the measurement setup, due to the multidimensional characteristic of data and the
time consumption needed for acquisitions.

1.4.2. MIMO data post-processing

The solution of this problem covers the normalisation of MIMO data and the
achieving of normalized non-frequency selective channel transfer matrices. For this
process, segmentation and matrix normalization using a measured bandwidth of
200 MHz (span in the VNA) at each central frequency (i.e., 2, 2.4, 6 and 12 GHz)
have been considered.

The channel transfer matrix is achieved based on the available number of
segments and samples in the frequency domain, the number of time snapshots
(under static conditions), the coherent bandwidth of the channel, and the distance to
the scattering objects. The normalized non-frequency selective channel transfer
matrices for each central frequency were obtained and stored for the subsequent
MIMO channel parameters estimation. The post-processing described above was
carried out looking for the isolation of the path-loss effect under a high SNR
regimen, obtaining then the useful MIMO information to do reliable comparisons
at different central frequencies.

1.4.3. MIMO channel synthetic generation

This problem addresses the efficient and reliable generation of enough
synthetic MIMO channel matrices. These matrices are necessary to perform the
desired comparisons based on estimations of the selected MIMO parameters, which
are useful to judge the performance of STBC, SM, and/or beamforming techniques
under realistic conditions at different central frequencies.

To solve this problem, it has been considered the estimation of the complex
covariance matrix (CCM) of the MIMO system, i.e., the estimation of the FSC
MIMO matrix using the Pearson’s product moment correlation, based on a set of
normalized non-frequency selective channel transfer matrices obtained from
measurements. These CCMs are then considered to obtain the coloring matrix of
the MIMO system by means of the Cholesky factorization where it was possible,
due to the non-positiveness of some matrices.

The problem where the FSC matrices were non-positive definite was solved.
A reliable approximation of such matrix, i.e., the nearest positive definite matrix,
was obtained by means of iterative projections in different predefined sub-spaces
of matrices (AP method). The problem of non-positiveness was also addressed
from a statistical point of view, considering where the multivariate normal
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distribution (MND) and the matrix variate complex normal distribution (MVCND)
were not satisfied from the MIMO data. As a consequence of non normality, it is
mentioned that the matrix variate complex Wishart distribution (MVCWD) of
CCMs is not fulfilling. Besides, the non-linearity of MIMO data is also addressed,
considered as a potential problem for the correct estimation of correlation
coefficients.

When all problems related to the non-positiveness were studied and solved
by means of the AP method, obtaining then the positive definite FSC matrices and
their decompositions by Cholesky, the synthetic MIMO channel generation has
been addressed. Thousands of MIMO matrices were generated based on both zero-
mean complex independent identically distributed (i.i.d) random variables and the
coloring matrix of the system. These MIMO matrix samples were used to obtain
the particular MIMO parameters necessary to do the reliable comparisons at
different central frequencies. Complex spatial correlation coefficients (CSCC),
MIMO system eigenvalues, MIMO capacity (ergodic and outage capacities), and
multipath richness were estimated and used for comparisons of the MIMO channel
performance in two different indoor scenarios in LOS and NLOS conditions.

1.4.4. MIMO channel modelling

One of the main problems addressed in this PhD Dissertation, subsequent to
the experimental analysis, was the MIMO channel modelling for frequency
dependent analysis. The problem has been addressed considering a FD-DGUS
reference model.

The closed formulated model includes typical parameters: path and Doppler
coefficient gains, delays, Doppler frequencies, angles of departure (AODs) and
angles of arrival (AOAs). All of these parameters are obtained for a 2 dimensional
(2D) spatial model approximation, with multiple antennas at both ends of the link,
non-static receiver, and with homogeneous and inhomogeneous plane waves
reaching the receiver array.

In this model it is addressed the frequency dependency in the channel, i.e.,
different central frequencies and bandwidths. The model includes specific
parameters related to the relative bandwidth (normalized to the central frequency)
and high resolution scattering components.

The DG and US characteristics, forced in this MIMO model, offered useful
statistical properties for closed formulation of its correlations (in space, time and
frequency) and power spectral density (PSD) functions. This new model and its
characteristic functions were also addressed looking for an experimental
application of the model based on correlations functions and PSDs estimated from
measurements. This integration of measurements and modelling has been called in
literature “perfect channel modelling” and it is the purpose of the DGUS models.
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1.5. Research contributions
This PhD Dissertation contributes to different areas related to the MIMO

channel characterisation. The main contributions of this research are list below:

Measurement setup: A measurement setup based on a VNA, UWB
antennas, a robotic positioning system, wideband devices and a
remote control software system was designed, implemented and tested
for reliable time or frequency dependent channel measurements at
different central frequencies and bandwidths under static channel
conditions and the same electrical array element separation.

Experimental procedure: A well defined and reliable experimental
procedure including measurements, post-processing, simulation and
analysis of MIMO channels (until 13x13 array elements) at different
central frequencies is presented and validated. This procedure allows
the study of different MIMO channel parameters useful for
performance analysis of STBC, SM and beamforming techniques.
Besides, this experimental procedure allows a MIMO performance
evaluation using different ULA dimensions in an indoor environment
in LOS and NLOS conditions.

Synthetic channel generation: A reliable procedure based on a
stochastic MIMO channel model and the Cholesky factorization is
analysed and validated for MIMO channel synthetic generation. This
procedure allows researchers to do analysis of frequency dependent
channels considering the isolation of the path-loss effect. The FSC
MIMO matrices used in the procedure are analysed. For this synthetic
channel generation a new AP method is also proposed to correct the
FSC matrices when it is necessary.

Alternating projection (AP) method for CCM: A new method to
find the closest positive definite complex matrix to a non-positive
definite complex matrix is presented. This method enables to use
large-scale arrays for MIMO channel synthetic generation in such
cases where the non-positiveness of the FSC matrix prevented the
Cholesky factorization. The reasons of non-positiveness are analysed
from a statistical point of view. Besides, the AP method is proved and
tested for different array dimensions and the non-positiveness of
MIMO data is compared for each case. The distribution of being a
non-positive definite matrix is calculated at each central frequency
and array dimensions, and the success rate of the AP method is also
presented from a statistical point of view.

MIMO channel parameter evaluation: A completed statistical
analysis of the most important MIMO channel parameters is presented
for 4 different central frequencies between 2 and 12 GHz and for LOS
and NLOS conditions in two indoor scenarios. CSCC, MIMO system
eigenvalues, MIMO capacities, and multipath richness are analysed
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and compared based on statistical results (CDF, PDF, mean and
median values) at each central frequency.

» Multivariate and linearity analysis of MIMO data: Different
multivariate and linearity analysis of realistic MIMO data has been
performed. The proposed procedure can be applied for verification of
multivariate-normality of data (as this characteristic is not always
fulfilled), for stationarity statistical analysis in different domains, and
for reliability analysis of covariance estimators. Many
facts/assumptions considered in MIMO experimental analysis are
verified as wrong approximations and useful techniques for reliable
analysis are proposed.

= FD-DGUS-MIMO Model: A new MIMO channel model for
simulation and experimental MIMO channel characterisation under
high central frequencies and wideband signals is formulated and
analysed. This is the sole FD-DGUS model in literature including both
HPWs and IPWs in the formulations. The FD-DGUS-MIMO model is
completely defined by steps, explaining its statistical and deterministic
parameters, and also its statistical functions. The space-time-
frequency correlation and PSD functions are obtained in a closed form
and simulations results are presented. The useful statistical
characteristics of the FD-DGUS model are explained and its
experimental applicability for wideband MIMO channels is
introduced.

1.6. Document structure

This PhD Dissertation has been organised in 6 Chapters and one Appendix
about multivariate statistics for MIMO (Appendix A). Chapter 2 exposes the
performed MIMO channel measurements, Chapter 3 addresses the synthetic MIMO
channel generation, Chapter 4 presents the MIMO experimental analysis, Chapter 5
presents the new MIMO channel model for frequency dependent analysis and
Chapter 6 addresses the conclusions of this PhD Dissertation and future work. A
briefly description of each chapter is given in the list below:

= Chapter 2: This chapter describes the environment (two indoor
scenarios), the measurement setup, the link budget and dynamic range
considerations, and the minimum conditions for measurements.
Besides, it is described the measurement procedure and post-
processing applied to MIMO data, addressing the sample sequence
segmentation, matrix normalisation and FSC MIMO matrix
estimation.

= Chapter 3: In this chapter, the techniques used for synthetic MIMO
channel generation, based on FSC MIMO matrices, and the
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formulation used for experimental MIMO channel analysis are shown.
The validation of the procedure is presented, a brief description of the
FSC MIMO matrices, the Cholesky factorisation and its limitations for
synthetic channel generation are also included. The AP method for
adjusting indefinite Hermitian correlation matrices is introduced. A
case study, based on real measured MIMO data, is used to assess the
performance of the AP method, showing the main effects of the AP
parameters on the eigenvalues distribution and on the ergodic and
outage capacities of the MIMO system. The problem of non-MCND
and linearity in the MIMO data is also treated, and some analysis and
discussions are presented together with a possible technique for FSC
matrix estimation under low data samples, non-linearity and non-
MCND conditions.

= Chapter 4: This chapter addresses the results analysis, where MIMO
channel characteristics are compared for different central frequencies.
An experimental statistical analysis of MIMO capacity, system
eigenvalues, spatial correlation, and multipath richness are shown.
The validation of the experimental procedure is also included,
checking the isolation of the path-loss effect, the synthetic channel
generator (simulator validation) and the distribution of MIMO
parameters compared with measurements.

» Chapter 5: This chapter describes de proposed FD-DGUS-MIMO
model, given details of its derivation, and presenting closed
formulations for its parameters and functions. The principal FD-
DGUS-MIMO model characteristics, its correlations functions, and
PSD function are formulated and analysed. The simulation model and
simulation results with fixed parameters are presented and compared.
In this chapter is also introduced the new concept of perfect MIMO
channel modelling and the estimation process of channel parameters
applied to realistic MIMO channel simulations.

= Chapter 6: This chapter concludes with the PhD Dissertation given
useful conclusions for the applicability of STBC, SM and
beamforming techniques under correlated conditions at different
central frequencies, bandwidths and array configurations. The main
conclusions about the experimental characterisation and modelling are
also addressed in this chapter. Besides, the future research related to
the problems indicated in Section 1.4 is presented in this chapter.

Note: Each chapter in this Dissertation includes its own reference list
with independent numeration.
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CHAPTER 2

MIMO CHANNEL MEASUREMENTS

2.1. Introduction

This chapter deals with the performed MIMO measurement procedure,
addressing the scenario characteristics, measurement setup and post-processing of
data. The designed and tested experimental procedure was developed for indoor
measurements until 13x13 array elements, with frequency bands between 2 and 12
GHz, centered at 2, 2.4, 6 and 12 GHz.

In Figure 2.1 shows the performed experimental procedure for the MIMO
channel characterisation. The experimental MIMO matrix, denoted by H, is
acquired by means a VNA, then a personal computer (PC) performs a local post-
processing, and the data is then used to estimate the FSC MIMO matrix, denoted
by R. Based on R matrix, it is then applied a stochastic model to generate the
synthetic channel matrix, denoted by H, which is finally used to estimate the
MIMO channel metrics used for analysis in this Dissertation.

Capacity (ergodic, outage), eigenvalues, CSCC,
multipath richness, diversity measure.
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Figure 2.1. Block diagram of the performed experimental procedure for the MIMO channel
characterisation.
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2.2. Environment and scenarios

For comparisons, two indoor scenarios were chosen for the measurement
campaigns: a laboratory area (Figure 2.2), and a hall and corridor area (Figure 2.3),
called Zone A and B, respectively, both with LOS and NLOS propagation
conditions. In specific, the measurements were carried out at the iTEAM Research
Institute, and at the Telecommunications Department ETSIT-UPV. The
measurements were performed at nights, in absence of people and guaranteeing
static conditions.

The iTEAM scenario (Zone A, Figure 2.2) included a room in LOS
condition (laboratory room) and a corridor in NLOS (between an office room and a
laboratory room), with wood made walls around, concrete columns and furniture.
The receiver array (RX) was placed in the laboratory room and the transmitter
array (TX) was placed in both the room and the adjacent corridor to obtain the two
conditions with 7 different locations. The TX was located at a height of 1.7 m and
the RX at 2 m. The maximum distance from the TX to RX was 12 m in order to
guarantee a SNR higher than 15 dB in LOS and NLOS conditions for any
frequency band. For convenience, the TX was moved instead of the RX.

The ETSIT scenario (Zone B, Figure 2.3) included two different floors in a
hall and corridor area, one in the first floor in LOS conditions, and other in the
fourth floor in a corridor in NLOS condition. The ETSIT building is made with
brick walls and concrete columns. The Zone B in LOS included one location
(denoted by 3*) where the spatial resolution at the TX array was twice in electrical
dimensions compared with the spatial resolution of the rest of locations. Besides, it
was included a location with 3 different angles at the TX ULA (0° 45° and 90°
orientations), and other location (denoted by 5*) where the TX power was variable,
seeking a stable SNR at the RX array for each central frequency.

AV A
. Room ‘/-)/ Rooms ‘
Column
- (concrete)
Outdoor 7 Window
Outdoor (glass)
83 Measurement Furniture
Equipment
|
— Soft wall
& ol .9 E
_.C . I B bl B El
X2} L lsm Lab. “e Array
Room  |@- b |—/ R R Tt o
: Tx antenna
N o S L5mmsdd i =R @ localizations
S - - in LOS
1t gism.... 083 @
...... N RO - =iy Tx antenna
Room & : PR @ localizations
] in NLOS
s s

Figure 2.2. Indoor scenario (Zone A): indoor environment for measurement campaigns in LOS
and NLOS conditions at the iTEAM - UPV.
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The Zone B in NLOS was a corridor with corner, and with both arrays
placed in the middle of the corridors. It was included one TX location with higher
spatial resolution (denoted by 1*), and other with the TX parallel to the corridor
(denoted by 2*). In Zone B, in the same way as Zone A, the TX was located at a
height of 1.7 m and the RX at 2 m with a maximum distance of 2 m between the

TX and RX.

These different locations in Zone A and B let us comparisons (Chapter 4) for
different array configurations and propagation conditions, taking into account two
indoor scenarios where the constituent material of buildings were different.
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Room Room Room
Window
Il N (glass)
l: b Furniture
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@ Q-
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_ﬁ ]l ]\_ ]l ]l « Position 5* with variable TX power output
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_ﬁ Raoom « Position 1* with higher
% spatial resolution.
« Position 2* with array
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Figure 2.3. Indoor scenario (Zone B): indoor environment for measurement campaigns in LOS
and NLOS conditions at the ETSIT - UPV. a) Measurements in LOS, b) Measurements in
NLOS.
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2.3. Measurement setup

The radio channel sounder was a VNA; the ZVA-24 Rohde & Schwarz
(from 10MHz up to 24 GHz) [1]. Besides, UWB antennas EM-6865 [2], and
wideband devices were integrated in the measurement setup (Figure 2.4). It is
worth to indicate that the measurement chain was calibrated before each
measurement in each location inside zones A and B. The collected MIMO data
were frequency domain complex samples obtained under a high SNR regimen,
equal electric separation between array elements in all frequency bands, and under
static indoor channel conditions.

2.3.1. Vector network analyzer (VNA) configuration

To perform the measurement campaigns, it was used a VNA with a dynamic
range of about 130 dB [1], omnidirectional wideband biconical antennas (up to 18
GHz [2]) at the TX and the RX side, wideband RF amplifiers at the RX side and
very low attenuation cables (Figure 2.4). The system resolution was as follows: 10
us of acquisition time per frequency bin, 62.5 kHz between frequency bins and a
minimum of 2.5 cm between antenna elements (1.25 cm in higher spatial resolution
for two locations in Zone B in Figure 2.3).

For notation, it is defined the MIMO channel matrix by H € (CNXM, where
M and N are the number of antenna elements at the TX and RX, respectively,
and M > N . The matrix H was measured in the frequency domain. A bandwidth

of 250 MHz (SPAN in the VNA) was set around each central frequency, f., i.e.,
£.=1{2,2.4,6,12} GHz, with 4000 frequency bin samples and 50 snapshots per

Lcabrx26h=6.72 dB RF
Lcabrxa2cH,=17.22 dB AMPLIFIERS L;=0.5 dB
PR > -96dBm
P2 = Gain ~12dB)
VN A P2 [ ength=21m an 12
- —P'l RFCABLE 14GHs
10MHz- [
24GHz
P,;=15dBm ! 12 m
./',’
Lcap 1 26H~06-4 dB L max.
Lcabx 12617~ 16.4 dB Le,=0.5 dB 7
Lei=Ly=0.5 dB Lo
YVYY......Y Ga~6dBi
RECABLE Length=20 m 2 18GHz
P | Motor positioning
Controller system

Figure 2.4. Measurement setup for MIMO channels using a vector network analyzer (VNA)
taking into account the isolation of the path loss and a high SNR regime. The parameters Ly
indicate losses for each component, P, powers, and G gains.
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Figure 2.5. Virtual array configuration to perform measurements at different frequency bands
using uniform linear arrays (ULAs) at both ends of the link.

location. The analysed bandwidth after post-processing was 200 MHz with 3200
frequency bin samples. The chosen frequency bands are included in the
International Telecommunication Union (ITU) distribution frequencies for fixed
and mobile terrestrial systems [3]. It is worth to indicate that it has been used 50
snapshots per frequency bin in order to average possible variability introduced by
noise, which increased the final SNR.

2.3.2. MIMO array configuration

The antennas were mounted over precise linear positioning systems
emulating virtual uniform-lineal-arrays (ULAs) without coupling effects. The
virtual ULAs kept the same elements separation in terms of the wavelength, which
were one wavelength for all frequencies using the minimum common step of 2.5
cm (Figure 2.5), and 2 wavelength for 1.25 cm (in a similar way than 2.5 cm but
only for two locations in Zone B).

In Figure 2.5 the filled black circles, which established one wavelength
separation, were obtained by searching the correct elements over all 13 acquired
data array elements (indicated as circles with oblique lines). M = N <4 was
considered for most of the experimental analysis, in agreement with current
recommendations [4]-[7]. Nevertheless, in some analysis higher array dimensions
were included. It has been established 30 cm as the maximum length for the ULAs
(i.e., 21 at 2 GHz).

The measurement procedure was controlled by a PC connected by LAN to
the VNA and the motor controller of the robotic positioning system at the RX. To
measure relative effects versus frequency, all frequency bands data were collected
simultaneously at the same array element positions. Figure 2.6 shows details of the
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MIMO measurement system based on VNA, where the robotic positioning system,
antennas and broadband devices at both sides of the link can be seen.

Figure 2.6. Measurement equipment in Zone B in NLOS: a) VNA, robotic precise linear
positioning system, UWB antenna, and broadband devices at the RX side, b) UWB antenna,
precise linear positioning system, amplifiers, power source, and broadband devices at the TX

side.
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2.3.3. Ultra wideband biconical antennas

A characterisation of the biconical antennas EM-6865 [2] is presented in this
section. The aim was to verify possible pattern variation during the experimental
MIMO channel measurements covering a wideband spectrum of about 10 GHz.

<)

Figure 2.7. Omni-directional UWB antenna EM-6865 characterisation between 2 and 12 GHz
using an anechoic chamber: a) antenna EM-6865, b) characterisation at 2 and 2.4 GHz based on
two reference horn antennas, and c) characterisation between 4 and 12 GHz based on two
reference double ridged horn antennas.
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Figure 2.8. EM-6865 antenna gain versus frequency. Values obtained by cubic interpolation
using the provided manufacturer information and the data obtained in an anechoic chamber using
reference horn antennas between 4 and 18 GHz.

The main issue to assess was the variations in the vertical (V)/horizontal (H)
patterns and the antenna gain at each central frequency, since these variations are
not included in the calibration procedure using a VNA. For this purpose, an
anechoic chamber and reference horn antennas were used (Figure 2.7). The goal
was to verify the inherent variations in the antenna directivity that may affect the
experimental MIMO channel analysis.

Two different reference antennas were used for characterisation: two
reference horn antennas at 2 and 2.4 GHz, and two reference horn antennas
between 4 and 12 GHz'". The 3 GHz band was not tested due to the reference
antennas were not available at the facilities.

On the other hand, note from Figure 2.7 that the distance between the EM-
6865 antenna and the reference antennas is different for each case. It was chosen

2.95 m for 2 and 2.4 GHz, and 91 cm between 4 and 12 GHz, in the seeking of far
field characterisation.

The EM-6865 antenna gain is drawn in Figure 2.8 based on both the
manufacturer information (between 1 and 20 GHz) and the measurements done in
the anechoic chamber (only between 4 and 18 GHz). It was used cubic
interpolation to get values between the provided samples in both cases. It was
checked that the antenna gain followed the expected values, and that those values
were stable in the desired bands for channel measurements (around the SPAN for
the VNA). It is worth to indicate that most of the antenna gain variations were
overcame in the segmentation and normalization steps at post-processing, where
the path-loss effect was isolated (Section 2.6.1).

12 Antenna DRH40 - Double Ridged Horn 4 GHz - 40 GHz, by RFspin s.r.o Company.
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The EM-6865 gain patter is drawn in Figure 2.9. For the horizontal plane,
the manufacturer guaranteed omnidirectionality, and this behaviour was confirmed
at 2, 2.4, 4, 6 and 12 GHz. The differences among all H planes were about 10 dB,
having 12 and 4 GHz the maximum and minimum values, respectively. For
convenience the H plane at 12 GHz was listed first in Figure 2.9.a.

The wvertical planes included the biggest differences in the desired

Figure 2.9. EM-6865 antenna gain patter variations between 2 and 12 GHz: a) H plane b) V
plane. Note that the V plane shows nulls at 180 and 0°, which correspond to the top and bottom
of the biconical antenna.
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omnidirectionality of the antenna patter'. The Figure 2.9.b shows how the V plane
start with two main lobes at 2 and 2.4 GHz (a usual way for biconical antennas)
and finish with a multi-lobe V plane at 6 and 12 GHz. The main effect of this
pattern variation for the experimental MIMO channel characterisation will be a
modification in the CSCC at different central frequencies (see Section 4.4).

2.4. Link budget and dynamic range

It has been checked from current literature that the link noise level affects
the reliability of the MIMO channel analysis based on measurements,
recommending a SNR higher than 15 dB [8],[9]. For the measurement setup used
in this PhD Dissertation the power noise floor was verified by measurements at -
130 dBm approximately. Besides, the chain links in the system were designed to
keep a SNR higher than 15 dB in all frequency bands (details of the system in
Figure 2.4).

2.4.1. Link budget

Based on 10 kHz intermediate frequency (IF) filter (VNA configuration), the
noise power at the RX side was calculated in about -134 dBm at 290K [10]. The
rest of values used for the link budget calculation are detailed in Figure 2.4, where
cables and connectors are included at 2 and 12 GHz. Besides, it was tested the RX
noise power variability in about 5.65 dB (standard deviation) with span of 500
MHz. For the used VNA, the minimum detected power at the input port was -125
dBm [1], and the TX power was set to 15 dBm.

With the system configuration presented above, the maximum distance
between antenna arrays was then calculated. For the scenarios introduced in
Section 2.2 and measurement setup presented in Section 2.3, it has been established
a reference maximum distance of 12 m to follow the desired high SNR regime,
taking into account the noise values obtained in Section 2.4.2. For that calculation,
it has been used an indoor propagation model with fading margins for NLOS [11],
and the Friis formula for LOS [10]. The maximum reference distance has been
designed based on fading margins calculated at 99% for the fading process, i.e.,
based in a Rayleigh channel model.

Finally, a maximum allowed power of 15 dBm at RX side was taken into
account in the calculations. In this way, the minimum allowed distance between the
TX and RX was 3 m, due to the two 12 dB wideband amplifiers in the RX chain
(Figure 2.4).

" The omnidirectionality is desired for ULA configurations due to its effect in the spatial correlation and the
angular spread estimations [12].
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2.4.2. Noise floor

The particularity of the wideband measurement setup proposed in this
Dissertation implies restrictions about the noise floor level, especially if it is
necessary to make experimental comparisons in frequency. For the measurement
setup presented in Section 2.3, and based on the results presented in Section 2.4.1,
the SNR between 2 and 12 GHz was always higher than 15 dB, assuring it for both
LOS and NLOS conditions, but for reliable analysis it is necessary to test the noise
level at the RX side.

In this way, the performance of the VNA used for measurements was tested.
It was checked the noise level (mean) with an IF filter bandwidth of both 1 and 10
kHz (Figure 2.10 and Figure 2.11), and with different number of frequency bin
samples for spans of both 5 and 500 MHz. It was found different noise levels for
different frequency bin samples with 500 MHz of span and an IF filter of 10 kHz
(see Figure 2.10), without cables, antennas and connectors included. It is worth to
indicate that 10 kHz bandwidth at the IF filter was chosen looking for an
acquisition time per frequency bin lower than 10 ps, ensuring stationary conditions
in the tested channel.

Figure 2.10 shows that the VNA guarantee a noise level between -119 and
-126 dBm for frequency bins samples from 401 to 2001. These values are higher
than the theoretical value obtained in Section 2.4.1. The experimental noise floor
was about -130 dBm for higher number of frequency bin samples. These different
noise floor level has been considered for the calculation of the maximum distance
between TX and RX in Section 2.4.1, taking into account 3200 frequency bin
samples, 10 kHz IF filter and 200 MHz of span for the measurement setup.

Power [dBm]

1 1 1 1
175 18 18 1.9 195 2 205 21 215 22 225
Frequency [HZz] x10°

Figure 2.10. Noise floor for different number of frequency bin samples at 2 GHz.
SPAN of 500 MHz and IF filter of 10 kHz.
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Figure 2.11. Experimental noise level (average) in the VNA for different span and IF filters.

In Figure 2.11 is included the experimental noise level (mean) for different
SPAN and IF filters at the VNA. It was confirmed that the noise floor was always
between -119 and -130 dBm if the IF filter bandwidth was set to 10 kHz, even for
lower SPAN and higher frequency bin samples. Of course, the noise values are
lower for 1 kHz IF filter, but the time for acquisition increases, which is undesired
in the experimental procedure.

2.5. Minimum conditions for measurements

To guarantee the reliability of the measurement campaign, it was chosen a
minimum number of time snapshots per TX-RX pairs of antenna elements. This
value was obtained according to the error and variance calculated comparing
different experimental power delay profiles (PDP) [10]. The maximum reference
number of time snapshots was 500, decreasing until cero to perform comparisons.

It was verified that the desired minimum number of time snapshots is 50,
due to the low error and stable variance achieved in the PDP comparisons (Figure
2.12). This number of time snapshots allowed both faster measurement campaigns
and stationarity in the MIMO data. For the measurement setup, the acquisition time
was lower than the coherent time of the channel, since the measurements were
performed in static conditions, at nights, and without people around. The 50 time
snapshots also enabled to reach higher SNR in post-processing based on averages
of those samples.

On the other hand, the acquisition time of each frequency sweep at the VNA
was established from its datasheet [1]. The time duration per frequency sweep for
3200 frequency bin samples and 200 MHz of span is about 100 ms for an IF filter
of 10 kHz. Note that if a Doppler component of around 1 Hz is considered due to
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Figure 2.12. Comparisons on the calculation of the PDP per TX-RX pairs of antennas when the
number of time snapshots increases: a) error b) variance

environment variations, this can contribute with a coherent time of about 180 ms
[10], which can be resolved with this measurement setup.

Moreover, based on PDP results, it was tested for Zone A that the closer
scatterer objects were at 40 ns in the NLOS scenario. This value gives a distance
90% higher than the ULA array lengths (i.e., 2 wavelengths at 2 GHz), fulfilling
the wide sense stationary (WSS) and local area conditions [12] for most of the
measurement locations in this zone. Zone B was less restrictive compared with
Zone A, having higher electrical dimensions.

Based on the analysis presented in last sections, the measurement setup and
chosen scenarios offered the desired conditions for a reliable characterisation of the
MIMO channel between 2 and 12 GHz, fulfilling WSS conditions during
measurements and assuring a high SNR regime within the MIMO data [8]. These
necessary conditions guarantee the statistical validity and accuracy of the MIMO
analysis presented in this Dissertation with a minimal noise influence [9].
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2.6. Post-processing of MIMO data

In this section the post-processing applied to MIMO data, i.e., normalization,
segmentation and FSC matrix estimation is described. With both the chosen
scenarios and the measurement setup described in Sections 2.2 and 2.3, and
applying the Frobenius norm [13] to the measured MIMO channel matrix, denoted

by He VM it is possible to eliminate the path loss effects for every frequency
band and then to apply the estimation procedures. It is assumed that the MIMO
channel transfer matrix elements have identical average power [14].

2.6.1. MIMO transfer matrix normalisation

The normalised non-frequency-selective stationary frequency domain

MIMO channel, denoted by HeCV “M " js obtained using 40 consecutive
windows of 5 MHz per frequency band and 50 snapshots (see Figure 2.13).
Primarily, it is found in 200 MHz the stationary frequency selective channel
coefficients H ; (f) € C, where f indicates frequency domain. These coefficients
are the entries of the matrix H, in this case, the complex gain transmission
coefficients from the j-th transmitting antenna to the i-th receiving antenna (see
Figure 2.4). It is worth to indicate that for the considered static indoor environment,
it has been verified a coherent bandwidth for both LOS and NLOS conditions
about 16.4 and 4.67 MHz (mean), respectively, with a correlation coefficient of
0.75 [15]. It is used here a value close to the minimum bandwidth to obtain the

stationary non-frequency selective channel coefficients H ; € C from H i (f)-

To obtain H, it has been used all [ -th frequency bins and & -th snapshots of
the measured base-band discrete-complex sequences, ﬁf] [ ﬁ] (see Figure 2.13),
where f =-B,/2+IAf, 1={01,---,1,6 —1}, and x={0,1,---,K, —1}.
Here, B,, and Af are the total bandwidth (200 MHz) and the system frequency
domain resolution (62.5 kHz), respectively. I is the total number of frequency bin
samples and K, is the total number of snapshot samples, i.e., I, =3200 and

f o f fr 4
S0 ')
0 1I 2 3 XY} w XX} XY} W_l_,Km _1
]
s i
<5MH§ TTTT 3 o;o w Xy eee |V —1p> O
0
-B, /2 —>| <—Af —B/2 B/2 B, /2
» B,, =200 MHz )|

Figure 2.13. Samples and segmentation in the frequency domain used to calculate the entries of
H based on the measured sequences H' [f] around f. .
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K, =50.

It is then divided H [f] in W =40 frequency segments of B =5 MHz. This

procedure was carried out by applying to ﬁ; [ f;] a sampled version of the

rectangular unitary window

1, —-B/2<f<B/2
wif) = 0, otherwise, 2.1
as follows
i (5] = Hj [Leer Jo 4], (22)
where fi=—B/2+1"Af, 1'={0,1,---,1 —1}, I:[Im/WJ’

w={0,1,--W-1}, i ={1,2,---,N}, j={1,2,---,M} and choosing R=1 to
obtain consecutive segments.

For ﬁ;” [f:], /v is the I'-th frequency bin sample inside of the w-th
frequency segment at the « -th snapshot sample.

Using (2.2), the w-th averaged and normalised non-frequency selective

4]

MIMO channel transfer matrix, denoted by H{' € CV*¥ | is obtained calculating

its entries as follows

(),
S ey | >

K

where ¢); and (), denote sampled mean in f, and x domains, respectively, and
var, () denotes variance operator in jf; domain. By means of (2.3), the w-th
normalised non-frequency selective MIMO channel transfer matrix without path
loss effects, denoted by H, € CVM s given by the square Frobenius norm [13]

of h[j] , applied to each ['-th frequency bin

-1

Al = [(1/ MNI) >

AL

2 ~1/2 .
F] =2 2.4)
1'=0

where
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2

AL = o) ()

In (2.5) Trl] denotes trace and the superscript H indicates conjugate

F

N M )
=32 lasn] 2.5)

transpose. Note that in (2.4) the total channel components of the H. matrix have
unit power.

2.6.2. FSC MIMO matrix estimation

The FSC MIMO matrix, denoted henceforth by Rymo, is theoretically
defined by [16]

Rynio = F [vec(H)vec(H)H] , (2.6)

where
T
’U(:‘C(H)NMXl :(H117H217"7HN]."'7H1M7H2M7"7HNM) 5 (27)

E[] is the expectation operator, and the superscript T indicates transpose. Note
that He CVY | with M > N . In (2.6) Rypo € CY™™ s by definition a
Hermitian and positive semidefinite matrix [13], and its entries, denoted by R, ,

with ¢ = {1,2,---NM} and r = {1,2,--- NM}, follow

Rij,és

- ‘E (81,

<1, Vij = ¥s (2.8)

If it is fulfilled linearity between the MIMO channel entries, H;, stationary

conditions, non-frequency selectivity, and a local area channel condition [12], the
R0 matrix can be then estimated by means of the Pearson’s product moment

correlation [13]. Hence, using (2.4), for each frequency band, around of [, the
R \imo matrix can be estimated by

-1 H
Z vec (ﬁ[j])vec (I?I[j]) , 2.9
1'=0

_ 1 Wl
Ryvimvo = —
MM Wi ;

where Ramvo denotes the estimated FSC MIMO matrix, W =40, and I =80. Take
into account that SNR>15 dB is guaranteed in all cases [8].

It is worth to indicate that the Ramvo matrix will be the focal point for the
synthetic channel generation and the new correction methods detailed in Chapter 3.
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2.7. Conclusions

A measurement campaign in two indoor scenarios following WSS
conditions, high SNR regimen, and isolation of the path-loss effect for the
acquisition of reliable MIMO data between 2 and 12 GHz has been designed and
performed. The measurement setup was proposed, the robotic linear positioning
system and control software were implemented, the UWB antennas were
characterized, the minimum conditions for measurements were defined, and the
performance of the VNA was verified. Subsequently, a post-processing of data to
obtain the normalized non-frequency selective MIMO channel matrix was
proposed, which allowed a reliable estimation of the FSC MIMO matrices of the
system.
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CHAPTER 3

SYNTHETIC MIMO CHANNEL

3.1. Introduction

Once it was obtained the reliable experimental FSC MIMO matrix from the
MIMO data (Chapter 2), the next proposed step for the channel characterisation
was the synthetic MIMO channel generation. This procedure is based on the
coloring matrix of the MIMO system, which is obtained by the Cholesky
factorisation of a positive definite FSC MIMO matrix.

Under realistic propagation conditions, and for a large number of antenna
elements at the TX and the RX, the estimated FSC MIMO matrices may be
indefinite as a consequence of statistical inconsistency among the random variables
involved in the estimation process [1],[2], besides, the MIMO data becomes in non
multivariate normal. In such cases, the estimated FSC MIMO matrix may contain
zero and negative eigenvalues. Indeed, in this PhD Dissertation, it is demonstrated
that many FSC MIMO matrices estimated from real data are indefinite, and the
MIMO data becomes in non-multivariate normal in many wideband multi-antenna
cases. Besides, it has been proved that the probability of being indefinite and non-
normal increases for large-scale matrices, i.e., when the number of antenna
elements increases, and the loss of normality increases with the bandwidth.

In order to carry out a synthetic generation of the MIMO channel using the
coloring matrix of the system, the FSC MIMO matrix must be positive definite,
i.e., the correlation matrix can not contain both zero and negative eigenvalues. If
this is not the case, the nearest Hermitian positive definite matrix has to be
computed. Sorooshyari and Daut proposed an approximation to solve the non-
positiveness of a matrix [2], addressing an optimisation problem and finding the
necessary positive eigenvalues to construct a new correlation matrix. Although this
work offers a starting point considering a searching in a subspace of matrices, it
neither analyses the performance of the procedure nor assesses its effect on both
the eigenvalues distribution and the structure of the FSC MIMO matrix. The effect
of the matrix transformation on the correlation matrix structure (i.e., Hermitian
with unit diagonal) and on the eigenvalues distribution has a special interest on
MIMO systems, because channel spatial characteristics are mapped in the
eigenvalues and eigenvectors of the FSC MIMO matrix.
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Therefore, the main contribution of this chapter is as follows: given an
indefinite Hermitian matrix, a novel correction procedure (CP) [3] based on the
alternating projection (AP) method [4] is proposed to find the closest Hermitian
and positive definite matrix with unit diagonal. Moreover, this chapter
demonstrates that the resulting FSC MIMO matrix is valid to generate the large
number of synthetic samples of the MIMO channel transfer matrix needed to
perform a reliable MIMO channel analysis, as for example an outage capacity
analysis. To conclude this chapter, the MIMO data used for the FSC MIMO matrix
estimation is also verified. Both the normality (univariate and multivariate) and the
linearity of the MIMO data (measured and synthetic) are tested, guaranteed the
reliability of the MIMO channel analysis addressed in Chapter 4.

3.2. FSC MIMO matrix: Cholesky factorisation and
limitations
From estimations of the FSC MIMO matrix, as in (2.9), denoted by Runvo,

it is possible to generate by simulation different realisations of H [5]. This
procedure uses the Cholesky factorisation to decompose Rymvo as [6]:

Ramio = CCH 3.1

If the Raivo matrix is positive definite, the Cy,, vy, matrix is a lower
complex triangular matrix with real positive diagonal entries. Besides, this matrix
is the unique lower triangular matrix satisfying (3.1).

The C matrix is the coloring matrix [7] of the MIMO system and can be
used to generate by simulation as many realisations of the MIMO channel, denoted

by H, as desired following [5],[8]-[13]:

vec(H) = Ca (3.2)
where H € VM ,with M > N , is the synthetic MIMO channel transfer matrix,

~ ~ ~ ~ ~ ~ ~ T
vec(H)NMxl = (HllaH?l?"aHN17"7H1M7H2M7"7HNM) ’

T
aNMX1 = (a117a217"'7aNl""7a1M7a2M""7aNM> 5

and «; are zero-mean complex independent identically distributed random
variables. Note that C could be expressed as an upper triangular matrix with
positive diagonal entries; therefore Ramvio = C”C, and vec(H) = C"a.

Equations (3.1) and (3.2) permit to generate the cross-correlated N x M
complex normal random variables of the entries of H, which have the specific
correlation matrix Ramvo .
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The main limitation of this procedure is that the experimental correlation
matrix Rymio must be a Hermitian positive definite matrix to apply the Cholesky
factorisation and then find only one coloring matrix. Provided that correlation
matrices derived from measurements or synthetic samples are not always
guaranteed to be positive definite (see e.g., [1],[2]), the C matrix does not always
exist, making the Cholesky factorisation unsuitable.

Finally, it is worth to indicate that the Cholesky factorisation can be applied
if and only if the Ramvo matrix is both Hermitian and positive definite, or both
Hermitian and positive semidefinite. If Ryvmvo is a Hermitian positive semidefinite
matrix, the C matrix is a lower complex triangular matrix with no strictly real
positive diagonal entries and there exist several C matrices satisfying the Cholesky
factorisation [6]. For the sake of simplicity and under the assumption that zero
eigenvalues can be replaced by small enough eigenvalues, it is considered here the
case where only one C matrix exists. Therefore, in this PhD Dissertation, the

Rainvo matrix is forced to be Hermitian positive definite.

3.3. Alternating projections to find the closest positive
definite FSC MIMO matrix

In this PhD Dissertation, it is proposed a CP [3] based on the AP method [4]
to solve the problem of non-positiveness of some experimental FSC MIMO
matrices. To access the problem, note that a complex spatial correlation matrix is
always Hermitian with unit diagonal (equations (2.6) and (2.8)). Thus, we must
only care if such matrix is positive definite. Here for the CP is proposed to use
iteratively two different projections to find the closest positive definite FSC MIMO
matrix in the intersection of two target subspaces. In this way, the subspaces of
interest and the projection rules are defined below.

Let D be the subspace of Hermitian and positive definite matrices, and U
the subspace of Hermitian matrices with unit diagonal:

D={R=R" e ™™ . xf (R)x, > 0,vx, € C"""" =0},

U={R=R" ™™ R =1q=1:NM}.

Given one experimental correlation matrix Rumio € U, with a set of
eigenvalues {fq}, where ¢ ={1,2,---,NM} and 51 > 52 > > ENM, the CP
performs a search of the Hermitian and positive definite matrix
Runio € {DNU} that is the closest to Ramio in the Frobenius norm. The
search of the Ramio matrix is carried out through iterative projections onto the

subspaces D and U of an auxiliary matrix, R € CM/>M
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The projections of Ri onto subspace D is denoted by R', =P, (ﬁk,e) ,
where £ refers to the current iteration and € € R__. It is considered that {Ep} ,

with & > & > --- > £y, , is the set of eigenvalues of Ry, which has a total of P
zero and/or negative eigenvalues {gpf} , given by 5; = ép +Ny—p> Where
p ={1,2,---, P} . Hence, the projection onto the subspace D consists in removing

the negative and zero eigenvalues of R, by substituting them for a small enough
value ¢, so that ép— =g, Vp.

On the other hand, in order to project R ', onto the subspace U , denoted by
R", =P, (f{ 'k,l), all the elements in its main diagonal are set to I, R'qkq =1.

The subspace U projection entails a new modification in the matrix eigenvalues
and therefore a new projection onto the subspace D should be carried out, and so

on until the distance between R " and R "._, is lower than a specified tolerance.

The CP can be summarised by the following equations, taking into account
that E* is the difference matrix between R', and Ry at the % -th iteration, and s,

is the relative distance between matrices R", and R",_;:

R, =R", ,—E! (3.3)
R', = P (Ri,c) (3.4)
E —R',— Ry (3.5)
R", =B (R',1) (3.6)
R —R],
R o

where f{"o = Ruymvo, E'=0, and |lp is the Frobenius norm. This iterative

method runs until the relative distance between the resulting matrices of two
consecutive iterations is lower than a defined tolerance, tol, i.e., while s, > tol.

The work of Boyle and Dykstra [3] demonstrates that, with the CP based on the AP
method, the f{"k matrix converges to the desired FSC MIMO matrix, Ramio,

which is the nearest positive definite matrix to the original Rymvo matrix.
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3.4. Performance of the CP

To validate the procedure explained in the last sections, a large set of FSC
MIMO matrices were estimated using (2.9) from the frequency-domain MIMO
data obtained in Zone A (see Figure 2.2). For the chosen stationary indoor
environment [14], it has been verified the coherent bandwidths, for both LOS and
NLOS conditions, with values about 20 and 10 MHz (mean), respectively, for a
correlation level of 0.5 [15]. For the experimental analysis presented here, the non-
frequency selective channel (in NLOS) was achieved using 40 segments of 5 MHz
inside the measured bandwidth (equation (2.4)). Besides, in order to estimate the
FSC MIMO matrices, it has been assumed ergodicity and linearity between the
MIMO channel entries, stationary conditions, non-frequency selectivity, and a local
area channel condition [16].

As it was addressed in Section 2.6.2, the FSC MIMO matrix was estimated
by means of the Pearson’s product moment correlation [6]. The estimated complex
correlation matrix is the same as the complex covariance matrix calculated from
standardised Gaussian random variables using the maximum likelihood estimator
[17]. The segmentation and number of samples were chosen to approximate the
estimator to an unbiased and consistent estimator.

Once the Raimvo matrices were estimated, it was verified whether they were
effectively positive definite for different array configurations, i.e.,
N = M = {2,5,8,9}. Figure 3.1 shows the CDF of the Ryimvo eigenvalues lower
than 1.5. It can be observed that the higher the number of antenna elements
involved in the array configuration, the higher the probability of Ramvio not being
positive definite, and higher negative eigenvalues are introduced. Specifically, for
the 2X2 array configuration this probability is lower than 1%, whereas for 5X5,
8X8, and 9X9 is between 20% and 35%, with a probable maximum negative
eigenvalue around -1 for 9X9. These experimental results are in agreement with
the work presented by Sorooshyari and Daut for a correlation level from 0.1 to 0.4
between Gaussian variables [2]. This issue will be verified in Table 4.1, Chapter 4.
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Figure 3.1. CDF of the Ryvmvo eigenvalues for values lower than 1.5 for different MIMO array
configurations, i.e., N = M = {2,5,8,9} .
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Figure 3.2. Impact of a fixed tol and ¢ on the performance of the CP for different MIMO array
configurations, i.e., N = M = {2,5,8,9} .

Subsequently, the procedure proposed in Section 3.3 it has been used to
adjust all matrices detected as non-positive definite. Note that the term ‘adjust’ is
used to indicate the search procedure followed to find the closest Hermitian and
positive definite matrix with unit diagonal.

Figure 3.2 depicts the same eigenvalue distribution than Figure 3.1 after the
CP using £ =10, tol=10"2, and 40 iterations (maximum). In general, applying the
CP, only small differences between the eigenvalue distributions of Ramvo and

Rumvo were detected for eigenvalues lower than 1 with N = M > 2. Take into
account that for N = M = 2, the differences between the distributions are almost
null because the CP has been applied only in few cases. The good fit among
distributions means that the CP preserves the MIMO channel characteristics, not
modifying the results of the subsequent MIMO analysis.

Besides, in Figure 3.2, the curves show that almost all matrices are adjusted
correctly for each MIMO configuration, with a good approximation of the
eigenvalues distribution compared with the positive eigenvalues of Figure 3.1.
Only small changes in the distribution are detected for eigenvalues lower than 1 for
N = M > 2, and the probable maximum negative eigenvalue is around -0.1 for
9X9. Once the CP is performed, the probability of getting a non-positive definite
matrix with smaller negative eigenvalues is lower than 25% for
N =M = {5,8,9}, whereas for N = M =2 the few detected indefinite matrices

were all appropriately adjusted.

On the other hand, the results shown in Figure 3.2 indicate that the success

rate of the procedure to reach the Ramvo matrix depends on the CP parameters
(tol and €) and on the number of antenna elements N x M . According to the
results presented in other trials for N = M > 2, the procedure requires lower
values of tol and ¢ to obtain a success rate of 100%, and more iterations to reach

Rwmivo.
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Figure 3.3. Impact of tol and ¢ on the performance of the CP for a 5X5 MIMO array
configuration.

Therefore, it is interesting to further assess how tol and ¢ affect the
eigenvalues distribution and the success rate of the CP. For this purpose, a 5X5
array configuration has been chosen. ¢ has been set equal to 107", 10” and 107,
whereas tol has been set equal to 107, 10° and 102 In Figure 3.3 (left) it is
shown how a value of € and tol equal to 0.1 changes the eigenvalues distribution
as compared with the eigenvalue distribution of the original Rumnio (referred in
the figure as “No CP”). Besides, even higher negative eigenvalues appear. This
behaviour is even noticeable for £ =107 and tol=10" (right).

On the other hand, in Figure 3.3 (left and right) it is observed that the
success rate of the CP increases with lower tolerance values. Besides, a greater ¢
value results in a higher change in the distribution. Such modification on the
distribution affects small positive eigenvalues, increasing slightly the distance
between the Rummo and Rwmo matrices. However, even with ¢=10" and
tol <107, the success rate is 100%. In consequence, provided this 5X35 array
configuration, tol should be at least equal to 10° to guarantee Ryvmvio
positiveness, whereas ¢ should be at least equal to 10~ and tol=10" to modify at
a minimum the eigenvalue distribution. For tol<10"'? the performance of the CP

can be slightly improved, but at the expense of more iterations to reach Runo.

Finally, different MIMO channel metrics can be performed using the
realisations of the synthetic MIMO channel, H, as it is suggested in [5], obtaining
H from (3.2), and after applying the CP over Rmmio if it is necessary. For
example, the MIMO channel capacity was calculated for the performance analysis
of the CP, using (3.1) and (3.2) to produce 10’ realisations of H when Rumnio was
indefinite for the array configurations N = M = {5,6,7,8}.
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Figure 3.4. Impact of ¢, with tol =10"'%, on the capacity of the generated synthetic MIMO
channel for N = M = {5,6,7,8}.

Figure 3.4 shows the ergodic and the outage (at 1% and 10%) capacities [18]
at 12 GHz in NLOS for the MIMO configurations N = M = {5,6,7,8}. It has

been used tol=10" and e equal to 10°, 10° and 10", Note that a value of
tol=10"" was chosen to guarantee a 100% success rate in all configurations.
Figure 3.4 proves the little effect of £ on the MIMO capacity results, being

increased these effects at 1% outage capacity. The modifications of the Rynio
eigenvalues, due to not small enough ¢ values, cause only slight variations on the
capacity, which are lower than 0.5 bits/s/Hz at 1% outage capacity for all array
configurations. These results confirm that the CP [3], based on the AP method [4],

is useful for MIMO channel characterisation when Rmnvo is indefinite. Besides,
these results prove that very small values of ¢ are not necessary, because
modifications of the smallest eigenvalues do not affect practically the

characteristics of the original Rayivo matrix.

3.4.1. Useful considerations for the CP

The projections onto subspace D (equation (3.4)), can be also performed by

R, = Py (Ri{s,}), (3.8)

which consists in removing the negative and zero eigenvalues of R s {gpf} , by

substituting them for a set of positive and small enough numbers {sp} eR as

follows

§p+NM—P =& = ENM—P - ((ENM—P - Emin)/P)p s Vemin < gNM—P (3.9
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where £ ~y—p 1s the smallest positive eigenvalue from {éq}, and ¢.;, € R is the

min

substituting smallest positive value (in the same way that € in (3.4)). Note that in
3.9 ENM_ p <€, < €y - This new point of view, permit us to keep, by default,

the eigenvalues structure & > & > - > £y, in the adjusted FSC MIMO matrix,
increasing the performance of the CP.

Figure 3.5 shows the error between the Runvo and ﬁMU\»IO matrices, i.c.,
the error between the CDFs of the eigenvalues of both matrices. It has been
included array configurations between 2 X2 and 9X9. In this case, tol= 10" and
€nn from 107 to 10" have been established. Note that ¢ could be set

min
according to the Ruimvo dimensions, how it already was addressed. Besides, it is
observed that there is an optimum value for &, according to the matrix

dimensions, i'e" €min = 10712 for N=M = {27 37 4:} 5 €min — 10711 for
N=M=1{56}, e, =107 for N=M =7, ¢, =107 for N=M =38
=10°% for N=M=9.

min

and

min
Note that the €, values chosen for the projections onto the D subspace,
which have not effect in the higher positive eigenvalues (see (3.9)), could increase
the error when the projections onto the U subspace are carried out, which modifies
the eigenvalues distribution. However, the reached error is always lower than -20
dB, which prevents undesirable effects on the MIMO channel characterisation
using the CP. Besides, as it was shown in Figure 3.3, the error is always focused
around the smallest Runvo eigenvalues, which was also proved in Figure 3.4.

-15
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10" 10" 10° 10° 10"

Epsilon

Figure 3.5. Error between Rymio and Ramuvo : error between CDFs of the eigenvalues in terms
of ¢,;, for different N x M array configurations.

min
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Based on both the synthetic channel generation and the proposed CP, the
MIMO channel capacity and other channel metrics will be analysed in Chapter 4.
As it was addressed in last sections, the CP will allow accessing the desired
experimental MIMO channel characterisation between 2 and 12 GHz for different
array configurations based on the estimated FSC MIMO matrices.

3.5. MIMO data characteristics and their relationship
with estimated covariance matrices

Before to deal with the experimental MIMO channel characterisation and
comparisons in Zones A and B, in this chapter it will be finally addressed the
intrinsic relationship between MIMO data, and its characteristics, with the
estimated covariance matrices. As it was commented above, under realistic
propagation conditions, and for a large number of antenna elements at the TX and
the RX, the estimated FSC MIMO matrices may be indefinite as a consequence of
statistical inconsistency among the random variables involved in the estimation
process [1],[2]. Here, besides, it will be taken into account the MIMO data
ergodicity, its multivariate distribution, linearity characteristics and their
relationship with the non-positiveness of the FSC MIMO matrices, seeking a test of
the reliability of the MIMO data (measured and synthetic), and building a reference
frame for future research works in this field.

Beforehand, consider the characteristics of the acquired MIMO data.
According to Section 2.3, the system resolutions were: 10 ps per frequency bin,
62.5 kHz in the frequency domain and different wavelengths in the space domain,
with a minimum distance among antenna elements of 2.5 cm in Zone A, and 2.5
and 1.25 cm in Zone B. For next sections, it is selected a time-variant channel from
a sounding point of view, and from a VNA point of view (due to the based VNA
data) a stationary non-frequency selective and frequency selective channel using
different number of windows (5 MHz width) inside of the measured bandwidth.

3.5.1. Ergodicity of data

To perform the estimation of the FSC MIMO matrix consider the ergodicity
of the normalized channel (equation (2.4)). A statistic is said to be ergodic if, when
measured by averaging a single realization of a stochastic ensemble, it is equal to
the ensemble average. Therefore, from a sounding point of view, the time-varying
frequency response of each MIMO channel transfer matrix entry, denoted by

H, (f,t), is mean-ergodic if the frequency, f, and time, ¢, averaged mean of a

single realization equals the ensemble-averaged mean [16]:

<<Hf (f 7t)>f>t = B|H, (/1) (3.10)
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This condition is only followed for the power ergodicity

<

when the discrete Doppler frequencies, and time delays, involved in the channel

2

i, (o[ ) = (|, ¢.of) (3.11)

f

element H ; (f;1), are different among them. From a VNA point of view, the

channel is only frequency dependent ﬁlj (f), and the snapshot samples are only

used for averages (see equation (2.3)). Hence, there is not care about the power
ergodicity between the frequency, f, and time, ¢, domains for VNA

measurements.

On the other hand, for power ergodicity in the space domain, the spatial
averaged power must be the same received power averaged as a function of
frequency and equal to the assemble-averaged power

(, r.of) = (i of) =(a, o) =E[A, 0] e

f

when the discrete outgoing directions, and incident directions, of the propagated
plane waves are different among them. These definitions of power ergodicity are
regarding with heterogeneous scattering [16], which describes a condition where
no two multipath waves arrive with precisely the same time delay or direction of
arrival. For the chosen environments, there exist elevated scattering conditions, and
both the local area size and WSS conditions were followed for the measurements.
Besides, according to (2.4), the condition shown in (3.12) is fulfilled. Note that the
time domain is not considered for the VNA measurements.

It is worth to indicate that (3.12) presents the property for determining
ergodicity, and ergodicity is a property for determining measurability of a channel.
Hence, the heterogeneous scattering determines how statistics may be calculated
from real-world channel measurements.

3.5.2. Issues in the FSC MIMO matrix estimation

To perform the non-frequency-selective stationary frequency domain MIMO
channel, from a sounding point of view, it can be considered a measured base-band

discrete-complex sequence, ﬁ,.j [ﬁ,tﬁ], where f =—B, /2+IAf, t. = kAt,
[ = {O,l,---,[m —1}, /i:{O,l,---,Km —1}. B,, Af and At are the total
bandwidth, the system time and frequency resolutions, respectively. See Figure
2.13 for comparisons with the process performed for VNA data (for static
measurements).

These sequences with |, frequency bin samples in the measured bandwidth
B, , around of f,, with K, time snapshot samples in the measured time interval
T,

m >

can be divided in W frequency segments of B MHz, with I frequency bin
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samples (in the same way that in (2.2)), and V' time segments of 1" seconds, with
K time snapshot samples. This procedure is carried out by applying to H“ [ s J

a sampled version of the rectangular unitary window

l, —B/2<f<BJ/2 0<t<T

w(f,t) = (3.13)

0, otherwise,

which uses smaller lengths than the coherent bandwidth and coherent time. The
procedure in the sampled domains is as follows

[7W,0
H:

foto] = Hy [fratugen | 0[fi 1], (3.14)

where 1'={0,1,--,7 -1}, &'={0,1-K—1}, w={01-,W—1},
v={0,1--,V -1}, i={1,2,, N}, j={1,2, .M}, R=1,and Q = K .

In (3.14) f, is the ['-th frequency bin sample in the w-th frequency
segment (window), ¢, is the k'-th time snapshot sample in the v-th time
segment, B, = BxW, T, =T*V,I=|I,,/W|and K =|K,, /V|. Note that

T, is the total time to perform a sampled version of H ; (f,t),and due to R =1

and @) = K the frequency and time domain segments are contiguous. Besides, 7'

and K are considered as the process stationary time interval and the total time
snapshot samples in such interval, respectively. If it is assumed stationary
conditions in the measurements, then 7' =17, , K = K,, and V =I, in the same

m

way than in (2.2).

Based on (3.14), the resulting normalised non-frequency selective MIMO
channel transfer matrix with isolation of the path loss effect, denoted by ﬁw v, for

each location area and f,, is given by the square Frobenius norm of H[jvf'{ ! ,

whose entries are given by

(H [fonte] = (" [fzvvthf,z)
\/var(H” Aot ])

The normalisation is applied to each frequency bin and time snapshot samples:

Hy' 6] =

(3.15)

ﬁtn

Y
] AL (3.16)

[ te] K-11-1
Hoo" [1/MNIK Y>> IH

k'=01'=0

where
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Hﬁ[ﬂ,;%'l i Tr l(ﬁ[ﬂ,;ﬁ“'])}] (ﬁ[ﬂ,ﬂ“'])] - éi}j;’fﬁ ], 3.17)
or
‘ [jzwfh ZZ‘HW} fot (vec( [fl' n])) (vec(H[ﬁ n])). (3.18)
i=1 j=1
e

In (3.17), \**Y  is the i-th eigenvalue of (H[jwf“ }) ( [{zvt" ]). Besides,

note that (3.15) and (3.16) can be applied to different array MIMO configurations,
chosen the correct measurement setup, in time, frequency and space. Also, note

from (3.16) that the total channel components of the H.,,, matrix have unit power.

The definitions given between (3.13) and (3.17) are not only a mathematic
aspect for MIMO data processing. In this section this equations permit to asses an
important issue related to the non-positiveness of FSC MIMO matrices, in those
cases where the measurement setup is wrong defined. Note that the formulations
presented above are defined for data obtained by channel sounders, but it can be
used for VNA data assuming time snapshots only for averages, as in Section 2.6.1.

If the ergodicity and linearity between the MIMO channel entries are
fulfilled, and under stationary conditions, non-frequency selectivity, and a local
area channel condition, the experimental complex covariance MIMO matrix,

R[{HTM}O, is estimated for each frequency band, around of f,, by average W xV
windowed covariance MIMO matrices, using K time snapshot samples and [

frequency bin samples of I?Iw,u :

=[] 1 [fist] slhtvtgtr ]\
RMIMO WVKI Z Z vec ( qu v ) vec (le,v ) (3 1 9)

where 7' and v indicate time and frequency domain displacements, respectively:
T'=(=(K=1),~,0,-+,(K =1))At, and v =(—(I —1),---,0,---,(I = 1)) Af.

For low errors, it must followed |7'| = 7', < KAt, and vl = v, < IAf.

max

Note that the estimated covariance matrix given in (3.19) characterises
completely the MIMO channel, since it is included space, time and frequency in
the covariance matrix estimation. On the other hand, the FSC MIMO matrix,

R0, is then obtained from (3.19) by averaging all frequency and time samples:

1

1 Vmax T max ~[v,T ,]

Ryinvio = Al /O] V_ZV: Z R[MIMO' (3.20)

max T'=—T1' max

Note that [-] indicates selection of the upper nearest integer.
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The last FSC MIMO matrix estimation can be applied if the MIMO data are
obtained from a channel sounder. Though this is not the case addressed in this PhD
Dissertation, the estimator given in (3.19) is useful for space-time-frequency
analysis, and it can be used for synthetic MIMO channel generation. The same
generation process proposed in Section 3.2 can be followed, but taking into account
all domains at the same iteration. The main limitation is the size of the obtained
multidimensional covariance MIMO matrix, requiring new strategies to generate
the correlated samples in all domains. The CP can be also used for this purpose if
the resulting matrix is non-positive definite.

If the MIMO data is obtained from a VNA, the time domain, and then the
time displacement 7', can not be included in the covariance structure. Hence, the
estimation of the FSC MIMO matrix can be performed by (2.9). Of course, if the
frequency displacement, v, is included, the estimation can be improved. Take into
account that a high SNR regime, 80 samples per window, and 40 windows were
used for the estimation, increasing the performance of the estimator in that way.

On the other hand, the estimators (2.9) and (3.19) use a limited set of
samples from the frequency domain, and from both frequency and time domains,
respectively. From a VNA point of view, the only way to get more samples is
increasing the number of frequency bin samples per window, or using a window
larger than the coherent bandwidth (using samples from a frequency selective
channel). The last option will be addressed here for the available MIMO dada, and
the estimator given in (2.9) will be applied. This option permits some comparisons
of the FSC MIMO matrix eigenvalues under frequency selective channels (see
Figure 3.6). It has been selected 160, 1600 and 3200 samples in the frequency
domain, which include 10, 100 and 200 MHz of the measured bandwidth,
respectively. From Figure 3.6, slightly effects of the measured bandwidth appear
on the eigenvalues distributions for different MIMO array dimensions. If larger
frequency windows and higher number of samples are used (but lower number of

1 \
=0.9- MIMO
& o0sl samples

Sl | - 160
@8'; — 1600
o — 3200
2 05;

50.4—
'@/0.3*
go02-
a 0.1}

%

Eigenvalue

Figure 3.6. CDF of the Rvmvo eigenvalues lower that 1.5 for different array configurations,
N = M = {2,5,8} . Impact of the number of samples with SNR higher than 15dB for frequency

selective channels.
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windows, W), the probability of being non-positive definite is slightly reduced for
higher array dimensions. This behaviour obeys to a reduction of the correlation
between distant samples in the frequency domain. For these frequency selective
cases, it is also possible the application of the CP to perform a MIMO channel
analysis. Note that even with 3200 samples the non-positiveness of the FSC MIMO
matrix remains almost constant and with the same probabilities for all MIMO
configurations compared with the results presented in Figure 3.1 for 80 samples per
window.

Finally, it is worth to indicate that another possible improving for the
estimators (2.9) and (3.19) can be reached using a different window shape for the
segmentation [19]. So far in this PhD Dissertation, the averaged FSC MIMO
matrices were reached using a rectangular unitary window for both (2.9) and
(3.19). In the case of a channel sounder, if the process does not follow a rigorous
stationary condition, the average applied in (3.19) must be carried out by a better
segmentation in the time domain. Besides, the stationary interval, 7', and number
of samples, K , of the time domain segments can be obtained checking the process

stationary using a multivariate normal distribution (MND) test over H,, [19]-

[22]. A similar way can be followed for VNA measurements, taking into account
that only frequency domain segmentation is performed. In next section it will be
addressed the MND of data based on the unitary window. Besides, it is introduced
the theoretical concepts of MND for measurements based on channel sounders.

3.5.3. Multivariate normal distribution of the MIMO data

The complex MIMO channel transfer matrix, H.., (from equation (3.15)),

has complex coefficients entries, sz;” These coefficients are completely

characterised, in a first-order statistics level, using probability density functions
(PDF) describing fluctuations of their envelopes in a small-scale variation point of

H o [/,t)|, can be Rayleigh distributed in NLOS,

Rice distributed in LOS or Nakagami distributed for a wide range of fading
conditions [23]. On the other hand, the phases of these channel coefficients are
defined uniformly distributed as a result of the summation of many homogeneous
plane waves that are arriving from different directions in the local area. This
definition allows us to suppose that the channel coefficients are complex Gaussian
distributed in NLOS indoor environments. However, the univariate complex
normal distribution (UCND, sometimes called univariate complex Gaussian
distribution), for each channel coefficient does not imply that the sampled

view [16]. Such envelopes,

observation matrix, ﬁw,v, must be multivariate complex normal distributed

(MCND). In some cases, multivariate observations are approximately normal
distributed [24].

Considering the central limit theorem (CLT), sampling distributions of
certain statistics can be approximated by normal distributions, even if the data is
not multivariate normal, but such approximations should be checked to apply the
procedures proposed for MIMO generation/analysis used in this PhD Dissertation.
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For the analysed space-frequency-time process (from a sounder point of
view), the complex channel gains H i [ I th_,] , for a single frequency bin f: at the
time sample ¢, could follow a MCND in space, = (%, j samples), frequency, f,

and time, t. In this case, the process is completely characterized by the
multivariate complex mean (MCM) vector, p, ., and the multivariate complex

covariance (MCC), X, . For the sampled versions, the entries of these two

parameters are respectively given by:

M%"w — E[ﬁ;ja“ [fl"t“"]] (3.21)
sl
[7W,1 Lt = vy * (322)
=E[(Hz-””[f~tﬁ']—u£? B (st 47— )

For non-frequency-selective channels and stationary conditions, g, , and
3, , are not a function of f and ¢ . Besides, in such conditions, take into account

that the MCC is only a function of both the frequency and temporal displacements,
v and 7', respectively.

In this section the analysis will be focused on the MCND of the space
sampled variables of H.., (see also Appendix A.1), which could affect the correct
estimation of Rymo. Thus, consider a space dimension vector of the space-

frequency-time sampled observation matrix, H.,, , as
ﬁ[ﬁ;tm — vec (ﬁ[ﬂ;tﬁ.]) c CNMx1, (3.23)

Under the assumption of non-frequency-selectivity and total stationarity
process, it then said that the vector ﬁ[ﬁ"t’“"] is a NM -dimensional MCND if and

w,v
only if all linear combinations (in a space of [ x K size) of that vector are
univariate complex normal [20]:

B Ny (g, 27T BRI N (BT g, BT,

(3.24)
Vb c RNMXl,
where Ny, (MI,Z[EV’T']) denote MCND with mean vector g, € C"™! and
covariance matrix X7 e CM*M  The PDF in such case,

Pt (szﬁ”,,ﬁj“\}j}) , is given by [24]:
W,
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TTW TTW,v TWU  ITW,U W,V rTW,v [TW,U  ITW,v rrw,\
P i) (B HS o B S Hs o H s Hi HSR o Hi ) =
w,v

x

,, ol
= (271')7% det (EL”‘T ]) 2 eXp{Tr

1 v, —1/= TR ~[ 1 H
L () — ) - ) ” (3.25)
'}’l‘[j’;;w] c (CNMX17#I c CNMxl’E[qu >0, E[ZN,] € NI,

where det (-) denotes determinant. Equation (3.25) can be simplified to

ph[ﬂ;;;t”'] ([:11‘“1”’,[:[;&) _

exp {—%(ﬁ[j;;w] . /%)H (2.[:,7,])71 (ﬁ[wf{;tﬁ'] . )} (3.26)

DO

= (2%)_% det (2&”7'] )7

On the other hand, g, and 2[;”7] can be estimated using all frequency bins

and time snapshot samples as follows

K]H|:Ol|:0 :
alv, ! 1 L G R ~ NN AR p "
KI I'=0K'=0

Take into account that 2[;’7'] is a Hermitian positive definite matrix, and its
properties should be followed by 2[5’7]. Besides, 2[5’7] is a complex random
matrix with a Wishart distribution [24] (see also Appendix A.2), hence

s

E[;"T'] = E[El , which indicates that the complex covariance matrix can be

estimated by sample average using all time and frequency windows (W and V'),

=[v,7]

in the same way than in (3.19) for Ry\io -

Based on (3.27) and (3.28), it is then tested the MCND (3.26) of the vector
hl#% obtained from VNA measurements (from equations (2.2), (2.3), and (3.23)).

w,v
The MCND given in (3.26) can be represented as surfaces of constant variance,

o?, which correspond to surfaces of equal probability for MCND vectors
satisfying (see Appendix A.1 and A.3)

(e, )" (SE) (wlh) )= 0 (3.29)

These constant variance surfaces are N -dimensional ellipsoids centered at fz,,

[1./77— ']

with exes of symmetry given by the eigenvectors of ., and major and minor
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axes given by its eigenvalues. Thus, for (N =2, M =1) or (N=1, M =2)
there exist 2-dimensional ellipsoids (ellipses) centered at fz,. It is worth to
indicate if it is desired a single 2 or 3D perceptive visual test of (3.26), only the
MISO/SIMO configurations (N=2 M=1), (N=1 M=2),
(N=1, M=3) or (N=3, M =1) can be performed, e.g., a bivariate normal
distribution visual test for (N=2, M =1) or (N=1, M =2) can be
represented by ellipses.

For the MCND visual test using the MIMO data, in Figure 3.7 are presented
the 2 -dimensional ellipsoids, here, surfaces of constant variance for the real part of

ﬁ[j’j“‘]. They are obtained from the eigenvectors and eigenvalues of the estimated

f?[ry 7 (equation (3.28)), centered at f, (equation (3.27)), and applying (3.29) to

get the range of o for the current multivariate MIMO vector data ﬁ[,ﬁ"t“']. Each

w,v

sample of o defines, for each ellipse, the different size of the major and minor

[11’77-‘]

axes together with the eigenvalues of 3. *. Note that for the visual MND test, it

is also plotted the samples of Re {ﬁ%‘;t"‘]} , where Re{-} indicates real component.

The configurations used for Figure 3.7 were: N =2, M =1, f =12 GHz, and
B ={2.5,5,10,100} MHz, in NLOS. These plots, based on different
segmentation of data (different window widths in the frequency domain), permit a

simple 2D visual test of the MND of Re {fl[f"’t""]} for each case. As it was

w,v

expected, the early conclusion is that B = 2.5 MHz offers the better fit to MND
(Figure 3.7.a), and the worst case is obtained for B =100 MHz (Figure 3.7.d).
This conclusion is reached due to the samples are well distributed inside of the
constant variance surfaces for B = 2.5 MHz. Note that h,; and h,, are the

entries of the MND vector. Similar results were visualized for the imaginary part.

Although there exist a good fit for B = 2.5 MHz using the 2D visual test
presented in Figure 3.7, the data plotted in these graphics do not include the
associate probability value, for both the samples and the surfaces. In Figure 3.8, it
is then plotted the surfaces of constant variance with the associated probability
density values obtained from (3.26). Besides, it is also included the data samples of

Re {ﬁg‘f“”]} based on (3.26) and (3.29). The 3D visual analysis of these new

results indicates that B = 2.5 MHz is not the bets option to follow a MND in the
MIMO data (and then use the data for covariance estimations), and therefore
B =5 MHz can be the best option, which still follows a non-frequency selective
channel for the analysed indoor scenarios.

Finally, if it is desired a reliable test of the frequency segmentation effects
on the experimental MCND of MIMO data and for higher matrix dimensions, the
multidimensional axes of NM -dimensional ellipsoids make difficult the visual
test, and then more efficient techniques should be applied (addressed shortly).
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d

Figure 3.7. Surfaces of constant variance to test the MND of MIMO data (real part of ﬁ[j";f“] ):
theoretical and experimental results for N =2, M =1, f. =12 GHz in NLOS, with a)
B =2.5MHz,b) B=5 MHz,c) B=10 MHz,andd) B =100 MHz .
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Figure 3.8. PDF of MND to test the normality of MIMO data (real part of }Al[uﬁ‘;f"‘] ): theoretical
and experimental results for N =2, M =1, f =12 GHz inNLOS, witha) B =2.5 MHz,
b) B=5 MHz,c) B=10 MHz,andd) B =100 MHz .
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On the other hand, for complex normal distribution analysis (in a sounder
point of view), it will be also introduced the notation for the matrix variate
complex normal distribution (MVCND) [24]. The complex random matrix

H[ﬁ'{f”'] e CMM is said to have a MVCND,

B Ny (M, 3 e sl (3.30)

with complex mean matrix M, € VM and complex covariance matrix
st @ 227, where =71 > 0 and =71 > 0, if

vec (Ifl[jvf]) ~ Ny (vec(Mﬁ,ZE’};Tq ® 2['.’;']) (3.31)

T

being E[;’R’T'] e CMN and E[m”T’T'] e CY™M the complex covariance matrices at the

RX and TX sides, respectively. The primary implication of this definition is the
Kronecker separability of the MIMO channel, which is not a proper approximation
in some electromagnetic propagation conditions [25]. Under the Kronecker

assumption, the PDF of a s given by [24]:

w,v

¥ det (2[’”'])7% :

Ty

P (ﬁ[ﬁ"t“"]) = (27) 7 det (2[;;’7'])7

w,v

- % (2‘%7,})71 (ﬁ[ﬁ,&tﬁ.] _ M],) (2[;;,7'])71 (I?I[f"’t“”] — M‘T)H

w,v

(3.32)
-exp {Tr },

which is derived from (3.25) using

sl =3kl g3l (3.33)
det (207 2[:;'])_% = det(xl” '1)_% det (2,[;;7'1)_% , (3.34)

and
(=le 2@;’['])_1 = (2&,”{'1)_1 ® (zﬁ;ﬁ'])_l. (3.35)

i1

{ﬁq}, with ¢ ={1,2,---,NM} and 9, > ¥, --- > ¥y,,, are given by the product

If the Kronecker separability is assumed, the 32 eigenvalues, denoted by

between the eigenvalues of 2&’;’7'}, {ﬁf’“}, and the eigenvalues of EEL’T’T'}, {19? } ,

hence
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9, = Oy (3.36)

where j = {1,2,---,N} and j = {1,2,---,M}.

As it was earlier indicated in (2.9) and (3.19), if the covariance matrix
estimation is based on the Pearson’s product moment correlation method [6], the
complex correlation matrix is the same as the complex covariance matrix
calculated from standardised random variables, this means that (3.15) is then given

by ﬁ] [foto]=H'[f1,)] /\/var(ﬁf;;ﬁ“ [£,t.]), and then used in (3.19) by

mean of (3.16). Hence, the new estimated complex covariance matrix, fl[;;” ! from

=7 <[v.]

(3.28), denoted from now on by ¥, , is exactly the FSC MIMO matrix, R0

from (3.19) using all W and V windows, which is a Hermitian positive

=|fi,t.
t] - denoted from now on by H{w ],

‘semidefinite’ matrix. This implies that I?Iw
has a singular MVCND [24], and both the PDF of ﬁ[ﬁ‘f‘], from (3.25), and the

[f,,.th.] =[]

PDF of ﬁw, , from (3.32), do not exist, because 3; > 0, being impossible to

L
compute (E[x ’ }) . Based on the CP proposed in this Chapter, this problem is

=,

overcome since ﬁg&;&o > 0, which is the closest to X, ~ > 0, being possible to

=it
obtain p[Hgﬂ, ]] from (3.32).

=|fit.
Consider now the case where no CP is applied. For H[ ,U]

"

2

E

— =[finte =lv,7' =lv,7'
=M, € CV¥M | and cov [H[jv ]] = E[zH’ ] ® E[IT ], where

s

<lv.m] <lv. 7]

¥z, >0 and Yo, >0 with rank

):NT<N and
]

—lyr! . =|fi,t.
rank(EEfT’ ]) = M, < M (rank () denotes rank). Under these conditions, H[W

has a singular MVCND [24], denoted by

v, 7] <l

F\[ff"rth“] Ir
oo NNA,M (Mz,zzn 02¢ 211

H.,

N,,,Mt), (3.37)

if there exist matrices X € RV and Y € RM>*M with ranks N

respectively such that

and M,

r

={fi,t. . _
T Xty 4 M, (3.38)
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for some random  matrix J[,ﬁ';,t“'] ~ Ny u (O, Q[ff'] ® Q[ZT’T'}), with

u)7

Q¥ e >0 and Q[JZ’TV] e CM>M: ~ (. In this conditions

Ty

[l/T

X =xQl XA, (3.39)

S0l = yQl iy, (3.40)

Note that the analysis of this distribution is reduced to find the matrices X, Y, and

Q[;’]?’T']. These matrices can be reached by mean of an eigendecomposition of a

positive semidefinite matrix [6].

According to the definition of singular MVCND given in (3.37), if either at
the TX or at the RX the rank deficiency happens, i.e., N, = N with M, < M, or

=]

=|fit.
N, <N with M, =M, then ¥, >0 and HEJ,@ | has a singular MVCND.

Hence, for rank deficient MIMO channels, the singular MVCND is the most
suitable distribution for MIMO data analysis.

On the other hand, going back to the algebraic form given in (3.33), besides
of its implicit propagation approximation, it can introduce propagated errors when
the estimation of the CCMs are performed independently at both ends of the link,
which could increase the probability of EE”T'] >0 or E[;”T'] < 0. This error is
avoided if the normality data analysis is carried out checking (3.26) and applying

the CP to estimate IA{[IC,I’ITN%O, as it was presented in Figure 3.7 and Figure 3.8, but
with the visual limitations already addressed for higher channel matrix dimensions.

From a signal processing point of view, the MCND test is also useful to
perform a reliable power spectral density (PSD) analysis. If a multidimensional
process is MCND (a stationary process), the PSD can be then calculated by the
Fourier transform of the covariance matrix of the system [17]. For the MIMO case,

if the process H[ wl is MCND, the PSD matrix entries, for a PSD matrix denoted

u}’U

by S; 1, o, can be obtained by mean of the Fourier transform of the 33, entries:

Sijes = f [ [ sl slepmremm i dvdr'ds (3.41)
—00 =0

where ¢ is the spatial displacement according to |s| = ¢, < (MAzp, NAzy,),
Azp and Az, are the distances among antenna elements at the TX and RX

arrays, respectively, 2 is the 2D-directional information introduced by the space
domain, and ) is the free space wavelength. If the MCND is not fulfilled in the
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matrix I:I[ﬁ"t”']

w,v

wrong spectral information.

, the estimation of 877 £, based on the estimated if,t,;t, can give

[ﬁ‘?tﬂ‘]

w,v

Summarizing, if the stationary conditions of the process H is not

fulfilled, it is necessary to consider a channel with slowly variations in time (in a
channel sounder point of view), which is reached applying a correct windowed
average to calculate the mean and the covariance [19]. Therefore, the assumption
of multivariate normality is a key point for MIMO data analysis, but not so much
works have been focused in this issue. The understanding of the effects of the non-
normality, its relationship with non-positiveness of experimental FSC MIMO
matrices, and the theoretical multivariate and matrix variate distributions discussed
in this section deal the way for new researches in MIMO analysis based on
experimental data.

3.5.3.1. Multivariate normal distribution tests for MIMO data

The analysis of the constant variance surfaces (equation (3.29)), and the
experimental PDF multivariate distribution test (see Figure 3.8), are not enough to
determine MCND of MIMO data, being required reliable tests and not only visual
limited examination. Recently it has been studied and classified some of the many
of procedures to test the multivariate normality of data [20], which have not
limitations as the multidimensional axes of the NM -dimensional ellipsoids in
(3.29). The work of Mecklin and Mundfrom recommend many tests, including the
Mabhalanobis distances, multivariate Skeweness and Kurtosis, the Shapiro-Wilk
test, and the Henze-Zirkler test [21]. The Shapiro-Wilk and Henze-Zirkler test has
been used by Svantesson and Wallace over indoor MIMO measurements [22],
being a powerful test against distributions with heavy tails. Svantesson and
Wallace found that large MIMO systems show strong evidence of non-normality
but each channel coefficient can be close to a complex normal distribution. This
effect confirms the close relationship between the non-normality of MIMO data
with the non-positiveness of some FSC MIMO matrices in the case of large MIMO
channels and then large-scale covariance matrices.

Here, to test the normality of data for different frequency window widths,
the Skeweness and Kurtosis were first calculated to test the UCND of MIMO data,

i.e., to test the UCND of the H. entries, H i [ ]” The CDFs of Skeweness and

Kurtosis using the data obtained for all frequency bands were calculated for Zones
A and B and are presented in Figure 3.9 and Figure 3.10, respectively. It has been
included four different window widths, i.e., B ={2.5,5,10,100} MHz, where

W = {80,40,20,2} and I = {40,80,160,1600}, respectively, taking into account
univariate data from configurations N = M = {3,4,5,6,7,8}. It is worth to

indicate that a Skeweness around cero indicates good symmetry of the normal
distribution (for real or complex part), and the Kurtosis around 3 confirms the
normality of the data (also for real or complex part). The conclusion from Figure
3.9 and Figure 3.10 is that the experimental data has a close UCND (in both
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Figure 3.9. Skeweness and Kurtosis for UCND test of H,“/” [/:], with B = {2.5,5,10,100} MHz,
where W = {80,40,20,2} and I = {40,80,160,1600} , respectively, using entries from
configurations N = M = {3,4,5,6,7,8} : a) CDF of the Skeweness for the H. entries in Zone
A, and b) CDF of the Kurtosis for the H.. entries in Zone A.

Zones), and there exist a closer UCND in data if the frequency window width is
higher. Note that the real and imaginary parts of H 0 [ 5 } follow approximately the

same distributions, which guarantee the closer UCND. The results presented in
Figure 3.9 and Figure 3.10 also indicate that the assumption of univariate normality
for experimental data is not always fulfilled, but could be a good approximation for
higher bandwidths using VNAs. Despite these results, as it will be addressed in
Section 3.5.4, the higher frequency window is not the most suitable option for
correlation analysis due to linearity inconsistencies, becoming in a trade-off
between normality, linearity and number of samples.
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Figure 3.10. Skeweness and Kurtosis for UCND test of H’Z” [f:], with B = {2.5,5,10,100}
MHz, where W = {80,40,20,2} and I = {40,80,160,1600} , respectively, using entries from
configurations N = M = {3,4,5,6,7,8} : a) CDF of the Skeweness for the H. entries in Zone

B, and b) CDF of the Kurtosis for the H.. entries in Zone B.

On the other hand, for the synthetic channel H, the UCND of its entries was
also tested. In Figure 3.11 is presented the CDF of the Skeweness and Kurtosis for
Zones A and B. It was used 10’ realisations of the channel (see equation (3.2))
based on the estimation of Ry ;o (the CP was applied where it was necessary)

and taking into account the same configurations from the experimental data used in
Figure 3.9 and Figure 3.10. Note that the synthetic channels follow a close UCND
for all possibilities analysed here. The results presented in Figure 3.11 also indicate
that the assumption of univariate normality for synthetic data is not always
fulfilled, but it is an exceptional good approximation for the correlated random
generator used in this work (based on the coloring matrix of the system).



PhD. Dissertation, Alexis Paolo Garcia Ariza, UPV, Valencia, June 2009. 65

)

0.5+

Skeweness<abscisal

I I | I I I I |
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
Skeweness

Prob(’
, O
N

[N

Prob(Kurtosis<abscisa)
o
ol
T

o

2 2.2 2.4 3.6 3.8 4
Kurtosis
a)
; 1
o
2
©
Vi
123
S 05| -
[
8
~
28
8 o | | | | | | | |
a -1 0.8 0.6 0.4 0.2 0 0.2 0.4 0.6 0.8 1
Skeweness

= 1
@
o
@
Qo
©
M
2 o5 4
=]
=
5
<
g
T 0 | |

2 2.2 2.4 3.6 3.8 4

Kurtosis
b)
Figure 3.11. Skeweness and Kurtosis for UCND test of the synthetic channel entries, with
B ={2.5,5,10,100} MHz, where W = {80,40,20,2} and I = {40,80,160,1600}, respectively,
and MIMO configurations N = M = {3,4,5,6,7,8} : a) CDF of the Skeweness and Kurtosis for
Zone A, and b) CDF of the Skeweness and Kurtosis for Zone B.

Finally, a multivariate normal test has been performed to verify the MCND
of MIMO data. This test permits us to confirm the array dimension dependency on
the MCND. Here, the multivariate Skeweness and Kurtosis for MIMO channels

1 KR T (o (o] 3
b = rrr 0 30 30 3 ([ ) (B[ e
I K H'ZOCV OZ'ZO’Y'ZU

1 k=111 ] T (i (e 2

s = Wi ) (ST (B A e
1K 5= (=0 ( ) '

respectively, were calculated for H, (see equation (2.4)), where f][;ﬂ and /1,
can be obtained from (3.27) and (3.28). The CP was applied to fl[’,/’T'] when it was
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Figure 3.12. Skeweness and Kurtosis for MCND test of H.,, with B = {2.5,5,10} MHz, where
W = {80,40,20} and I = {40,80,160} , respectively, and N = M = {2,4,5,6,7} : a) CDF of
the Skeweness, by v, , for Zone A, and b) CDF of the Kurtosis, b, y,, , for Zone A.

r'

necessary to fulfil > > (0 [3]. Note that equations (3.42) and (3.43) can be

applied if and only if fl[;’T'] > 0. On the other hand, if VNA data is used, the

temporal variables and their indexes must be avoided in (3.42) and (3.43).

The MCND test has been performed for B = {2.5,5,10} MHz, and then
W = {80,40,20}, I ={40,80,160}, respectively. The MIMO configurations
N =M ={2,3,---,7} have been considered. Note that B =100 MHz was not
included, since visual results in Figure 3.7 and Figure 3.8 proved its deviation from
multivariate normality. Besides, this window width does not fulfil the linearity
conditions required for the MIMO data entries (to be addressed in Section 3.5.4).
The CDF of the multivariate Skeweness and Kurtosis for the cases described above
are shown in Figure 3.12 and Figure 3.13. Besides, Table 3.1 presents the
theoretical and experimental median values for both parameters in the same cases.
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Figure 3.13. Skeweness and Kurtosis for MCND test of H.,, with B = {2.5,5,10} MHz, where
W = {80,40,20} and I = {40,80,160} , respectively, and N = M = {2,4,5,6,7} : a) CDF of
the Skeweness, b, v, , for Zone B, and b) CDF of the Kurtosis, b, v, , for Zone B.

Under multivariate normality, it is expected by =0 and

by xyr = NM (NM +1) for the real and imaginary parts of H... Therefore, based

on the multivariate Skeweness results in Figure 3.12.a and Figure 3.13.a, it is then
proved that, if larger MIMO channel matrices, higher the probability of non-
normality in the MIMO data. It is worth to indicate that Figure 3.12 and Figure
3.13 depict CDFs only for the real part, the imaginary part followed similar
distributions, in the same way that UCND in Figure 3.9 and Figure 3.10. From
Figure 3.12.a and Figure 3.13.a, the MIMO configuration N = M = 2 follows the
closer distribution around cero for any B, even at lower outage values, i.e., <10%.
There exist also a good approximation up to N = M = 4, with closer values to
cero up to 20% outage. N = M =3 was not included in the figures because

readability. From Table 3.1, it is confirmed that 171 ny (the median value of by ;)
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is closer to ‘cero’ only for B ={2.5,5} MHz up to N =M =4. For higher
dimensions, only B = 2.5 MHz shows 51 yu ~ 0, but 172 i 18 not longer closer

to NM (NM +1). From Figure 3.12.b and Figure 3.13.b, it is proved that B has
a higher perturbation on b, v, than on b, v/, depicting wider dispersion for larger

arrays. Therefore, the MCND is not completely fulfilled for N = M > 4, since it
is increased the test deviation. If departures from 171 vy ~0 and

l;ZNM ~ NM (NM +1), in Table 3.1, are taken into account up to N = M =4

for B ={2.5,5,10} MHz (Zones A and B), it is then proved that B =5 MHz is

the most suitable option for MCND channel characterisation based on the current
data obtained with a VNA. Note that these results differ from the UCND test
depicted in Figure 3.9 and Figure 3.10, where the matrix dimension did not affect
the test, being B = 100 MHz the best option only for SISO channels. According to
the MCND test, the parameters B =5 MHz, W =40, [ =280, and
N =M ={2,3,4} offer a reliable experimental MIMO channel analysis. These

configurations are used in Chapter 4 for metric comparisons between 2 and 12 GHz

Finally, note that the multivariate normality of MIMO channel matrices and
the positiveness of FSC MIMO matrices have strong liaison. If larger channel
matrices, higher the probability of non-normality in the MIMO data and higher the

Table 3.1. Median values of the Skeweness, b v, » and Kurtosis, b;NM , for MCND test of H.,,
with B ={2.5,5,10} MHz, where W = {80,40,20} and I = {40,80,160}, respectively, and
N =M ={2,3,4,5,6,7} for Zone A and B.

Zone A
MIMO Theoretical B=2.5 MHz B=5 MHz B=10 MHz

NxM Kurtos. | Skewe. | Kurtos. | Skewe. | Kurtos. | Skewe. | Kurtos. | Skewe.
2%2 20 0 15.820 -0.0099 16.763 0.0006 16.353 -0.0313
3x3 90 0 108.53 0.0207 104.72 -0.1515 96.601 0.2119
4x4 272 0 386.35 -0.1626 342.29 -0.1836 306.49 0.3708
5x5 650 0 972.10 1.2574 858.46 0.6715 774.96 -5.4930
6%6 1372 0 2035.8 0.7920 1749.2 -16.765 1570.5 11.486
<7 2450 0 3784.3 2512 3268.3 -66.511 2927.0 -73.281

Zone B
2%2 20 0 17.943 0.0016 16.450 0.0111 15.983 0.0012
3x3 90 0 103.40 0.0022 95.196 -0.0153 84.746 0.1395
4x4 272 0 359.01 -0.0379 332.44 -0.2759 291.77 0.2615
5x5 650 0 935.92 0.7855 798.70 -2.9097 704.68 -5.2130
6x6 1372 0 1963.3 -4.1867 1656.5 -1.7340 1468.5 -18.396
<7 2450 0 3614.0 16.224 3047.6 115.47 2793.5 -65.657
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probability of being non-positive definite for the FSC MIMO matrices (see Figure
3.1, Figure 3.12, and Figure 3.13). This behaviour was observed in the two
scenarios studied in this Dissertation.

3.5.4. Linearity of the MIMO data entries

Consider a non-frequency selective MIMO channel fulfilling MCND and
linear relationship between the channel entries. In such conditions, from a VNA

. . H env . Denv Denv
point of view, the R, entries, denoted by R " =

i, 0s > where env indicate

envelope, can be calculated by the Pearson’s product moment correlation using the

windowed samples ‘H fl.] from (2.2), as follows

- 1 "=
env em; w
ij,ls — W § : i, /9 ) (344)

= ] (g ) e 16 - e 140
Jvar (i3 [ ) var(HE° [4])

-1

2

Denv,w __ =
15,0

. (3.45)

2
: (3.46)

N

-1

war (572, ) = § X ] - (7 ),

Il
o

sz lnl) = 2\ ! 547)

Note that (3.45) denote a usual estimator for envelope correlation coefficients [26].
The CDF of the envelope correlation coefficients for Zone A and B with
Azy = Azp =2.5 cm for all frequency bands is shown in Figure 3.14. It is

included four different window widths, i.e., B ={2.5,5,10,100} MHz, where
W = {80,40,20,2} and I = {40,80,160,1600}, with N = M = {3,4,5,6,7,8}.

A first inspection shows a clear bandwidth dependence in the correlation
coefficients, which are reduced if the frequency window width B increases. How
it was addressed before in this chapter, these results are usual because the
correlation between frequency bin samples reduces with the bandwidth.

On the other hand, MIMO matrix dimension effects are also found if the
window width is constant, which is a clear multidimensional effect, since the same
spatial reference for all frequency bands was used. For Az, = Az, = 2.5 the

CDF were calculated using simultaneous acquired data. Note that an abrupt change
around higher correlations values (around 0.9) in the distributions happened for
lower array dimensions, i.e., M = N = 3. These variations are a consequence of
the lower available samples with such array dimensions, which increase the
probability to reach high correlation values.
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Comparing distributions for individual B values, the differences are reduced
for frequency flat channels, i.e., 2.5 and 5 MHz, which are within the coherence
bandwidth for the environments tested in this Dissertation. Hence, narrow window
widths show desirable characteristics for MIMO channel analysis. Note that Figure

elements, which not include
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elements, with B = {2.5,5,10,100} MHz, where W = {80,40,20,2} and
I = {40,80,160,1600} , respectively, and MIMO configurations N = M = {3,4,5,6,7,8} :
a) Zone A, b) Zone B.

Figure 3.14. CDF of the envelope correlation coefficients for 2.5 cm among antenna
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the multivariate behaviour of the channel matrix as it was analysed in Section
3.5.3. Therefore, for the MIMO data used in this Dissertation, B equal to 5 MHz is
still the most suitable bandwidth for MIMO channel analysis following MCND in
this scenario. Note that 2.5 MHz and 100 MHz were discarded from Figure 3.8,
and 10 MHz did not fulfil at all the text from Table 3.1.

On the other hand, if the MCND and the linearity are fulfilled, ij% should

env

be the most approximated coefficient to R/, . Otherwise, if it is considered a non-

MCND, or a non-linear relationship between ‘ﬁ Z“J [ f | ‘ and ‘H ” Vils = ij,

the Pearson’s product moment correlation can gives wrong coefficients. Therefore,
once it has been tested the MCND of the MIMO data in Section 3.5.3, the next step
is then to test the linear relationship between the entries of H., to be sure about the
results presented in Figure 3.14. This analysis is performed with the correlation
ratio [27], denoted by 7;; 4, . This coefficient is estimated in the same way that the

Pearson’s product moment correlation, using the frequency bin samples per
window, with averages in the time domain, and finally averaging using all
frequency windows:
o)1/ 2
)

|\, e, (G, -
Nijes = - 2 ) ‘
N Sl [ gl |
1 W=
Nij,es *W - L;,esa (3.49)
where ‘HU /5| contents all samples both the ‘f[g“ [ f}.]‘ sequence and the

‘ i [fl,]‘ sequence. Note that ‘ﬁf;“ [f,]‘ and ‘ﬁff [fl,]‘ have the same number of

samples, I, and 7, ., is calculated between couples of the H., entries.

If the relationship between ‘ﬁ[;’“ [j}.]‘ and ‘ﬁzw [f.]‘ is linear, then

DENv

Nij.es = I 7, otherwise ;]”2’5 < ;s <1.1In Figure 3.15, it is shown the CDF of
the correlation ratio coefficients, 7, ,,, for the same cases presented in Figure
3.14. The results in Figure 3.15 show a frequency window width dependence in
M;j.0s » in the same way than in R/, coefficients. The main differences in Figure
3.15 compared with Figure 3.14 is that always is estimated a 7;; ,; higher than 0.8,

even with B = {10,100} MHz, which follows the restriction R['}, <, , <1.
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Henv
15,05

with B = {2.5,5} MHz. Note as well that the distributions for B =100 MHz
follow a different shape, and that 7, also has MIMO matrix dimension

These results also indicate that the most reliable coefficients are calculated

dependence.
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Finally, to test the linearity for the measured MIMO channel transfer matrix
entries, using H, from (2.3), the mean square error between Nij.0s and ~Z‘j”[f’& is
calculated. The CDF of the linearity error for all obtained MIMO data in Zones A
and B, for the same configurations presented in Figure 3.14 and Figure 3.15, is

shown in Figure 3.16.
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Figure 3.15. CDF of the correlation ratio coefficients 7; ,, for 2.5 cm among antenna elements,
with B = {2.5,5,10,100} MHz, where W = {80,40,20,2} and I = {40,80,160,1600},
respectively, and MIMO configurations N = M = {3,4,5,6,7,8} : a) Zone A, b) Zone B.
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Based on these results, it is proved the lost of linearity according to the
MIMO matrix dimensions for the measured MIMO data, and also according to the
frequency window width used for the segmentation of the spectrum around each
central frequency f.. If larger MIMO channel matrices are included in the analysis,

higher is the lost of linearity. Moreover, if wider frequency windows are used for
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Figure 3.16. CDF of the linearity error for 2.5 cm among antenna elements, with
B =1{2.5,5,10,100} MHz, where W = {80,40,20,2} and I = {40,80,160,1600}, respectively,

and MIMO configurations N = M = {3,4,5,6,7,8} : a) Zone A, b) Zone B.
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segmentation, higher is the lost of linearity.

From the proposed set of window widths B = {2.5,5,10,100} MHz, the

conclusion from Figure 3.16 is that 5 MHz is still the most suitable window width
for reliable MIMO channel analysis, as 2.5 MHz is not the closest to the MCND
for N = M < 5 (see Table 3.1). The mean linearity error for B = 5 MHz is about
0.25, with lower values for N = M <5 (for zones A and B). Of course, other
window width alternatives can be proposed between 2.5 and 5 MHz, but taking
into account the samples restrictions, i.e., the 2.5 MHz include lower samples than
5 MHz in each segment. This issue is addressed in Section 3.6.

The results presented above, and in the last section, indicate that both the
MCND and the linearity tests should be performed for all type of MIMO data if a
reliable channel analysis is desired [28]. Besides, for the application of multivariate
normality tests, the positiveness of the experimental covariance matrices is a
mandatory characteristic for Skeweness and Kurtosis (also for Mahalanobis
distances [20]). In cases where this characteristic is not fulfilled, the CP is a useful
tool. It is worth to indicate that there is enough room to continue a research in this
issue, where it is observed a strong relationship between non-normality of MIMO
data and non-positiveness of FSC MIMO matrices.

Finally, let me indicate that many of the problems treated in this chapter are
linked with how the FSC MIMO matrices were estimated from the MIMO data,
i.e., using the well know Pearson’s product moment correlation. Hence, this
Dissertation open a question about the possibility to use new estimation techniques
for large-scale MIMO complex correlation/covariance matrices obtained from real
world measurement data. This question should be followed taking into account the
realistic measurement channel problem, where it is used non-perfect (and non-
linear) measurement devices to sense electromagnetic plane waves (homogeneous
and inhomogeneous) propagating in frequency-dependent complex environments.

3.6. FSC matrix estimation techniques under low-
sampled data sets

A novel possible solution for the estimation of correlation/covariance
matrices using low-sampled data sets is the shrinkage covariance estimator (SCE)
for large-scale covariance matrices where sparse data are presented [29]. This
method guarantee a minimum mean squared error, well-conditioned, and always
positive definite FSC MIMO matrix, even for small sample sizes, i.e., when
I <MxN. As it is addressed in [29], even with [ ~ M x N the covariance
matrix obtained by the Pearson’s product moment correlation presents eigenvalues
out of the expected values. Note that this possibility was already analysed in this
chapter for the array configurations 9x9 with I =80 (see Figure 3.1). The
eigenvalues distribution of the experimental FSC MIMO matrices for this
configuration showed the highest probability of being non-positive definite.
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The SCE for large-scale covariance matrices can be a promising method for
experimental MIMO analysis, complementing the CP proposed in this PhD
Dissertation. In the same way that the CP [3], all the resulting covariance matrices
calculated with SCE are always positive definite, even with I < M x N, which
become it in a interesting method for measurement/sounding of MIMO channels.
These two novel techniques can reduce vastly the time to perform a MIMO channel
measurement campaign. The main implication of this method is the distribution of
the FSC MIMO matrices, which follow the Wishart distribution under MCND (see
Appendix A.2) for cases with K or I > M X N.

3.7. Conclusions

In this chapter, it has been introduced a reliable synthetic generation
procedure for MIMO channels based on real MIMO data obtained from VNA
measurements. For the synthetic generation, it has been proposed the well know
coloring matrix method. This method is carried out performing the Cholesky
factorisation of the estimated FSC MIMO matrix, obtaining then the coloring
matrix of the MIMO system, which is finally used for the generation of thousands
realisations of the MIMO channel.

Based on experimental results, it has been also proved that a complex FSC
MIMO matrix estimated from real measurement data can be indefinite, being the
Cholesky factorisation unsuitable. Moreover, it has been demonstrated that this
effect is more probable for large-scale MIMO arrays, appearing higher negative
eigenvalues.

In order to make the estimated FSC MIMO matrix positive definite and
useful to apply Cholesky, a simple and iterative CP based on the AP method has
been proposed. Using specific parameters and number of iterations according to the
MIMO matrix dimensions, this procedure finds the Hermitian positive definite FSC
MIMO matrix with unit diagonal which is the closest in the Frobenius norm to the
original FSC MIMO matrix. In this sense, the proposed procedure can reduce the
overall time to carry out a measurement campaign, and then the channel analysis,
due to the reduced number of samples that it is possible to use to calculate the
experimental FSC MIMO matrices.

The performance of the CP has been investigated for different array
configurations. It has been checked the eigenvalue distribution of all estimated FSC
MIMO matrices, following an adjustment of all matrices detected as non-positive
definite. Results suggest a careful selection of the CP parameters (ol and ¢) in
order to guarantee a 100% success rate and a minimum impact on the CDF of the
eigenvalues of the FSC MIMO matrix. Lower values of tol and more iterations are
required for large-scale arrays. Besides, optimum values for €, ,, were found for

min

different array dimensions, which can increase the performance of the CP.
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Once ensured the positiveness of all FSC MIMO matrices, the Cholesky
factorisation has been used to generate as many MIMO channel samples as
necessary to assess the ergodic and outage (at 1% and 10%) capacities. Results
have proved that the MIMO capacity is not significantly sensitive to the parameter
€ once the positiveness is assured. These results guarantee the reliability of the
MIMO channel characterisation presented along this PhD Dissertation.

In this chapter, the intrinsic relationship between the non-positiveness of the
FSC MIMO matrices with the non multivariate normality of the MIMO data for
large-scale channel matrices has been also addressed. The non multivariate
normality is increased with the array sizes, even when the normality of the MIMO
channel entries is guaranteed (SISO case). This chapter has presented the theory
about MCND and MVCND, being as well tested the UCND and MCND of the
MIMO data for different array sizes and frequency window widths, being found the
most suitable configuration for experimental analysis. The MVCND was not tested
due to the current PDF function considers a Kronecker assumption for the
covariance matrix, which is not entirely correct for realistic MIMO channels.

As a possible source of inaccuracy for the covariance estimator applied in
this Dissertation, it has been also tested the linearity of the MIMO data entries.
This characteristic was verified for different array sizes and segmentations. Matrix
size and frequency window width dependency were observed in the linearity of the
MIMO data. If larger window widths and arrays sizes are used, higher non-linearity
is found.

For reliable experimental MIMO channel analysis there exist a trade-off
between normality, linearity and number of samples. It was observed in this
chapter that the assumption of multivariate normality and linearity is a key point
for MIMO data analysis, but not so much works have been focused in this issue.
The understanding of the effects of the non-normality and non-linearity, and its
relationship with non-positiveness of experimental FSC MIMO matrices, deal the
way for new researches in MIMO analysis based on experimental data.
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CHAPTER 4

EXPERIMENTAL MIMO ANALYSIS

4.1. Introduction

Chapters 2 and 3 have been addressed the MIMO channel measurements and
the synthetic MIMO channel generation, respectively. These chapters provided the
tools for a reliable MIMO channel experimental analysis, which is presented here.
The parameters to be addressed are the experimental MIMO channel capacity,
MIMO system eigenvalues, multipath richness, and complex spatial correlation.

It is worth to indicate that the goal of the analysis performed here is a
reliable statistical comparison of the MIMO channel characteristics among
different central frequencies in different propagation conditions. In this way, it has
been considered equal electric separation among antennas elements and a high
SNR regimen, as it was addressed in Chapters 2. These analyses are useful for
different standards applying MIMO techniques [1]-[4], and also for the future
cognitive radio systems (CRS) [5]. The frequency-dependent channel variations
could be one of the main challenges in the system design for CRS due to the many
band options and strategies considered in the cognition process of software radios
[5]-[7]. Take into account that during the system adjustment, part of the RF front-
ends remain constant, e.g., the antennas. These characteristics, including MIMO
[6],[8], must be considered for future system performance analysis.

On the other hand, in order to do a reliable MIMO channel characterisation
using the performed measurements, two independent sets of MIMO data, obtained
with the same system configuration (see Section 2.3), and in different indoor
scenarios (Section 2.2), will be considered. These characteristics provide
comparative results from channels in LOS and NLOS conditions, where different
materials (with different constitutive parameters) have been included. As it will be
verified in this chapter, the channel characteristics at f, = {2,2.4,6,12} GHz

present remarkable tendencies between the two chosen scenarios for MIMO
configurations N = M = {2,3,4}. Note that these MIMO configurations fulfil
MCND (Section 3.5.3.1), and follow the physical designs given at one wavelength
for the ULAs (see Figure 2.5) and the specified array sizes for current standards
applying MIMO [1]-[4].
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In this chapter, to determine the cumulative distribution function (CDF) of
the MIMO channel capacity, eigenvalues, complex spatial correlation and other
channel characteristics, and thereby the outage values, thousands of MIMO channel
samples were obtained following the procedure proposed in Section 3.2, and
applying the CP (Section 3.3) where it was necessary. Moreover, once both the
measured and the synthetic MIMO data have been tested in Section 3.5, this
chapter addresses: channel characteristics results, a comparative analysis,
validation of the software implementation and validation of the applied
comparative procedure. A full theoretical frequency dependent analysis for
wideband MIMO channels will be addressed in Chapter 5, where a new frequency-
dependent MIMO channel model is developed.

4.2. Experimental MIMO channel capacity

The capacity (or mutual information) analysis addressed in this section is
related to the capacity found by means of the normalized non-frequency-selective

stationary MIMO synthetic channel, H e CY™ (from equation (3.2)).

Comparative results between H, e ¢V (equation (2.4)) and H will be also
performed in order to validate the procedure. Take into account that M > N,

~ 12 2
E ‘H i =1 are followed.

=1,and F

4,

One hundred thousands samples of H has been generated to compare the
performance of the MIMO system in different propagation conditions and
frequency bands. The analysis is restricted to non-frequency-selective channels by
means of the 5 MHz segmentation introduced in Section 2.6. Besides, the channel
is assumed unknown at the TX and perfectly known at the RX. Under these

conditions, the experimental MIMO channel capacity, denoted by C, is given by
[91-[12]

C = logy |det

Pry —H
I, + X A"H
M M2

n

) 4.1

where P, is the total transmit power, U% is the noise power at the receiver and

I,, isa M x M identity matrix. The ergodic capacity, C, , of the MIMO channel

erg %

can be found by C, =E|C|, and the outage capacity at 2%, C,, . by
PlC<C

out,z%

]: 2%, where P[] indicates probability. Note that the capacity
analysis presented in this section is restricted to the experimental values found
using (4.1). For a theoretical analysis, close-forms of ergodic capacities for

different MIMO channels can be found in [12], where ideal i.i.d, spatial correlated,
double scattering and keyhole MIMO channels are analysed.
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In this section an ideal synthetic uncorrelated MIMO channel, i.e., an i.i.d
synthetic channel, will be used as reference for comparisons. The first analysis
among the chosen frequency bands is performed by means of the CDF of C
obtained for all matrix samples using (4.1).

In Zone A and B, the measured MIMO channel at different frequency bands
has shown changes (reductions compared with the i.i.d channel) in C for every
M x N case in LOS and NLOS; see Figure 4.1, Figure 4.2, and Figure 4.3 for
2x2, 3x3, and 4x4 MIMO configurations, respectively. Note that 4 x4 is
only reached for f, = {6,12} GHz due to the length restrictions at ULAs.

A fast inspection of the depicted curves shows a remarkable difference in the
capacity distributions between LOS and NLOS conditions, which is usual due to
the different correlation among the MIMO channel entries. For all analysed array
configurations and indoor scenarios, the experimental C' increases for NLOS
cases, being closer to the i.i.d channel in Zone B. This higher C' can be explained
due to the different constitutive materials (different permittivity and permeability)
of the building in Zone B. In this zone, the pillars were built of reinforced concrete
(see Figure 2.3), with concrete and brick based walls, which offer a desired rich
scattering environment for MIMO communications, increasing the system modes
and reducing the correlation among multipath components (this affirmations will
be verified in Sections 4.3 and 4.4).

On the other hand, for all M x N cases and scenarios, C' depicts frequency
dependency in the CDF. In Zone A, when the frequency increases, the capacity
drops. This reduction happens in both propagation conditions, with smaller
differences for NLOS. Besides, the reduction between the nearest frequency bands,
ie., 2 and 2.4 GHz, is not noticeable for NLOS cases in 2x2 and 3x3
configurations (see Figure 4.1.a and Figure 4.2.a). In Zone B, the capacity
reductions do not follow the same behaviour than in Zone A. For all MIMO
configurations in this zone, the lowest capacity is reached at f, = 6 GHz, but the

highest capacity is reached at f, =2 GHz in the same way than in Zone A. This

indicates that the constitutive materials for both indoor scenarios affect in a
different way the multipath propagation at higher frequencies, i.e., different
reflectivity and absorption at higher frequencies. For all MIMO configurations and
propagation conditions a higher capacity for f, = {6,12} GHz is reached in Zone

B compared with Zone A.

It is worth to indicate that the possible path loss effects over C at different
frequencies are overcame based on the matrix normalization performed in (2.4),
which is verified in Section 4.5.1. Besides, effects of the antenna gains (see Figure
2.8) are overcame based on the segmentation and normalisation performed in (2.2)
and (2.3). The only remaining effect is the antenna pattern variation (see Figure
2.9), which could be overcame using a full complex antenna measurement and
using it at the synthetic generation step. Despite these limitations, the comparisons
performed for the two different scenarios using the same measurement setup,
antennas and ULAs, verify a frequency dependency on the MIMO channel.
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Figure 4.1. CDF of MIMO channel capacity, C ,for M = N =2, SNR=10dB, with one
wavelength of elements separation, f, = {2,2.4,6,12} GHz in: a) LOS and NLOS in Zone A,

and, b) LOS and NLOS in Zone B.
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Figure 4.3. CDF of MIMO channel capacity, C , for M = N = 4, SNR=10dB, with one
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If it is compared the capacities at 2x2, 3x 3, and 4 x4 from Figure 4.1,
Figure 4.2, and Figure 4.3, respectively, a non-linear reduction (rising) is found for
larger arrays, compared with the expected capacity for i.i.d channels at the same
array dimensions. For example, for 4x4 at f ={6,12} GHz the capacity

distributions in Zone A and B depict close distributions to 2x 2 ideal cases in
LOS, and to 3 x 3 ideal cases in NLOS. This means, despite of the higher array
dimensions, the low multipath richness at those frequencies (as it will be addressed
in Section 4.3.2), and the higher spatial correlation (Section 4.4), affect the
experimental capacity and then it is never reached the ideal capacity of i.i.d
channels. Even lower capacities than the i.i.d channels for larger arrays are found.
Similar theoretical results were found in [12] for spatial correlated MIMO
channels, where a 4 x 6 MIMO configuration, with correlation levels around 0.9,
shows ergodic capacities to such levels as 2 x 3 configurations.

To simplify the analysis, in Figure 4.4 the C'ﬁ,.g and é/)ut,l

M =N ={1,2,3,4}, within the available frequency bands, for both indoor

scenarios and propagation conditions are depicted. The C,, and C,,,, capacities

5 capacities for

were always higher in Zone B than in Zone A, as it was addressed above based on
the CDFs. Besides, the differences between € and C’(}ut’l% are around 3 bits/s/Hz

erg

for both scenarios and propagation conditions.

In Zone A there are remarkable differences in the €. between the ideal

erg
case (i.i.d) and measurements in LOS and NLOS for all M x N cases. In LOS,
these differences are between 0.5 and 1.5 bits/s/Hz for 2 x 2, between 1.5 and 2.5
bits/s/Hz for 3 x 3, and between 4 and 5 bits/s/Hz for 4 x 4 . In NLOS, the relative
capacity reductions are slightly smaller than LOS, and the differences among
frequency bands are smaller. Thus, the reductions were between 0.2 and 1.2
bits/s/Hz for 2x2, 0.5 and 1.5 bits/s/Hz for 3x 3, and between 1.7 and 2.2

bits/s/Hz for 4 x 4. For C , the relatives capacity reductions were slightly

out,l

higher compared with € at the same configurations. Note that for both

erg
propagation conditions the highest capacities were found at f, =2 GHz and the
smallest at f, =12 GHz, which verifies the frequency dependence in the capacity,
even at low probabilities. For Zone B, reductions in C’m._q and ém,l% were also
depicted when both the frequency and the arrays dimension increased. The main
difference was at f, =12 GHz, which has the highest relative reduction only for

4 x4 in NLOS. Otherwise, f. = 6 GHz has the highest relative reduction.

The major conclusion from Figure 4.4 is that the experimental C‘ew and
C‘om‘l% show relative reductions with frequency in a non-linear tendency when the
number of antenna elements increase [13]. Besides, the capacity reduction among
the nearest frequency bands (at low centre frequencies) is not noticeable for NLOS
cases, even for different array configurations. It is worth to indicate that similar

relative capacity reductions and tendencies were found for ém,w% capacities [14].
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4.3. MIMO system eigenvalues analysis

From (4.1), the eigenvalue decomposition of the H'H e C"™" matrix (a
Hermitian positive semi-definite matrix) is given by
H'H=UDU", (4.2)

where D = diag {):l, A, ---,Xk} is the diagonal matrix of eigenvalues )\, € R, (the

eigenvalues of ﬁHﬁ) and U € C"* = [@@12 --- i1k ] the orthogonal matrix of the

corresponding eigenvectors ii; € C"*'. This decomposition is a useful tool for
MIMO system performance analysis [15]. While the number of the non-zero
eigenvalues, k (rank of ﬁHﬁ), reflects the spatial multiplexing gain, the
eigenvalues )\, represent the power gain of each spatial sub-channel (channel

modes). Under a spatial multiplexing (SM) scheme, and with equal power
allocation strategy (no water-filling techniques applied [11]), the channel capacity
can be also given as the sum of the achieved capacities by each spatial sub-channel.

Thereby, the channel capacity, C', can be given by [9]-[11]

Kk
C = Zlog2

1=1

P, ~
1+ MT;Q A,;]. (4.3)

n

Note that if M > N then k=N .

From an array signal processing point of view, 5‘1 is the mean energy of the
received signal when applying the vector U: as spatial filter at the arrays [15],
being 1 the corresponding eigenvector for XZ. . Hence, the entries of the principal
eigenvector, U1, are the spatial filter weights that maximize the mean energy of the
received signal, and )N\l (the highest eigenvalue) is the maximum (in average) of the
received energy that can be achieved by spatial filtering.

On the other hand, one of the main advantages of the eigenvalue decomposition
(4.2) is that its eigenvectors are unit norm and mutually orthogonal, hence

a (ﬁH ﬁ) =1 Vi=1( (4.4)

i/ (ﬁHﬁ) il =0,Vi=l (4.5)

which guarantees that the different modes of the MIMO channel are uncorrelated,
and therefore, signals in such modes are uncorrelated. This characteristic gives
more sense to the well known MIMO channel capacity (4.3).
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Besides, these orthogonal modes lead the way for the study of spatial
correlations effects, which have influence in the amount of energy carried by each

mode of the MIMO channel, i.e., the random values of each J,, being an useful

analysis for array processing. In the case of spatial filtering, each mode contributes
to the 2D angular power spectrum (APS) due to its directional characteristics [15].
Each MIMO channel mode is stronger in a specific direction, being J\, the highest

directive due to the associated eigenvector, 1, has all degrees of freedom.

In case of diversity techniques, where uncorrelated branches are necessary,
@, are perfect diversity branches, and ), denotes the power of these diversity

branches. This is possible due to the eigenvalue decomposition of H'H permit us

to use the k uncorrelated branches to obtain an uncorrelated channel, H.., as
follows

ﬁun - ﬁfjH (46)

Of course, the described useful characteristics on the application of MIMO
techniques require a complete or partial knowledge of the channel at the RX or at
both the TX and the RX, and usually can not be applied together.

Therefore, once we discussed all of these useful characteristics given by the

eigendecomposition of ﬁHﬁ, this section deals the effect of the frequency band
on each )\, as a measured of the MIMO system performance for the applicability of

SM, beamforming and diversity techniques. Note that each Xl. € R, is a random

coefficient, which reflects any of the particular MIMO channel characteristics,
including channel degenerations as the space-frequency degeneration at higher
frequencies.

In Figure 4.5, Figure 4.6, and Figure 4.7 the CDFs of the eigenvalues 5‘1 are

depicted for the same cases presented in Figure 4.1, Figure 4.2, and Figure 4.3,
respectively. Note that reference lines for the 50%, 10%, and 1% of outage
eigenvalues, and the 0 dB eigenvalue (in the abscissa), are included. Besides, all

curves follow Xl > ):2 > ---):k for the eigenvalue decomposition of H'H.

From the depicted CDFs, and comparing with the eigenvalues for an i.i.d
channel, significant reductions in the smallest eigenvalues at 50% are a general
tendency for all MIMO configurations. For lower probabilities (1 and 10 %) these
reductions happen for all eigenvalues, but with stronger reductions for the smallest
eigenvalues. Other general tendency is a stronger reduction in all eigenvalues for
LOS cases, which agrees with the capacity results presented in Section 4.2. In the
same way, strongest reductions in Zone A are at 12 GHz, and in Zone B at 6 GHz.
In Zone B there exists a stronger reduction at 12 GHz in the smallest eigenvalue for
3x 3 in NLOS (see Figure 4.6). For the same scenario, stronger reductions at 12
GHz happen for all smallest eigenvalues in NLOS for 4 x4 (Figure 4.7), which
follows the capacity results presented in Figure 4.3 for the same NLOS case. The
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3x 3 case in Figure 4.2 for NLOS does not show the lowest capacity at 12 GHz
because A, has the lowest contribution to the whole capacity (4.3).
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Figure 4.5. CDF of the H'H matrix eigenvalues for M = N = 2, with one wavelength of
elements separation, f, = {2,2.4,6,12} GHz in: a) LOS and NLOS in Zone A, and, b) LOS and

c
NLOS in Zone B.
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From a MIMO system point of view, the most suitable indoor scenario for the
application of SM techniques should follow a rich multipath environment where
many spatial sub-channels with high gains are available. This case is followed by
Zone B, which depicts higher eigenvalues for all MIMO configurations. This
means, in Zone B there are spatial sub-channels with higher power gains, even at
higher frequencies. This behaviour agrees with the capacity results addressed in
Figure 4.4.

Despite these useful results, note that in the 2x2, 3x 3, and 4 x4 cases,
the smallest eigenvalues, \,, A,, and J\,, respectively, have the lowest

contribution in (4.3). For 2 X2 case, the eigenvalue )\NQ is around 18 dB lower than

)N\l at 10% outage, and this difference is increased if the central frequency grows,

which is verified in all propagation conditions and scenarios. These reductions are
even higher at 1% outage values. It is worth to indicate that all eigenvalues
comparisons were performed at 1 wavelength separation among antenna elements.

Ifthe 3 x3 and 4 x4 cases are also compared, higher differences are found
between the lowest and the largest eigenvalue. At 1% outage for 3 x 3, these
differences reach up to 32 and 40 dB for NLOS and LOS cases, respectively. For
4 x4 at 1% outage values, these differences reach up to 36 and 44 dB for NLOS
and LOS cases, respectively. These results agree with the ergodic and 1% outage
capacity results presented in Figure 4.4.

The advantages of larger arrays are the new modes introduced in the MIMO
channel, i.e., A, for 3x3, and A\, and A\, for 4 x4, and an always bigger ).

Besides, this useful modes increase their benefit within the MIMO system for
higher power gains, which can increase the whole capacity and diversity gains. The
drawback is that the ideal channel is never reached (for example at 10% outage),

and for 4 x 4 configurations \, and \, go down to the power levels of \, and J,,

respectively (see Figure 4.7, LOS cases), reducing the applicability of SM at higher
frequencies in LOS conditions. Perhaps, the only option in such cases is to increase
the electrical separation between antenna elements, which at higher frequencies can
be easily reached, but with some limitation at the RF front-end owing to the higher
losses.

On the other hand, if it is considered the 1 % outage values, the 2 X2 cases
are not suitable for SM, and for 3 x 3 and 4 x4 the applicability of this technique
can be achieved based on the largest eigenvalues and applying water-filling
techniques [11] (needs channel knowledge at TX). Note that a possible assigned
power to ):3 for 3x 3, or to ):4 for 4 x4, could not contribute to increase the
capacity of the system, and they also have the worst performance at higher
frequencies. As it was addressed in Section 4.2, this behaviour is a result of an
increment of the correlation between the spatial sub-channels, and due to a lower
scattering at higher frequencies. These issues will be addressed in Sections 4.3.2
and 4.4. Finally, other important result from Figure 4.5, Figure 4.6, and Figure 4.7
is that the distribution depicted by Xl changes with frequency. This eigenvalue
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remains mostly constant for all array configurations in LOS and NLOS only around
50% outage (mean value).

4.3.1. Array gain and diversity effects

In Figure 4.8 the mean power gain of the eigenvalues Xl > ):2 > Xg, for
M = N =3 in LOS (left) and NLOS (right) conditions at Zone A is shown. Note
that only f. = {2,6,12} GHz have been included simplifying the view between 2
and 12 GHz. For comparisons, the mean power gain of the eigenvalues for an i.i.d
MIMO channel has also plotted. Note that for M = N = 3 the diversity order is 9,
indicating 9.54 dB of power gain, which is followed by the sum of the eigenvalues
of the i.i.d channel [16].

As it was addressed above, the results show that the mean power gain
associated to the largest eigenvalue, ):1 , remains constant while the central
frequency increases, which happens in LOS and NLOS conditions [17]. Therefore,
the effect of the central frequency on the array gain [16], given by ):1 , is negligible,

being this value almost constant around 10log,, F ()N\l) ~79dB for M =N =3

(1.64 dB lower that the diversity gain). Note that ideal channels for larger arrays
are not addressed with the analysed scenarios and ULAs, and then the upper bond

array gain (m +N )2 [16], i.e., 10.79dB, is never reached. Despite, the array

gain remains mostly constant and close to this value (the rest of energy is carried
by the other modes), even at higher frequencies, and only slightly reductions are
found for 2x2 (see Figure 4.5). For 3x3 and 4x4 slightly increases are
perceived at 6 and 12 GHz (see Figure 4.6, Figure 4.7 and Figure 4.8 in NLOS).
Similar results for other configurations and propagation conditions can be easily
obtained from Figure 4.5, Figure 4.6, and Figure 4.7.
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Figure 4.8. Mean power gain of the H'H matrix eigenvalues, Xl > XZ > 5\3 ,for M =N =3,
with one wavelength elements separation, f, = {2,6,12} GHz in LOS and NLOS in Zone A.
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On the other hand, the mean power gain associated to the second and third
eigenvalues in Figure 4.8 decreases considerably with the central frequency, with
less proportion in NLOS conditions, how it was also described above for other
array dimensions. The lower values, compared with the i.i.d. case, indicate an
increment of the spatial correlation among the spatial sub-channels, which is
related to a reduction of multipath richness. This result indicates higher
directionality at higher central frequencies, which also indicates lower spread of the
double-directional APS [15]. It is then concluded that higher central frequencies
reduce the diversity gain (the sum of the experimental eigenvalues) and depict a

clear increment in the double directionality of the channel, i.e., A, is the most

predominant value and then the highest directive associated eigenvector, i,
governs the channel propagation.

The eigenvalue analysis from the H'H matrix also indicates some
restrictions for the applicability of SM techniques at higher frequencies due to the
low power of some orthogonal modes of the MIMO channel at both propagation
conditions and scenarios. On the other hand, for the applicability of beamforming
techniques [11],[15] restrictions are not found. If a central frequency around 6 or

12 GHz is considered, the eigenvalue Xl remains constant for all analysed cases at
the same levels than 2 and 2.4 GHz. Besides, at 12 GHz slightly improvements are
found for A (see Figure 4.8 in NLOS), indicating better performance for the

applicability of beamforming due to the higher correlation among the spatial sub-
channels. If beamforming is applied, it is worth to indicate that the TX must know
perfectly the channel to achieve both diversity and the depicted array gains, being
the array gain independent of the degree of correlation among antenna elements
[18]. The results presented in Figure 4.8 and a reliability test of the estimated
covariance matrices can be useful for future analysis of beamforming performance
[19].

On the other hand, the noticeable correlation increment characteristics (low
power carried by lower eigenvalues) in the curves at Figure 4.8, will be a drawback
for diversity systems and the application of ST coding [18],[20], particularly in
LOS conditions, and where no channel knowledge is necessary. Note that if ST
coding is applied no array gain is achieved due to w is unknown at the TX. In
Section 4.4 is addressed the correlation effects by means of a complex spatial
correlation analysis of the experimental MIMO channel, which verify the results
presented in this section.

Finally, based on the results presented in Figure 4.8, and in the CDFs
depicted in Figure 4.5, Figure 4.6, and Figure 4.7, it is clear that water-filling
techniques are necessary at higher frequencies for SM. Applying water-filling,
improvements of the channel capacity and array gain are achieved. Again, this
implies a complete knowledge of the channel at the TX side.
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4.3.2. Channel multipath richness

Following the eigenvalue analysis of the MIMO system, Figure 4.9 shows
the CDF of the trace of ﬁHﬁ, ie., Z):i , as a measure of multipath richness.

Again the M =N =3 MIMO configuration is chosen at Zone A just for
comparisons. This zone was selected because depicted the worst performance in
the previous eigenvalue analysis (see Figure 4.5, Figure 4.6, and Figure 4.7).

In Figure 4.9 it is noticeable the differences in terms of the central
frequency, where higher differences are found for lower probabilities. Smaller
power gain eigenvalues dispersion means higher multipath richness, and this

happens in NLOS condition, as it was expected. Note that at 50%, Z):l remains

close to 9.54 dB of the diversity gain described in Section 4.3.1 for i.i.d channels,
but lower values are found at higher frequencies.

The results confirm that at higher central frequencies the multipath richness
of the channel is reduced, in this case about 4.5 dB between 2 and 12 GHz in LOS
condition at 99% of reliability. Even in NLOS conditions the multipath richness is
lower at higher frequencies, but in a less proportion, i.e., 2.5 dB between 2 and 12
GHz. These differences indicate about 50% less multipath richness at 12 GHz in
NLOS compared with 2 GHz, and much lower in LOS. For 6 GHz, these
differences are 2 and 1 dB for LOS and NLOS conditions, respectively, at 99% of
reliability.

From a system performance point of view, the reduction in the multipath
richness is a drawback for SM and diversity techniques, and in this specific case
(the worst) the performance can be reduced in more than 50% for both propagation
conditions at 12 GHz, and in more than 10% at 6 GHz. Note that 2 GHz is used as
reference at 99% of reliability.
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Figure 4.9. CDF of Tr {ﬁHﬁ} for M = N = 3, with one wavelength of elements separation,
1. ={2,6,12} GHz, in LOS and NLOS at Zone A.



98 Modelling and Experimental Analysis of Frequency Dependent MIMO Channels

It is worth to indicate that the reduction in the experimental multipath
richness is not only a consequence of the multipath propagation at each frequency.
For all cases analysed in this Dissertation, it should be taken into account that the
vertical antenna patterns of the UWB antennas change its shape between central
frequencies (see Section 2.3.3), which also modify the perceived multipath. At 6
and 12 GHz many side narrower lobes appear, and then the multipath contributions
in those directions are higher correlated. This behaviour is also perceived in the
performed channel analysis. Despite these differences, the goal of the analysis done
in the last sections, and the subsequent channel analysis, is a complete
characterisation of the realistic experimental radio channel and its frequency
dependency at different scenarios. This experimental characterisation allows us a
complete understanding of the frequency dependent propagation phenomenon
including components at the RF front-ends that can not be modified, e.g., in case of
CRS.

4.4. Spatial correlation analysis

Frequency dependent effects on the eigenvalues of the MIMO system (and
capacity) are also reflected on the spatial complex correlation coefficients (SCCC),

denoted by R;; ,; (see equation (2.8)). For the analysis and reliable comparisons

between different frequency bands, the SCCC was estimated at one wavelength of
separation among antenna elements at both the TX and RX, i.e,

{Vi=si=(+1);¢={1-- N}, and {Vi=0j=(s+1);s={L--,M}},
respectively (SNR > 15 dB). The Pearson’s product moment correlation was also
used for the estimations, in the same way than equation (3.44):

B 1 W=l

Rij s = W > B @D
w=0
-1 _ _ - '
~ oy <H;;’w w e (5]~ (1 [41),|
v, = 2 : , 4.8)
\/V&I' )\/Var(Hh v D
var( AZ/‘”,S [fv}) =
o . 4.9)
1Sl (e o, - (A5 )

K,w 1[ [7h,w
<H11/f§ [ﬁ' >f = YEOHU/& (410)
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Note that these complex coefficients, R can be compared in magnitude

15,05 >
and phase. Besides, these coefficients are estimated from complex sequences, i.e.,

ITIZ’;” [£] and H[:*[f.], that can be represented by the complex vectors

¥ € C”" and hj;* € C™" as follows

by =[5 ) 2 () 1 (4] 1

by = [H (AL HES (5] 1 1] (4.12)

This representation permits to extrapolate the plane wave propagation phenomenon
by means of a geometrical interpretation:

-1 -
5 1) = (5 1),

=0

A (1) - (e (1), | =

- (e — (e 1), ) e - (1) @13

:(ﬁ;]w <H““[ﬁ:]>f)'(ﬁ?;w_<ﬁ?§w[f']>f)’

—

I-1 *
\/[H/ = {a5 ), | By~ (B 0| =
- f (4.14)
J[h;ns—wgms 50),] (57— (H5 L5, -
hZ/WZs B 1j/€s l' H
where (o) and |l indicate dot product and Euclidean norm (or Euclidean

distance), respectively. Under this geometrical interpretation, the angle ¢

between the vectors hzw and h%:* can be calculated based on
Ry, = cos(d5,,) =
(EZ-’“ —(Hy* [fz']>f) . (ﬁ?;“ —(Hp [fl']>f) (4.15)
b - (7 (1),

by — (5 [4]) |

Hence, equation (4.15), equivalent to equation (4.8), is the simplest way to do a
preliminary analysis of the directionality and spatial correlation at the TX and RX
arrays for a measured MIMO channel based on VNA. It is worth to indicate that for
non-synchronous measurement set-ups only power correlations can be calculated.



100 Modelling and Experimental Analysis of Frequency Dependent MIMO Channels

Ri‘}),fs
1“;18 = @, 1, for Zone A and B, with Az = Az, = 2.5 cm (see Figure 2.5),
for all frequency bands, are calculated. The data fulfilled B =5 MHz, W =40,
I'=80,and N = M ={2,3,4}. Besides, all possible virtual array combinations

within the current ULAs were used for calculations, where up to 13x13 elements
were available to achieve N = M = {2,3,4}.

In this section, the PDF of both the magnitude and phase

4.4.1. Magnitude and phase of the SCCC

Figure 4.10 and Figure 4.11 depict the PDF of the magnitude and phase of
the SCCC, respectively, for zones A and B in LOS and NLOS. Note that

and L RY

ijls

DW
ij,0s

;715 were calculated for both the TX and RX, i.e.,
{(Vi=ss={1,-- M};Vi=(L+1);¢={1,---,N}},
{Vi=060={1,- ,N};Vj=(s+1);5 ={L,---, M}}, respectively.

For Zone A, the LOS condition depicts high median correlation values for
both the TX and the RX (see Figure 4.10.a), which is usual in this propagation
condition. Besides, if the central frequency increases, the achieved median
correlation value increases as well. For fair comparisons see Table 4.1, where the
mean and median values of the magnitude, and the mean phase, of the SCCC are
shown. Note that two statistics for the magnitude of SCCC are included due to the
non-symmetric distributions obtained in some cases (see Figure 4.10).

On the other hand, correlation comparisons between the TX and RX show
that the mean and median values are higher at the RX side than at the TX side for
Zone A in LOS conditions. Besides, for both sides of the link, the mean and
median correlation values at 2 and 2.5 GHz are similar, and remarkable increments
up to 12 GHz are found. Only at the TX side the correlation at 6 GHz depicts
similar values than 2 GHz.

Useful comparisons based on previous analysis from Sections 4.2 and 4.3
and the current correlation results can be done. The capacity and eigenvalues
distributions depicted from Figure 4.1.a to Figure 4.3.a, and from Figure 4.5.a to
Figure 4.7.a, respectively, for LOS in Zone A, agree with the correlation values at
different central frequencies in Figure 4.10.a and Table 4.1. When the correlation
increases, the capacity and eigenvalues drop. Besides, if the NLOS and LOS cases
are compared, capacity and eigenvalues distributions reach higher values in NLOS
than LOS and show lower differences between frequency bands, which also agree
with the correlation distributions from Figure 4.10.a (NLOS case) and the
mean/median values from Table 4.1. Note that for this specific scenario in NLOS,
the correlation distributions (and mean/median values) at the RX show elevated
correlation values, even higher or similar than LOS for 2 and 2.4 GHz, which
indicates low angular spread and high directivity on the multipath components.
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Figure 4.11. PDF of LR, ,,, {Vj = s;s = {L,---,M};Vi=({+1);¢ = {L,---,N}}, and
{Vi=t;0={1,-~ N};Vj=(s+1);s ={L,--,M}}, for N =M = {2,3,4}, with one

wavelength of elements separation and f, = {2,2.4,6,12} GHz in: a) LOS and NLOS in Zone
A, and, b) LOS and NLOS in Zone B.
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Table 4.1. Mean values of

}NEWH‘ and 4}?7;1,195 with N = M ={2,3,4}, one wavelength of
clements  separation  for  {Vj=ss={l--M};Vi=({+1);¢={1,~,N}}, and

{vi:g;g:{17...7N};Vj:(5+1);s:{1,~~~,M}}, with f ={2,2.4,6,12} GHz, in LOS
and NLOS in Zone A and B.

Zone A
2 GHz 2.4 GHz 6 GHz 12 GHz
SCCC
LOS NLOS LOS NLOS LOS NLOS LOS NLOS
Magn. | Mean 0.38 0.46 0.33 0.42 0.59 0.56 0.65 0.58
RX Median | 0.81 0.90 0.86 0.86 0.92 0.41 0.96 0.85
Phase.
Mean -7.6° 1.46° 2.810 2.6 0220 | 0.220 -0.18 -6.88°
RX
Magn. | Mean 0.29 0.13 0.25 0.22 0.26 0.18 0.40 0.05
LR Median | 0.89 0.87 0.73 0.23 0.80 0.92 0.88 0.42
Phase
T Mean | 10.69° | -38.00° | 0970 | -4251° | 17.8° | -38.96° | 10.8° | -87.38°
Zone B
Magn. | Mean 0.39 0.08 0.31 0.11 0.26 0.14 0.45 0.12
RX Median | 0.93 0.88 0.12 0.36 0.87 0.92 0.72 0.66
Phase.
RX Mean 1610 | -41.410 | 3.410 1100 | 4260 | -47.140 | 225530 | -35.51°
Magn. | Mean 0.51 0.13 0.50 0.10 0.50 0.17 0.79 0.19
X Median | 0.46 0.17 0.94 0.37 0.93 0.47 0.96 0.03
Ph
Ti(se Mean | 16.59° -150 0.49° 7.20 21940 | 13910 | 5410 | -14750

This angular multipath behaviour in NLOS for Zone A means that strong
power multipath contributions in a specific direction are reaching the RX. These
characteristics can be verified from the phase distribution of the SCCC in Figure
4.11, where 0° indicates the aperture direction for the ULAs. Noticeable
directionality for NLOS condition at the RX side is shown (see Figure 4.11.a),
mainly at higher frequencies. Note that for LOS conditions similar characteristics
are followed. Besides, for NLOS at the TX, the phase distribution shows lower
directionality, with remarkable differences between LOS and NLOS. For fair
comparisons, the mean phase of the SCCC at the TX and at the RX, i.e., the mean
multipath AOD and AOA, respectively, are included in Table 4.1 for LOS and
NLOS conditions.

Note that for Zone A the TX and RX arrays were in alignment for LOS (see
Figure 2.2), and then angles around cero were found at both the TX and RX (see
Table 4.1). For NLOS, strong multipath components were travelling from one side
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of the environment (propagation from corridor to the laboratory room), and then
large negative angles were found at the TX (see Table 4.1 for NLOS conditions in
Zone A). Hence, the angular results from Figure 4.11.a and Table 4.1 agree with
the geometrical TX and RX positions in Zone A. Based on the multi-spectral
results in Figure 4.11.a (Zone A), higher frequencies show higher directionality in
the multipath components, and then higher spatial correlation is found, which also
agree with the results of mean power gain of the MIMO system eigenvalues in
Figure 4.8. It is worth to indicate that all locations in Zone A were used for SCCC
calculations based on (4.15), and then enough data were available for the
magnitude and phase PDF calculations.

On the other hand, if the magnitude and phase distributions for Zone B are
compared (see Figure 2.3, Figure 4.10.b and Figure 4.11.b) and the mean/median
values in Table 4.1 as well, it is then verified that this scenario offer better
conditions for the applicability of MIMO techniques, even at 12 GHz. As it was
depicted from Figure 4.1.b to Figure 4.3.b, the capacity in Zone B, compared with
Zone A, is enhanced, which agrees with the correlation reductions found in Table
4.1, mainly in NLOS at the RX side. As it was addressed in Section 4.3.2, these
results indicate higher multipath richness in this environment, which is verified in
Figure 4.11.b where different angular characteristics were found at different central
frequencies, principally in LOS. This frequency dependent channel characteristic
will be modelled in Chapter 5. Note that high directionality at 6 and 12 GHz is a
remaining characteristic in zones A and B. On the other hand, for Zone B in NLOS,
the TX/RX antenna locations (see Figure 2.3) agree with the angular values found
in Figure 4.11.b and Table 4.1. Negative mean angular values were found at the
RX, and more probable values were found around the aperture direction at the TX
array, which indicates strong effects on the propagation due to the corridor brick
walls in Zone B. Note that corridor effects at the TX in Zone A were almost
imperceptible, where the walls were wood made.

Based on the correlation and angular results presented above for both zones,
and the channel results addressed in Section 4.2 and 4.3, it is then verified that
beamforming techniques can offer better performance in LOS cases and higher
central frequencies (particularly in Zone A) due to the higher correlation between
the antenna elements, which enhances the largest eigenvalue of the MIMO channel.
On the other hand, these increments in the spatial correlation are a drawback for
SM and ST coding, since lower power is carried by the rest of orthogonal modes of
the MIMO channel if the central frequency increases. In these high correlated and
high frequency cases, water-filling techniques must be mandatory for SM, but
perfect knowledge of the channel is required at the TX. For ST coding, the
unknown channel it is becoming in a loss of performance at higher frequencies, and
according to the correlation results at 12 GHz for Zone A, this MIMO technique
for LOS conditions in this kind of scenarios can be prohibitive. In these specific
indoor environments, the application of orthogonal polarized antennas is a possible
solution for ST coding at high central frequencies. From the previous channel
analysis, it is then concluded that Zone B offers better conditions for the
applicability of SM and ST techniques between 2 and 12 GHz.
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To conclude this section, note that the mean phase results in Table 4.1 show
useful characteristics for angular channel parameter estimations between 2 and 12
GHz (or above). The multi-spectral MIMO channel measurements capture angular
information with different spatial resolution and fine scattering propagation at
higher frequencies, which can be exploited by parameter estimation techniques.

4.4.2. Angular estimations using ULAS

Sophisticate spectral or parametric methods can be applied for angular
estimations using ULAs [15]. If the current VNA data is used for that purpose, the
multiple signal classification (MUSIC) algorithm is a possible choice within the
spectral methods. This algorithm assumes that the signal and noise can be
separated in two orthogonal subspaces. Besides, for estimations, the Kronecker
separability has to be assumed (see equation (3.30)). Hence, the estimated CCM at
both ends of the link can be modelled by

s =y oy, (4.16)
SR > A (4.17)

where o2

n>o

I,,, and Iy, are the noise power, and the identity matrices of

dimensions M x M and N x N, respectively. It is worth to indicate that all
spectral methods assume spatial filtering either at the TX or the RX side, denoted

by x,x (¢r) € CM and xpy (o) € CM | respectively, where ¢ and ¢, are
the AOD and AOA, respectively. In this way, an angular spectral channel power
estimator, denoted by P (ng / R) , can follow the form [15]:

Sl s

p(¢T/R) = XIy/Rx <¢T/R)29«"T/RXTX/RX (¢T/R)a (4.18)

which can be used for azimuth angular estimations at the TX or RX sides based on
ULAs. Thus, for the MUSIC angular spectrum, the following spatial filers can be
applied [15]

(S57) " (6r) Ja” (or ) a(6r,n)

[v,7]

e (o) (S50 a(6r)

X7/ RX (¢T/R) = ) (4.19)

where a(¢;) and a(¢y) are the steering vectors at the TX and RX arrays,
respectively, and y is a parameter for adjustment the signal to noise subspace
suppression. The ULA steering vectors are given as follows [21]

o , T
a(¢r)= [1, e]ksm(@'),"',€]k(M71)Sm<©T> ) (4.20)
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. . . T
a(¢R) _ [17 e]k’sm(@g),.__76.]k(N71)s1n(d)R) 7 (4.21)

where k£ € R, is the wave number for plane waves propagation, which offer

multi-spectral resolution for angular estimations based on the current VNA data,
i.e., different wavelengths are available and then different angular components can
be detected as it was verified in Figure 4.11 and Table 4.1.

Thus, based on (4.18) and (4.19), the MUSIC angular spectrum is given as
follows

- a’ (¢T/R)a(¢T/R)
P(orn)= = : (4.22)
2 H S :
X0,a (¢T/R)(21‘T/R ) a’(¢T/R)
Note that equations (4.19) and (4.22) impose the restrictions fJ[fT’Tl] >0 and

alv T

¥, >0, where the CP could be useful in some cases. Besides, note that the

power estimation in (4.22) assumes continuous angular information, which
becomes into a sampled version as limited spatial samples are available using the
antennas elements at ULAs.

On the other hand, parametric methods can be also applied for angular
estimations [15]. These methods assume finite plane wave multipath components,
which are usually modelled by plane wave summations including angular, gain,
delay, and Doppler discrete parameters [21]. In this way, the limitations of these
methods are related to the complexity of the implemented models and the
ambiguity convergences according to the initial parameters assumed for the
models. For the current ULA configuration and VNA data, the well known
estimation-of-signal-parameters via rotational-invariance-techniques (ESPRIT) or
the space-alternating generalized-expectation-maximization (SAGE) algorithms are
possible alternatives for this purpose [15],[21].

Since the objectives of this PhD. Dissertation are not focused in channel
parameter estimation, these techniques are not addressed here. The only affinity to
this field is addressed in Chapter 5, where a new FD-DGUS MIMO channel model
is proposed, principally aimed to include multi-spectral resolution and wideband
characteristics within the discrete channel parameters. This new channel model can
be adapted to super-resolution channel parameter estimations based on parametric
methods.

4.5. Validation of the experimental procedure

Once different MIMO channel parameters were statistically compared based
on both the VNA data and the synthetic channel generation for different central
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frequencies, the intention of this section is to validate the applied experimental
procedure. First the isolation of the path loss is analysed, and then the synthetic
channel generator is verified based on both experimental and simulated data.

4.5.1. Isolation of the path loss effect

To assure a fair comparison at different central frequencies with isolation of
the path loss effect, Figure 4.12 shows the mean variation of the MIMO system

eigenvalues, i.e., <)\~i>, while the distance increases, for 6 and 12 GHz and array

configurations N = M =4 in LOS and NLOS in Zone A. Note that 6 and 12 GHz
were chosen due to their higher path loss dependence. As it was expected, the
eigenvalues remain mostly constant versus distance, with slightly reductions in the
smallest eigenvalues for longer distances in NLOS condition. This result confirms
the reliable normalization of the MIMO channel, performed in (2.4), which assures
the isolation of the path loss effect within the experimental data, and then in the
synthetic channel (3.2) used for parameters comparisons.

18 T T
150 6 GHz Zone A

12/ [m— 12 GHz Ay LOS condition ]

9, ]
6 "2 ]
3,
0 7L3 1
-3F i
-6F by
4
9r a\

Eigenvalue (dB)

_1 PR S ST S S S S S S S S RS S S S A ST S S T S S A S S S S S S
i.S 5 5.5 6 6.5 7 7.5
Distance (m)

a)

150 | 6 GHz Zone A ]
1of [—12 GHz 2 NLOS condition |

30 =

_6,
9 A ]
\v\
-1 ! | |
%LO 10.5 11 11.5 12
Distance (m)

b)

Figure 4.12. Path loss effect isolation: mean local eigenvalues variations vs. distance for
N = M = 4, with one wavelength element separations, 6 and 12 GHz, in a) LOS and b) NLOS
for Zone A.
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4.5.2. Capacity of the synthetic channel vs. measurements

Figure 4.13 shows comparative results of the experimental CDF MIMO
capacity, for both the synthetic MIMO channel, H, and the normalised
experimental MIMO channel H.. The MIMO configuration N =M =3 in

NLOS at 2 GHz with a SNR of 30 dB was used for comparisons. All snapshot
samples, K _, locations in NLOS, windows, W, and frequency bin samples, I,

were used for computation of H. , and one hundred thousands samples have been

used for H. It is worth to indicate that Zone A has been chosen for this analysis as
in Figure 4.12.

From Figure 4.13, a good fit between the CDF capacities of H and H. has
been verified, which indicates a good performance of the synthetic channel
generator based on the coloring matrix of the MIMO system (see Section 3.2) and
the experimental samples. It is worth to indicate that similar results for other
synthetic SNR values, array configurations and frequencies were found.

4.5.3. Synthetic channel generator: eigenvalues stability

Since the synthetic channel generator based on the coloring matrix of the
MIMO system used a limited number of samples (see equation (3.2)), the MIMO
system eigenvalues variation is a mandatory analysis for validations.

This analysis is required due to the random variables «;, in equation (3.2)

were computed based on software code taking into account a limited number of
samples, i.e., 1x10° samples for channel comparisons. Hence, for the test of the

effects of the number of samples, the CDFs of the eigenvalues of H'H for
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Figure 4.13. CDF of the MIMO capacity for N = M = 3, one wavelength elements separation,
at 2 GHz, NLOS, for the synthetic MIMO channel H and the measured MIMO channel H. .
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channel, and 5x10*, 1x10° and 2x10° samples.

N =M =4, using 5x10%, 1x10° and 2x10° samples, for an i.i.d channel, were
calculated. These results are depicted in Figure 4.14. The CDFs of )\, and Z \

confirm that one hundred thousands samples are enough for MIMO channel
analysis up to 1% outage values.

To conclude, the results presented in Section 3.5, Figure 4.12, Figure 4.13,
and Figure 4.14 validate both the procedures proposed in this Dissertation for
synthetic MIMO channel generation (Chapter 3) and the experimental channel
analysis performed in this chapter. Therefore, the MIMO channel parameter results
addressed in previous sections contain reliable remarks for MIMO systems designs
between 2 and 12 GHz.

4.6. Conclusions

The impact of frequency on the MIMO channel characteristics for two
different indoor scenarios has been investigated based on experimental multi-
spectral measurements between 2 and 12 GHz. The synthetic channel generation
proposed in Chapter 3 has been applied and validated, doing fair comparisons in
four different central frequencies under a high SNR regime. The results presented
in this chapter have shown useful remarks for designs and deployment of wireless
systems using MIMO techniques as beamforming, SM, and ST coding, operating at
2,2.4,6and 12 GHz.
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The results have shown that the CDFs of the MIMO capacity, eigenvalues,
multipath richness, spatial correlation (TX and RX), and the AOA and AOD for
two indoor environments have a strong frequency dependence. Besides, these
results have indicated that Zone B, which represented a high multipath richness
environment, depicts better characteristics for the applicability of SM and ST
coding up to 12 GHz. On the other hand, beamforming techniques can be applied
up to 12 GHz regardless the indoor scenario due to the high directivity of radio
channels at elevated frequencies.

The MIMO system performance analysis have shown remarkable differences
between 2 and 12 GHz. Compared with the i.i.d channel for M = N = {2,3,4}

cases, the 1%, 10% and 50% outage capacities were reduced while the frequency
was increased. The maximum relative capacity reduction was for M = N =4 at
12 GHz. These results were found in LOS and NLOS conditions. These changes
versus frequency were related to a RX/TX spatial correlation increment and due to
a reduction of the angular spread, which caused a reduction in the MIMO system
eigenvalues while the frequency grows. Reductions in eigenvalues power were
stronger for the smallest eigenvalues, showing modifications with frequency in the
distribution of the largest eigenvalue. The differences in capacity, eigenvalues,
spatial correlation, and angular characteristics, were lower between 2 and 2.4 GHz,
and for NLOS cases.

Experimental results confirm that at higher central frequencies the multipath
richness is reduced, even in NLOS conditions. The performed analysis indicates up
to 50% less multipath richness at 12 GHz in NLOS compared with 2 GHz, and
much lower in LOS. From a system performance point of view, the reduction in the
multipath richness is a drawback for SM and diversity techniques, and in the worst
case (Zone A) the performance could be reduced in more than 50% for both
propagation conditions at 12 GHz, and in more than 10% at 6 GHz.

Based on correlation and angular results, it was verified that beamforming
techniques can offer better performance in LOS cases and higher central
frequencies (particularly in Zone A) due to the higher correlation between antenna
elements. On the other hand, these increments in the spatial correlation are a
drawback for SM and ST coding, since lower power is carried by the rest of
orthogonal modes of the MIMO channel. In these cases, water-filling techniques
must be mandatory for SM, but perfect knowledge of the channel is required at the
TX. For ST coding, the unknown channel become in a loss of performance at
higher frequencies, and according to the correlation results at 12 GHz for Zone A,
this MIMO technique for LOS conditions in this kind of scenarios (with low
multipath richness) can be prohibitive.

The AOA and AOD analysis based on the phase of the complex spatial
correlation coefficients shown different angular characteristics at different central
frequencies, mainly in LOS in Zone B, which have proved a strong frequency
dependence on the indoor multipath propagation. According to the phase
distributions, the multi-spectral MIMO measurements addressed useful
characteristics for angular channel parameter estimations. The MIMO channel
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measurements between 2 and 12 GHz captured angular information with different
spatial resolution and fine scattering propagation at higher frequencies. These
characteristics can be exploited by super-resolution channel parameter estimations
based on parametric methods. In this way, the formulation of new MIMO channel
models including multi-spectral resolution and wideband characteristics is a
promising research area.
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CHAPTER 5

PERFECT MIMO CHANNEL MODELLING

5.1. Introduction

The experimental characterisation performed in Chapter 4 has shown
particular characteristics of the indoor MIMO channel between 2 and 12 GHz.
Since the aim of this PhD Dissertation is the assessment of the frequency
dependent MIMO channel from both an experimental and theoretical point of
views, to conclude this research, in this chapter a novel MIMO channel model is
proposed.

The physical basis in the formulation of the new model is the assumption of
plane wave propagation with surrounding objects. This assumption is possible
following the modelling strategy of plane wave summations according to the
Maxwell’s equations [1]. Despite most of models follow these assumptions, they
do not take into account the possible existence of inhomogeneous plane waves in
the propagation [2]-[4], which could contribute to the whole received energy in the
proximity of scatterers. The inclusion of these plane waves in a channel model can
improve our physical interpretation of the observed frequency-dependency.

On the other hand, most of the current channel models are based in an
impulse-response representation. Another usual way in wideband MIMO channel
representation (for modelling and experimental characterisation) is the frequency
domain, where it is used a set of flat MIMO channels centered at a single frequency
component. This representation is also optional to build UWB-MIMO channels [5].
Thus, frequency domain formulations for channel models offer many advantages,
besides allowing to extend the extensively literature of MIMO channels to UWB-
MIMO.

The proposed model in this chapter is a frequency-dependent (FD) MIMO
channel model. This model is derived from a spatial deterministic-Gaussian-
uncorrelated-scattering (DGUS) model [6], being extended to MIMO, and
including inhomogeneous plane waves in the formulation. The proposed model
uses simple summations of complex exponential functions and considers typical
channel parameters (i.e., AOD, AOA, path gains, Doppler frequencies and delays).
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The aim in the formulation of this model is to consider most of the possible
physical propagation effects related with the interaction between waves, arrays and
environments, according to both the carrier frequency and the bandwidth of the
signal. Besides, this model is formulated seeking the application of perfect
modelling techniques [6],[7], thanks to the closed form expression obtained for its
scattering function. Moreover, this model is useful for super-resolution methods
[8], e.g., ESPRIT and SAGE, for the estimation of MIMO channel parameters, and
for the channel simulation/emulation based on the channel correlation functions
[9]-[11]. Hence, this new FD-DGUS-MIMO channel model can be used in
conjunction with measurements based on channel sounders or VNAs for realistic
system performance analysis, being easily extended for the characterisation of
UWB-MIMO channels in indoor environments.

5.2. FD-DGUS-MIMO channel model

For realistic assumptions, the input in a radio RX is considered a scalar
voltage, instead electric or magnetic field [1]. The scalar voltage includes all
possible effects related to the antenna (pattern, polarization, etc.). Three vectors

have been established to model the channel under this approximation: ¥p, E(f?R)
and Pr. Yr € R indicates the real-valued spatial translation at the RX side
Yg = (Vt)Up (m), where v and t are the speed of the RX translation and the
temporal reference, respectively, and Uy is the unitary spatial vector pointing in
the direction of translation. E('?R)GC represents a complex time-harmonic
electromagnetic wave E(?R )= E(QR)IZ (V/m), and Pg € C the complex antenna
gain Pgr =Gp (m), with |D’R|éGR, where Gg is the RX antenna gain in the
direction of the incoming wave, and k and p are the unitary vectors pointing in

the direction of wave propagation and direction of antenna orientation,
respectively. Pg € C enables us to model gain, phase changes and polarization

mismatch due to the antenna orientation. Under this definition, for single wave
propagation in free-space, the complex scalar channel can be modelled by the dot
product

h(3R)2E(JR)*Br =(E(FR)G)kep. (V) (5.1)

Note that ﬁ(’?R )€ C is a baseband representation of the channel and has twice the
total power as its pass band representation [1].
In the case of multipath propagation, the complex scalar channel (in volts)

can be modelled as a summation of different dot products between each wave and
different antenna vectors.
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h(Fr)2 > (Ei(R)Gi )Kiehi- (V) (5.2)

For this formulation, the baseband received voltage at the antenna terminals
has been assumed as the result of waves propagating in a bounded region of linear
free-space. Hence, the normalised complex scalar channel can be described by
means of a summation of all possible plane waves, i.e., a solution basis satisfying
Maxwell’s equations [1],[2]:

h(Fr) = > brexp( (6~ Ki+Tr ) (53)

- o

where Kjekj = kg (Vi-th wave), ky =2m/), is the free-space wavenumber, )\, is

the free-space wavelength, {IZ,} is the set of constant wavevectors, {bi} represents

the set of path gains (5i €R,Vi), and {Hi} a set of random phases which model

the random interaction with every realistic material.

The condition IZ,-IZ, :kg restricts (5.3) to plane waves [1], whose
wavevectors {IZ,} are real or complex-valued. This condition divides the plane

waves in two groups: homogeneous™ and inhomogeneous™ plane waves [1]-[4]
(see Figure 5.1). Homogeneous plane waves (HPW) have only real-valued
wavevectors, and inhomogeneous plane waves (IPW) have only complex-valued
wavevectors. It is worth to indicate that IPWs are caused by scatterers or sources in
the propagation medium outside the bounded free-space [1], and they also satisfy
Maxwell’s equations [3].

If it is assumed that an indoor wideband MIMO system does not follow
perfectly the local area size, Lp, restricted at the TX/RX side as L /X < f./B
[1], both types of plane waves should be included at the model. This is a
consequence of large bandwidths, B, high central frequencies, f., and possible
close objects to the array (the antenna arrays inclusive).

Using the real-valued set {@}:{(27?/)\0)@} of wavevectors, and the

complex-valued set {IZ'F}:{(QW/)\EW)IQ'@%-j(oz@)z}r}, the complex scalar

channel can be given by

!4 The envelope of a homogeneous plane wave is a constant value that does not depend on position in space and the equiamplitude
and equiphase planes coincide. Besides, all homogeneous plane waves propagate at the same speed with the same wavenumber [2].
' The envelope of an inhomogeneous plane wave (also known as evanescent waves) is not a constant value and equiamplitude and
equiphase planes do not coincide [2]. Besides, an inhomogeneous plane wave has wavenumber always greater than the free-space
wavenumber, and then the effective wavelength is always smaller than the free-space wavelength [1].
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IPW equiamplitude planes
IPW equiphase planes

IPW propagation

HPW equiphase planes
HPW equiamplitude plane:

HPW propagation

Figure 5.1. Homogeneous and In-homogeneous plane waves (HPWs and IPWs, respectively).

Zb/ eXP( (6 —(QW/Ao)k/'VR))
+ZeXp( z/f-vR)exp(J(é’F—(%/Aeﬁ Jk zv-vR))

(5.4)

where the first summation term models HPWs multipath, the second term models
IPWs multipath, and {va} and {925]} are the set of random phases for HPWs and

IPWs, respectively. In (5.4), Izg is a unit vector that points in the direction of
propagatlon of the ¢ -th HPW (in interaction with the £ -th scatterer). On the other
hand, lgr and K' ¢, are, respectively, the imaginary and real unit vectors of the ¢'-

th IPW (in interaction with the ¢'-th scatterer), which indicate the direction of
amplitude decay and direction of phase propagation, respectively (see Figure 5.2).
Note that ¢ and ¢' are used for differentiation between HPWs and IPWs. The
constants ay and )‘eff[, are, respectively, the rate of amplitude decay and the
effective wavelength of the ¢'-th IPW. Based on the restriction Iz'gﬂlz'gv = kg , the

unit vectors 7, and lz’g- should follow z},-lz'é. =0.

If we want to assume the effect of [PWs in 2D propagation (plane in
azimuth), it is possible to suppose that the ¢'-th IPW propagates orthogonal to the
¢ -th HPW:

K'pok, =0, VO'=1,
7?[/"&\4:1, VE'ZE

It is worth to indicate that this assumption fulfils physical statements proposed in
the literature [3].
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Local Area

AXy

——> : homogeneous plane waves phase propagation

- --> : inhomogeneous plane waves phase propagation
== =P : vector desplacement at the receiver

— : unit vectors for homogeneous plane waves

- & unit vectors for inhomogeneous plane waves

Figure 5.2. Transmitter and receiver array geometry for the FD-DGUS-MIMO model.

If we assume 2D propagation in (5.4), the detected signals are the result of
waves propagated away from the scatterers (in a plane formed by arrays and

scatterers) and the direction of decay z}/ points parallel to the ¢ -th HPW.
In this way, the IPWs must fulfil

ko = (27 e, )2 — (5.5)

where  Fggf,, =27 /)\eﬁ[, is the wavenumber for the {('-th IPW, following

Kett, > ko » and

o = katr,, — K - (5.6)

which restrict oy € R, V£'. Therefore, it can be possible to model o as a local

area size dependent function

ap (Xm0, ), ¥ 0=t

where {r,} are the set of delays (7, € R, V¢) for HPW, and {QRg} the set of
direction of arrivals (QR[ €R,Vl) for HPW as well. With this hypothesis, the

space-time-frequency channel can be modelled using (5.4), assuming HPWs and
IPWs. It is worth do indicate that this hypothesis fulfil the affirmation given in [3]
about the space-time dependency for the complex wavevectors defined in (5.4).

On the other hand, the direction of propagation of the IPWs should be taken
into account according to the scatterers and array positions, since it is possible that
some of these waves point to the TX and RX arrays, forming multipath propagation
with less contribution of HPWs. This hypothesis could confirm the possibility of
dominant plane waves arriving with a wavelength shorter than the free-space
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wavelength, i.e., >‘eff[, < g . This possibility is interesting for wideband MIMO
systems operating at high central frequencies.

Based on the previous definitions, note that the summation of HPWs and
IPWs in (5.4) can be a result of a single scatterer, or several scatterers in the
environment; see Figure 5.2. Besides, we can use the complex scalar representation
in (5.4) to consider the array geometry, scatterers distribution and the motion at the
RX side.

Note that in (5.4) the phase terms 9?.‘ =0,, ¥V {'=1{, are the random phase
changes due to the scatterers and antenna interaction. On other hand, if we consider

motion at the RX, the phase terms (27/),)k;+7g and (27r/ /\eff/,)lZ'g.-f_y'R , and the
amplitude terms (o )z}n’?R , are not constant quantities.

Thus, for phase analysis take into account the vector representation in Figure
5.3 (left and right). Note that the vector displacement direction 7, have a relative

angle, xr., and magnitude, (vt), besides, fz.:aé.z}/ and ff.:(Qw/Aeff[,)lz’g'.

Hence, this geometry representation (Figure 5.2 and Figure 5.3) let us to include a
relative orientation at the arrays: r for the TX and ¢ for the RX side. Besides,

the AOD, ng( , and AOA, gi)R( , are included, taking into account the array
orientation. For modelling, it will be considered the relative AODs, ¢'Tﬂ , and

AOA:s, ¢'R, , by means of:
or, =o', — 1 (5.7)
PR, = 'R, ~¥R- (5.8)

On the other hand, the Figure 5.3 (left) shows the distance differences in the
lzg directions, denoted by Al? , due to the spatial translation, denoted by
4

Az, =VAt. These differential distances follow:
Agg = VA COS(Cb'Ré_XR), (5.9)

where Ay is the differential time for the differential translation Ay . These

displacements introduce phase changes, At),, in the HPWs, which are given by

27 ,
Awg :k‘OAlzﬁ ZEVAt COS(¢ R{-XR), (510)

and then the resulting Doppler frequencies for HPWs, { fd[ } , are described by
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Figure 5.3. Vector representation used for phase analysis at the receiver array. Black circles
depict the array elements.

v
fa, :_COS(QﬁRC +90R—XR), (5.11)
Ao
Hence, the phase terms (27/ )\ ) |24 *Jr in (5.4) follow
(2m/2% )Ke*Tr =27TCOS(¢R,_, + ¥R _XR) fg . b 512
(27T/>‘0>|’(\£°’7R =27 fdlt’

where the maximum Doppler frequency is fy  =V/); . In the same way, we can

include the amplitude terms (v )ip1+7g , as result of the dot product:
(Oéf'>i€"’?R :ag'fd[,)\()t. (513)

Note that z},-@ =1, W{'={. On the other hand, regarding with
z’é,.m, =0, the phase terms (277/ )\effé,)kA',@v-?R , from equation (5.4), are obtained
as follows (see Figure 5.3 right):

Afg, = VA Sin(éb'Ré*XR)a (5.14)
2
AY'y=—Ap 5.15
>\eff£, F/(v ( )
in Voo
= sin(¢r, + ¥R —XR ) 5.16
dy )‘eff, ( ¢ ) ( )

(27/ e, JK'preTR =27 T 0, (5.17)
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where { f dl? } are the resulting Doppler frequencies for [PWs.

Using the last formulations, the new version of the model (5.4) is as follows

ﬁ(t) = ZBK exp j (94 —2m fd[t)
! (5.18)

+ Zexp(—ag' fd[‘,)\ot)exp i (0"? —2m f(ji;t), Ve = (.
é!

The model in (5.18) is the result of a 2D space geometry, where the phase
propagation of HPWs and IPWs, for the same /¢'= ¢ -th scatterer, are orthogonal,
and the phase variations are a consequence of the speed at the RX. Besides, note
that the model in (5.18) represents the summation of two complex deterministic-
Gaussian (DG) processes [6].

If the total path length that the HPWs travel from TX to the RX is taken into
account, new phase terms should be included in (5.18). Hence, the total path length
from the TX array to the RX array via £ -th scatterer is defined as follows

Ry =Ry, +Rg,, (5.19)

where Ry and Rg are the path lengths from the TX to the £-th scatterer and

from the ¢ -th scatterer to the RX, respectively. Using (5.19) the DG time-variant
channel model given in (5.18) is updated by

h(t)=> byexp j(@g —2mfy t —(27T/)\O)R£)
4

<[ pin in ' (5.20)
—l-zﬁ':exp(—agvfd[.)\ot)expj(ﬁ P =27 fdé,t)’ Ve '=1¢

Note from (5.20) that IPWs have not phase effects related to the total travel
distance, since HPWs and IPWs, for the same {'=/ -th scatterer, were assumed
orthogonal.

On the other hand, it is well known for HPWs that \j =c/f;, where ¢ is
the free-space speed of light. Hence, the total travel time for HPWs is given by

T(ZRg/C, (5.21)
and then, the model given in (5.20) can be expressed as

ﬁ(t): ZB@ exXp j(eg —27 fdgt_Qﬂ-chf)
l

<[ pin in ' (5.22)
+%;exp(—a4,fdé, (¢/ fo)t)exp 1(94, _on fd('t), Vo =1
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where fdg and fd? are caused only by the single central frequency f;.

Now, assuming a non-zero bandwidth B (see equations (3.13) and (3.14)),
ie, f.+f, where —-B/2<f<B/2, and from the phase terms

(277/)\0)@-%{ = (27 fC/C)Izg-&'R, the new phase changes for the HPWs is as

follows

(27 (fe + 1)/c)kpoAR =27 fg t+2m it (5.23)

where the Doppler frequency components fd% ,dueto f,are given by

B Vv
fa, Z)\—BCOS(G% + ¥R _XR)a (5.24)
0

with )\OB =c/f . Besides, taking into account that for [PWs Aeff, = Ceff,. / fe,
where Ceff,, is the effective speed of the /¢'-th IPW, the phase terms

(27/ 2, |K'ro7R follow
(27 (o + F)/Cetr, )K'preTR =27 fo'lft +2r f(j;‘;Bt, (5.25)

where the Doppler frequencies

inB_ V.
4" =g sin(dr, +vr —xr) (5.26)
Aeff,,

with )\erfp = Ceff,, / f . According to (5.23) and (5.25), the non-zero bandwidth can

be included in the FD-DG reference model as follows:

|:| (f,t): ZB@ exXp J(HE —27de[t—271'< fC + f)Tg —27'('de['[)
! (5.27)

+;exp(_a€, fg,. (6/(fo + 1))t)exp ] (9}@ —2rft—2m fd‘j;Bt),

On the other hand, if a wideband signal and higher central frequency are
considered, the amplitude and phase of the multipath plane waves are functions of
frequency. This frequency dependence can be explained as an increase in the
resolution on the scatterer interaction, which means that not only a single HPW and
IPW exist for each ¢'=¢-th scatterer and then new scatterers become visible; see
Figure 5.4. If the bandwidth is large, many HPWs and IPWs with different
wavelengths should be included for each ¢'=( -th scatterer due to the fine scattering
mechanisms. If the carrier frequency is high, the resolution interaction increases
and the number of possible scatterers increase. It should stand out that Figure 5.4
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Scatterer £=¢ K.

RX array [j/‘
Dr

AXg

Figure 5.4. Geometry used at the receiver array for the FD-DG model when the bandwidth and
carrier frequency increase.

(right) shows the direction of phase propagation of the HPWs and IPWs, and the
plane wave fronts. These plane fronts extend along all area and they are orthogonal

to 12,5 and |2'4v for HPWs and IPWs, respectively.

Other frequency-dependent effects are related to the TX and RX antenna
patterns. Here, it is assumed that such effects are reflected directly on the radio
channel information in (5.27) (see also (5.1)). This assumption permits a
simplification of the modelling procedure and leave room for the application of
antenna calibrations during the parameters estimation [8].

If it is considered that the amplitudes and phases change with frequency,
because of the fine scattering resolution and possible changes in the material
properties and antenna patterns, the model presented in (5.27) can be updated by

H(f,t)=3 35,  exp j((m — 2ty t—2mfery —2m 7, —2m fd'ijt)
{ K

55>

0 k'

Xexp j (HL.Q’@ -2 foil?yt —27 fd'??t)

exp(—aﬁ-,gv(fdz, + fdiw. )(C/< fe + f))t) (5.28)

]

V{'=/{ and Vk'=k, where the x'=k-th plane wave is a component wave for
the £'= { -th scatterer. For the model given in (5.28), 7, , are delays given by

Tt =T £T"% 05 (5.29)

where 7", , are the delay spreading due to the fine resolution in the scatterer

interaction (to be defined later). The phase terms 6, , and 0}3:(3. can hold as

random phases, following
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Or0 =00 £0" . (5.30)
o =00 0", (5.31)

where 60", and 9"'(”,’%' are random phase changes as a result of frequency

dependencies for realistic materials. Finally, consider that each x'=k-th HPW
component have associate a Doppler frequency given by

B v B
fd,, :)\_BCOS(QbRM + ¥R _XR)a (5.32)
0

and for each x'= x -th IPW component given by
in,B _

d.
K0 )\eBﬁ,-[-

. (B
sm(chH,x, T PR —XR ) (5.33)

where for k'=k and £'=/, the fine resolution in the AOAs, d)EH ,»are given by

B 1 "
PR, =P'RTPREPR > (5.34)

being ¢"RH’[ the AOA spreading, around (JSR[ , due to the fine resolution in the

scatterer interaction. Note that in (5.33) )\erfN'/' = Ceff ., / f , and equation (5.34)

indicates different possible angles of arrival for each k'=x-th sub-component
around each ¢'= { -th component.

It is worth to indicate that if it is considered a wideband signal and high
central frequencies simultaneously, the multipath propagation is as in (5.28). This
multipath behaviour can be increased taking into account that Ay =c/f. and

Aeff,. = Ceff,, / fe . If fc increases Ay and Aggr, drop, and there exist new possible

scatterers, which were invisible for the signals, having now some effects in the
propagation. These effects can be included in (5.28) adding a number of scatterers,
denoted by L, as a central frequency dependent function.

L2L(f,)
In the same way, we can include in the model a specific number of

frequency components due to the wideband signal, denoted by I, =1, for each
{'={ -th path. Therefore, the new FD-DG reference channel model is given by
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M
Y R R e TR
| N /
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A

XR

At the TX Array At the RX Array

b)

Figure 5.5. TX and RX geometry used in the FD-DG-MIMO model for, a) waves grouping and,
b) space array effects for phase analysis.

L-1 I,
H (f,t) = Z i: 6%:,% exp j (Gﬂ’g -2 fdkt —2mfery —2mfr, ,—2m fdi,gt)
(=0k=1
L-1 I, B
+ Z Z eXp(—OéKv’gv(fdw + fdhﬁ',ﬁ' )(C/( fC + f))t) (535)
{'=0k'=1

XExp (ejj‘,,g. —2r fO‘IQt — o f&”?t)}

The FD-DG model with HPWs and IPWs, including MIMO characteristics
for wideband and UWB systems, is obtained introducing the space array effect at
both ends of the link. In this way, from Figure 5.5, the path travel distance along
the arrays introduces phase changes in both HPWs and IPWs according to the

distance among antenna elements, denoted by Ax; at the TX array, and denoted
by Axg at the RX array. The phase changes at the TX, for HPWs, are given by
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(27/29) ARy, = (2m/ Xy )cos(dr, | Axr,

(5.36)
B B B B
(27r/)\0 )ARTH,[ = (27?/)\0 )cos(@h_’[ )AXT,
where, the fine resolution of the AOD, qﬁE ,»are defined by
oF, =0T, —er 0T, (5.37)

and ¢"r_ are the AOD spreading, around ¢y, , due to the fine resolution within

the scatterer interaction. ARy and ARP , are the HPWs distance displacements
K,

at the TX, for the principal and high resolution components, respectively. For the
RX array, the phase changes in the HPWs are given by

(27/2% ) ARg, = (271/2g )cos(¢g, | Axg,

(27?/)\(? )ARE&@ = (27r/)\g’ )cos ((blg,{j )AXR , (5.38)

where ARg ~ and AREM are the HPWs distance displacements at the RX, for

principal and high resolution components, respectively. For [IPWs, in the direction
of phase propagation (only at the RX), the phase changes are given by

(27 derr, JARE, = 27/ e, Jsin dg,, ) Axg,

(27r At )ARLZ’V,BF = (27r N, )Sin(%i,’[l )AXR, (5.39)

where ARiRnf . and ARiRnﬂ’vB are the distance displacement for the IPW paths along

A

the RX array.

The phase terms given in (5.36), (5.38) and (5.39), are obtained only for
nearest antennas. If we consider every possible antenna element position at the TX
and RX arrays as

xr =Axr (j—1), (5.40)
XR :AXR (l—l), (541)

where j= {1,2,---, M }, i= {1,2,---, N}, being M and N the number of antenna

elements at the TX and RX, respectively, the model given in (5.35) can be updated
as follows
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H(f,t,XT,XR):
L-1 I,
= b exp j|0 2nfy t—2mf.ry —2rfr o7 f F A
N Kkl T d, L Kl d,
(=0r=1

X exp— j(27r)\0_1 cos(qﬁn )XT )exp— j(27r/\0_1 cos(gbRﬁ )XR)

X exp— j 27T(AOB )_lcos(fbﬁf )XT ]exp— j[27r()\(|)3)_1 cos(@% , )XR} +
’ (5.42)
L-1 I,
+ Z z exp( m',('(fdg, + fdiv’[')(c/( fo+ f))t)
=0r'=1

X exp J(G}Lr!,ﬁv —2m fc;?'t —27 fc;:]"St)

-1
B .
2w (}\effﬁ%') sin ((bRﬁw )XR] .

X exXp— (27r)\e_ﬁl[ sin (qu[, ) XR )exp— j

For simplicity, other variables to describe the AODs and AOAs will be used.
These variables are the direction of departure (DOD) and direction of arrival
(DOA). For HPWs, the DOD are denoted by €y, and €', and the DOA are

denoted by (g, and Q"g . For IPWs, the DOA are denoted by QiF?[ Q"'n

A

These variables are given by:

Or, = cos(qﬁT )

K (5.43)
o, Seos(of, )
Qp, & COS(QbRk )
o BB (5.44)
Ree = Cos(gbRW, )’
QiFT[' £ sin(qﬁRF ),
(5.45)

win A B
Q Rep — s1n(¢RH,’F).

Finally, replacing (5.43)-(5.45) in (5.42), the FD-DG-MIMO model can be
given by:
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H~<f,t,XT,XR):
L-1 I,
ZZZ

X eXp— j(27r)\0_ Qr, % )exp— j(ZW)\()_lQRé XR)

gexpj( ¢ —2mfg t=2mfery —2nfr, , —2m fdi[t)

+

X eXp— j[27r()\08 )_1 Q"TM Xt ]exp— j[27r()\(|)3 )_1 Q"Rn,[ XR]

L1 I,

PP

P exp( Q. ~<fdé, + fdiw)@/( fo + f))t)

X exp ] (9,_i L —2m fd'Zt —27 foiln’Bt)

KL

(5.46)

. —1 (in i B ~uin
X eXp— j(27r)\efwawaR)exp—j 27T()\eﬁ:h~/',k') Q Ry XR |-

Note that this reference model considers each ¢'=/-th path related to a
single ¢ = {'-th scatterer. Subsequently, the possible n=n'-th component due to
the £,n=/¢",n"-th scatterer that produce the same path propagation delays must be
included. This means that the same travel distance from the TX to the RX via a
(f,n) -th scatterer must be modelled. Hence, the FD-DG-MIMO channel model,

with motion at the RX side, considering all possible propagation effects, bandwidth
effects, high central frequency effects, and space effects is given by

|:|(f,t,XT XR):
L-1 N,

S5

{=0n=1xk=1
X eXp— j (27’(’)\0_191'”’[ XT )exp— _] (27’(‘)\0_ 1QRn,[ XR )

Rnpexpj(eﬂng 27de t—27rf7',€g—27rfd t)

L (547)

X exp— j[ZW(A(?)lQ"THM Xt ]exp— j[ZW(A(?)lQ"RHM XR]

L—1 Npo 1

+ZZZ

=0n'=1xr'=1

. -1 i . B N ni
<o fonsal, 8, efo e 0%, 5

"
’15 )

! névexpj(e,i nue — 27rf" t—27rf':‘nBé )

where N, =N, is the number of components included in the same path
propagation delay, and
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B,iir]’n"ﬁ' == CXP(_O%',n',Z' ( fdnv’g' + fdi',n',/f’ )(C/< fC * f )>t),

Tl =T¢ET" 0,

Tt = <sin(¢"Rmn,( ) RR,, /C>n ,

Vv
fq :—COS(¢R + ¥R _XR)v
n,/¢ )\0 n,¢

fC:n',[;' = Sll’l((ﬁRnw +$0R —XR),

ff

ffone
¢Tn,[ - ¢’Tn,£ —ers
¢Rn,[ - ¢'Rn,£ ~¥R

or

kN0

B ' "
PR\, TPR,, TPREPR,

w0

A _ "
- ¢ Tn,é T + ¢ ch,n,é ’

QTn,é = CoS (¢Tn,g ),

" o B
Q" = cos(qum’é ),

Kx,N,0
QRM = COS(¢Rn,k ),
B
Q"Rn,n,é = COsS (QSR»{,n,[ )’
in .
QRnw = sm(gbRn,’[ ),
win s B

Hn,n,f =0 'n,ﬂ +0 "n,n,ﬁ >

e'n,é = Hn,lé —27 chn,Z

v B
fq _§COS(¢RH’M +¢r —XR),

\' . B
dN',n',/," - )\eB Sln(quK’vwn-’[;- +(10R _XR)’

(5.48)
(5.49)

(5.50)

(5.51)

(5.52)

(5.53)

(5.54)

(5.55)

(5.56)

(5.57)

(5.58)

(5.59)

(5.60)

(5.61)

(5.62)

(5.63)
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O =0 =0 (5.64)

Note that (5.48) is also time dependent, which fulfil the affirmation given in
[3] about the space-time dependency for the complex wavevectors defined in (5.4).

Besides, due to the wideband signal, B,iry',nw is also frequency dependent. To
reduce the complexity of the model, B,Lr{n.’g. will be assumed constant through t.

Hence, the [IPWs path gains, {ny?’nyy gv} , can be spitted as follows
B g A, g (5.65)

where

AO),Vn',

51N
ap Zexp(—ae" fay. .

)\0), (5.66)

)\OB),

in
Cnier = eXP(—Oén e‘ fdnv,[,

in B

and (see (5.6))

2 2
g = y[Reft,, . — O (5.67)

On the other hand, the HPWs path gains {Bn,n,é} include the delay gain
coefficients, denoted by {&,}, the Doppler gain coefficients due to f, denoted by
{cne}. and the Doppler gain coefficients due to f; + f, denoted by {g, .},

hence:

by.ne =a:Cn ¢ Ypn - (5.68)

5.2.1. DG processes for HPWs

Using equations (5.47) to (5.68), it is possible to define the complex DG
processes for each plane wave set. For HPWs, note from (5.47) and (5.49) that a set

of delays, {T"H,g}eR, is included to model the fine scattering mechanisms.

Therefore, a set of frequency-spatio-temporal complex DG processes must be
defined for HPWs based in (5.47), which is given by
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fig (F.t%7,Xg) =
N,
=

n=1

xexp— (2000 %t Jexp— (270708 ¥ .

Cn,éﬂ"nag ( f .1, XT,XR )eXp J (Q'n’g— 2 fdn,et) (569)

where

fi'"n e (f.4Xr,Xg) =
I, B
= Z [g&n,g exp j (0"&,”,5— 27 fdh_Mt)exp —j (27r7’m€ f )

k=1

X eXp— j[27r()\08 )_1 Q' % ]exp— j[27r()\[')3 )_IQ"RH » XR]

(5.70)

Vs

To solve the cross products frequency-angle-space in (5.70), consider a
frequency dependent wavelength )\< f ) (due to the wideband signal) as a discrete

function defined as follows

Alfe]= E (5.71)

where f, = —B/2+(k—1)Af, k={12,---,1;} and Af is the predefined

resolution in the frequency domain useful to introduce the fine scattering
components in (5.70). The equation (5.71) can be replaced by

A= ﬁ]m (572)
where
fr=1f_/f,. (5.73)

Hence, equation (5.72) can be approximated using the geometric series

ALET=X 2 (1) =<1 (5.74)
z=0
The equation (5.74) is fulfilled if |fK| < f. Vi, or B <2f,. Reorganizing
(5.74), it is then found

A= +Aoi(*f")z- 1<t (5.75)
z=1
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Using (5.75), it is possible to choose a set of constant values for the second
term, according to the relative bandwidth given in (5.73), which is defined always
inside of the interval (-1,1). Based on this consideration, it is shown in Figure 5.6
the variations of the relative wavelength without the carrier component, i.c.,

[(ALF )% -1)
approximation. In Figure 5.6.a, B =7 GHz and f, ={4,6,12} GHz. On the other
hand, in Figure 5.6.b, B=7 GHz and f,={6,7,12} GHz, and in Figure 5.6.c

B =1GHz and f; = {6,7,12} GHz . Note that B has been chosen wider than the

bandwidth used during the experimental analysis, since this chapter is aimed to
model general wideband MIMO channels. Moreover, note that the axes have
different references as the span for visualization was different in each case.

, for the geometric series in (5.75) using a 3*10° polynomial

Figure 5.6 shows that the possible higher phase variations (and non-linear
trends) due to the cross products frequency-angle-space in the HPWs are presented
at low central frequencies for B < 2f. . If the central frequency, f., increases, and

the bandwidth B < f., the wavelength variations due to the wideband signal,
denoted by

A[?:Aoi(—f")z, |-f<1 (5.76)
z=1

can be modelled as second-order polynomial function, as follows:

N (1.2712f "2 1.1835f "~ 0.0073), |f<0.5 (5.77)

This function has been reached by means of a linear regression considering
the case B=7 GHz, f,=7GHz, and I, = 4000, since such case includes
other configurations as long as B < f., where most of mobile communications

systems are included. Figure 5.7 shows the results for the geometric series, the
second-order polynomial function and the error bounds. The error bounds indicate
that an error of 0.05) is introduced with the model approximation, which have

not significant effects in the phases of the HPWs in (5.70).

For the subsequent analysis, and based on the results presented above, it will
be then used the approximation

X6~ N (5.78)

where ¢, is given as follows

2
€, = 1.2712[£] - 1.1835[f—“ —0.0073, withe, =0 (5.79)
; f f ;

c C

Besides, based on (5.78), the equation (5.52) can be approximated as follows
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Figure 5.6. Variation and trend of the relative wavelength vs. relative bandwidth: geometric
series approximation, a) for f, ={4,6,12} GHz and B =7 GHz,b) for f ={6,7,12} GHz

and B=7 GHz andc¢) f, = {4,6,12} GHz and B=1 GHz.

where

un,n,f =

f ~
dfc,n,f

~

dn,k‘ u

K,N,0>

B
COS(¢RK’H’Z +oR — XR)

€ COS(beM +¢r— XR)

(5.80)

(5.81)
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Figure 5.7. Relative wavelength variations: second-order polynomial approximation, geometric
series, and error bounds for f,>7 GHz and 0 < B <7 GHz.

On the other hand, the DOD and DOA spreading included in (5.69), i.e.,

Q"r and Q"Rm’g , respectively, can be expressed in terms of QTM and QRM .

K,N,0
In this way, it is assumed that the AOA spreading, qﬁ"RH L follows a Laplace

distribution with zero mean and standard deviation Ty as is suggested in [9]:

RIN4

= ————eX _——_— |
R){’n’é ) O'¢||\/§ P O'¢n

n

(5.82)

Ry om0 (

1 ¢"p 2
qu” ’

and the AOD spreading, ¢"TH L follows a distribution expressed as function of
pd)"Rﬁ n,l (¢ ”R"""’[ ) [9]

2
7* +1—2ycos(¢p +¢”RW)
p(ﬁ"T’“"‘"vé (¢ ”TLWHWK ) - 72 — 1 - pqs”Rl{,n[ ((Z5 ”Rh‘,,n,/i‘ )7 (583)

where 7 denotes the ratio of the propagation delay 7, of the scattered component
to the propagation delay of the LOS component 7, i.e., v =17, /7.

In Figure 5.8 the theoretical distributions and the data obtained for a
Laplacian random synthetic generator with o,. ={4°,6°,8°} are plotted to model

the AOA and AOD spreading, using ¢&1[ =30° and -~ = 1.5, which include

values used in the literature [9],[13]. As it is appreciated, the AOA and AOD
spreading are concentrated around 0° (relative to ¢R,, , and ¢Tn/ , respectively),

with low probabilities for angles higher that 10°, even for higher values of .

Following (5.82), it is then possible to obtain the theoretical and
experimental PDF of the delay spreading, 7", ,, from (5.50). Here, only the

experimental PDF is taken into account using the Laplacian random synthetic
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Figure 5.8. PDFs of the theoretical and simulated distributions for, a) AOA spreading with
0, = {4°,6°,8°}, and b) AOD spreading with o, = {4°,6°,8°}, ¢p , =30° and y =1.5.

generator for the AOA spreading. Figure 5.9 depicts the PDF of 7", , around 7,
for different oy, with RRn .= 10 m. Note that that the delay spreading caused by
the fine scattering can reach up to 20 ns for wider AOA spreading but with low
probabilities. In the case of B =200 MHz, as the measurements performed for this

Dissertation, the system resolution in the delay domain (i.e., 5 ns) can still solve
some of these scattering components, but this effect is more appreciable (and
probable) for UWB systems (resolution about 0.1 ns).

On the other hand, based on equations (5.55)-(5.61), Q"TH . and Q"RH iy

can be given by

Q"T n,¢ = QTn,( OéTm:,n,/ a Sin (gb'Tn,f o SOT )a 'T/«:,n,é ’ (584)

K,

Q"R

K,

— o v '
ne QRn,éaRn,n,é s (¢ Rn.e R )a Rine” (5.85)

where
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Figure 5.9. Experimental PDF of 7", , for AOA spreading, ¢"g  , with o,. = {4°,6°,8°}.

J— ! — a1 "
ar = cos(gb"TH’nj ), and « Tene = Sln(¢ Tene ), (5.86)
aRh’,,n,ﬁ =¢0s (¢|’Rn,n,/ )’ and « 'Rn,n,/ = Sin (¢ "Rn,n,/ ) (587)
Since a'y ~ and a'g  have a minor contribution to Q" = and

"

Q Rone? respectively, the second terms in (5.84) and (5.85) can be neglected.
These approximations can be verified analyzing the PDF of Q"Rﬂ,n,g assuming a
uniformly distributed random variable for QS'TM in the interval [0,27), and a
random variable for qS"RHM as outcomes of a random generator with Laplace
distribution. For oyn=8°, in Figure 5.10 it is plotted the PFD of Q"Rﬂ,n,e as a

result of (5.84), and also under the assumption that the second terms is neglected.
As it is depicted in Figure 5.10, the approximations have a good fit with the
original variables, hence:

L L (5.88)
Q'R ROROR (5.89)

In the same way, for further analysis, equation (5.81) could be expressed as
follows

«
Rw,n,ﬁ

(5.90)

u/@',n,é ~
€k
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Figure 5.10. Experimental PDF of Q"g . with and without approximations.

In order to explore the phase modifications introduced by the coefficients
Uy n¢»in Figure 5.11 are plotted the experimental distribution of Aexp( i (u n,n,é))

for different sequences of ¢, (see (5.79)) with different bandwidths and central
frequencies. It is assumed v =8° for the random variables ¢"g . The results

are compared using (5.81) and (5.90). It is proved here that the proposed
approximations have a good fit for all distributions, and that the PDF follows a
uniform distribution for small relative bandwidths.

Therefore, based on all approximations presented above, equation (5.70) can
be expressed as follows:

ﬂ"n’g<f,t,XT,XR)’Rﬁ

I
>

k=1

gfs,n,ﬁ eXp J (ev'n,n,f —27 fdn,/un,n,ét)exp - J (27r7_/-$,€ f )

Cexp | (5.91)

9

6%
27T<A0)71QTH’€ T;q,n,f XT]

K

Xexp— |

(6%
27T<)\0 >_1QRn,€ Rﬁ’nj XR] .

€k

5.2.2. Random phases for HPWs

Following the formulation given in (5.91), note that 7, , is not indexed with
n, in the same way that 7, in (5.49). On the other hand, in (5.69) and (5.91), the
set of phases {G'M} and {0"5’”,4} , respectively, will be considered as

independent-uncorrelated outcomes of a random generator for each x, n, and ¢ -
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Figure 5.11. Experimental PDF of Kexp( j (uw’ f)) , with and without approximations under

different bandwidths and central frequencies.

th HPW, having each one a uniform distribution [0,27). These independent-
uncorrelated phases have the following statistic characteristics:

j(a'n,ﬁ —0 'm,s)

Ele =0, V(n¢)=(m,s) (5.92)
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E ej(9"h~,,n,£*9"r,m,5) —0, v(n,n,ﬁ)z(r,m,s) (5.93)

E[e'n,é enn,n,ﬁ} - E[e'n,ﬂ]E[enfs,n,(] =0. V(x, nJ) (5.94)

The joint PDF of theses phases, denoted by py (é), is as follows

p@(é):;, 0<@<2r

<2W)(N£L(1+Ie ) (5.95)

where 8 c RN L1+l is a vector containing both set of random phases
{ép}: {Q'n,é} U {9"&“} , with entries 0 < ép <2m,and p= {1,- -, NZL(H—IK)} .

5.2.3. DG processes for IPWs

From (5.47), the spatio-temporal complex DG processes for the [IPWs are
defined by

Z
il (txg) = Z[Cn o (t XR)}eXPj

gri-lrvl’ev — 27T f(j:'é't)

(5.96)
XeXp_ j(zﬂ-)\effln"g'g:gnvé'XR) >
1, B
#"m (txg)= Z o 0t eXP | 0" n' 8'_27Tf|:nft)
2 (5.97)

; -1 in
Xexp_ J(27T>\eﬁh:',n',('Q"RK'n'é' XR) )

Note that these processes are not defined in frequency domain, besides, from
equation (5.5), note that )\effé' <. Hence, as an approximation for modelling

purposes, it is assumed that the sets of wavelengths {)\effn‘il} and {)\effﬁ‘nlé"} are

constants values for all waves components, i.e., )\eﬁnw = Aeff», VN, L' and
)\effh"!n"[' = /\erf , Ve',n', 0", respectively, and that such values are a scaled value of
A and )\OB , respectively:

Aeff R 1A, (5.98)

B B
Aeff R 1AY 5 (5.99)
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where 0 <7 <1. Based on these approximations, the Doppler frequencies foiln ,
e

and fdin’B o from (5.53) and (5.54), respectively, can be expressed as follows
K'\n.e'

f(';:l ~ fdn',é'u'n',g" (5100)

fin,B

d ~ fdnv’évul‘ﬂl,n',é'u"Ii',n',é" (5.101)

KLnLe
where

' Sin(chW, +9r— XR)
Upie = ) (5.102)
ncos(gzﬁRn,wé,, + ¥R _XR)

-
Sln(beﬁ,,nw +eR— XR)

U'inier = B . (5.103)
ncos((ﬁRN,’w, + ¥R — XR)
Replacing (5.81) in (5.101), it is then obtained
ing .
fdl?nz - fdn‘,é"u’lgan',é' (5.104)
where
. B
in st (¢RH',n',£' TER XR)
Ugtnier = (5.105)

€xTl COS(QbRM, T ¥R —XR )

Moreover, note that oy, apn g and e, from (5.67), based on (5.78), (5.98),
and (5.99), can then be defined as

ap R \/(277/(77)\0 ))2 — k:02 ,
Qg R \/(277/(77)\0 ))2 — kg , (5.106)

g (2 (e ) — 12,

and (5.66) can be given by (see also (5.90)):
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ay %exp(—o%.‘ fdnw /\O)Nn',

Ao), (5.107)

RK,,n,’é,)\o)-

On the other hand, in order to explore the phase modifications introduced by

in __
Cn'j' ~ exp(—anw ‘ fdn',ﬁ'

in ~
9kinye eXP(_O%',n',(" fa,. .|

means of the coefficients U,ig’nv’yv, in Figure 5.12 are plotted the experimental

distribution of Aexp

j(qu’nv’gl)) for different sequences of ¢, (with different

bandwidths and central frequencies). It is assumed o4»=8° for the random
variables ¢"R~n/ and n:{0.5,0.9}. It is proved here that the PDF follows a

uniform distribution for each relative bandwidth and 7.

On the other hand, the DOA and DOA spreading for [PWs, Q'F? and

n.('

|n . .
Q" , respectively, can be expressed in terms of QR,M and Q"g g
h n.e' >t KN

respectively. Based on (5.60) and (5.61) it is then obtained

in 2
U =1 ~OR,,.s

inn ~. 01— Q a 2
R, ne Rn',(?' R»«-',n',f' ’

Based on the equalities and approximations presented above, equations
(5.96) and (5.97) can be expressed as follows:

Ny _
t XR ~ Z[Cn /M n ﬁ t XR)eXpJ(HI!]r']’f'_27deny,[.u'n'j't

(5.108)

(5.109)

l

. _ 1
X exp— j[27r)\0 1 1_QZRW, ;XR]

2 1
: —1
XexXp— J[27T)\0 Jl_(QRn',l'aRn',n',f') EXR] .
R

g:gn',n',f' eXp J (Hn:gv,nv’ﬂv— 2 fdnwlulin’nv,gvt)
(5.110)
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Figure 5.12. Experimental PDF of Aexp( j (u Lﬂ,nv, gv)) , under different B and central f; .

5.2.4. Random phases for IPWs

In the same way that HPWs, the set of IPW phases {Gri,r{gv} and {9"21',n',é'}

are considered as independent-uncorrelated outcomes of a random generator
having a uniform distribution [0,27), with the following statistic characteristics:
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ej(en',z'_em',s') =0, v(nv’gv) - (m',s') (5.111)

[ guin nin
1(0 h:',n',('*g r',m',s')

Ele

=0, V(k\n,¢")=(r,m,s") (5.112)

E[@r‘{,‘j,e"g‘:nw]—E[@H{Z,}E

9"Ln'm',€']:0a V(k',n'e") (5.113)

_ [pin _; AHin
pq}‘“(a )_<2W)(N£,L(1+Ié,))’ 067 <2r (5.114)

where 6™ GRN‘”L(HI‘”)A is a vector containing both set of random phases

gnt_toin 1ylgen , with entries Ogéin'<27r, and
{r={emefufooe) ;
p'={L-,NpL(1+l )}

So far independent-uncorrelated characteristics for the phases in each group
of plane waves are fulfilled. Other useful characteristic for the proposed model is
the independent-uncorrelated phases between HPWs and [IPWs, i.e.,

R R . o NI

E\(@—E[a])(am—E 0‘“) =N, (141,); (5.115)
ptot | 1 Htot

pxp“’t(a )_ (QW)Q(N/L(HQ))’ 06" <2r (5.116)

where ON[L(HQ) indicates a N,L(1+1,)xN,L(1+1,) cero matrix and
6"t ¢ R*N: L1+l )1 is a vector containing the elements of @ and ™. Note that it
isassumed N, =Ny and I, =1, V/,with £ =0".

5.2.5. Uncorrelated-Scattering for HPWs and IPWs

The useful uncorrelated-scattering (US) condition, to derive the FD-DGUS-

MIMO model, is obtained imposing US components for different 7, and 7", /,

and US condition between HPWs and IPWs (necessary for the formulation of the
PSD functions). This means that the DG processes must be all uncorrelated:

Elfigfis|— E[fig|E[fis] =0, Vl=s (5.117)
E[ﬂ"n,é ﬂ"m,s}_E[ﬂ"n,ﬁ]E[ﬂ"m,s} =0, V(n,ﬁ) = (m’s> (5.118)

E|figii"n |~ ElfigJE[i"n |=0, V(n.0) (5.119)
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E[g‘g,‘gy,‘ _E[g‘g]ﬁ[ggﬂ]:o, V0! (5.120)
B\ s |~ Bl o [E[ e | =0, ¥(000)=(ms)  s121)
E|af o] E[al E[atme| =0, w(nie) (5.122)
E[ﬂéﬂiﬂ—E[ﬂg]E[ﬂm:O, Ve, with £'= ¢ (5.123)

E[ﬂ"n’g ,1"‘,{‘,,6,] - E[ﬂ"n’g]E[ﬂ"mgv] =0, V(n.0),withn'=n,£'=¢, (5.124)

W}E[/}"H‘%.]:O, V(n',0), with £'= ¢ (5.125)

g9l
=
<
=
5
S
|
=,
v

E[ﬂ"n,/z ﬂiér]}_E[ﬂ"n’g]E[ﬂ??} =0, V(n,¢),with¢=2¢", (5.126)

The conditions presented between (5.117) and (5.126) are satisfied if, and
f B

only if, the discrete Doppler frequencies fdnw d .,

fdml and fdm’B are
n.e'

KN
chosen in such a way that the sets {fdn , } , {de o } , {ff}n , } and {f(jn’Bé } are
st K,N, L n.e' ){v’nv’ '

mutually disjoint for different delays:
{fa, Jn{ta,, fo{il, tn{id, . }={0}vn, if (x,0)=(r.5),
{ fdi:w } N { fdi:yqsv } N { fd'i‘r?é } N { f;:‘:isv } ={o},vn' if (x1€)=(rs),  (5.127)

{ta, Jolse, Joflrin Jofire B=topvm=rn=nic=e)

It is worth to indicate that the parameters of the FD-DGUS-MIMO model
given in (5.47) can be determined from measurements using the DG processes
(5.69), (5.91), (5.109) and (5.110). In the following analysis, these parameters are
assumed known and constant quantities.

5.3. 2D-space-time-frequency correlation functions

So far the principal characteristics of the FD-DGUS-MIMO model described
in (5.47) are as follow:

= The model includes inhomogeneous plane waves as result of the close
scatterers at the RX side.

= The model is applicable to mobile radio channels where the RX is in motion,
considering all possible phase changes due to Doppler effects.
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= The model is an UWB-MIMO model and considers all possible amplitude

and phase changes due to each frequency component of the signal
bandwidth.

= The model includes the possible high central frequency dependence, which
1s also related to the resolution variations in the scatterer interaction.

= The model use uncorrelated DG processes with useful characteristics for
both analysis and simulation implementations.

In order to determine the most general model characteristics, in this section
some functions are obtained, i.e., the 2D-space-time-frequency correlation function
(2D-STFCF) and the 2D-direction-Doppler-delay power spectral density function
(2D-D’-PSD).

The 2D-STFCF, denoted by Iy, of the 2D-space-time transfer function

(5.47), H (f,t,XT,XR), is defined as follows (an extension of the formulations
given in [9])

A

r|:||:| (f ', f '+7/;t,t+T"XT XT +§T;XR,XR +§R)

B T Dy Dy
BTLnolo SBTDTDR ff f f (f.txr.xe) (5.128)
D .Dg—00 ~B-T-D; -Dg

XH(f —I—I/ t+T XT +§T,XR +§R>]dXRdXTdtdf

where v, 7', ¢r and ¢r are the frequency, time, TX-space and RX-space
displacements, respectively. This autocorrelation function is obtained based on the
correlation properties of the DGUS processes (5.69), (5.91), (5.109) and (5.110).

For HPWs, using (5.69) and (5.91), and from the theoretical definition of
correlation

Y

Viefis (V.77 26R)

B T Dy Dy
. ~ %k
B,Tl_lglo SBTDT Dr f f f ATt xe) G129
DDy 00 —B-T-D; —Dg

xfis ( '+ v,t+ 7% +7,Xg + oR )| dXgdxy dtdf,

the correlation function Vi (V,T', ST ,gR) , In a closed form, has been obtained for

¢ =s as follows (all the intermediate steps have been omitted for simplicity)
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Uity (V2T 55T20R) =

N, I,

2 2 H '
= Z Z lcn,z 0s.n.¢ €XP (— 127 fdMT (1 + U, ne >)
n=tr=l (5.130)

X exp(— j2ﬂ->\alQTn,€ ST (1 + aT/«;,n,[ /EH ))

X exp —j27r/\51§2R Sr|l+tar /e, ||exp(—]2nT, v
n,¢ #,0, ¢

B

and i (V,T',GT,gR):O for £ =s, where 5,52{0,1,---,L_1},

For IPWs, using (5.109) and (5.110), the correlation function

" (7hoR) =

. T ~inx ~in ! (5.131)
TEI;’IO 4TDR f f (Mgv (t,XR),U,Sv<t+T,XR +§R))dXRdt
Dg—o0 —T —Dg

has been obtained for ¢'=S' in the close form as follows (intermediate steps

omitted)

Fingin (T'5R) =

— N[' I[' in in 2 i f ' in '
= E Z (Cn',é'gn',n',f') exp|—)2m dp g (u n',(""u/-e',n'j')T
n'=lk'=1 ' (5.132)
2
Xexp —j—[ ;1—9%{“,1,/n+\/1—(QRn,’€,aRﬁ,n , ) /(eﬁn)]gR]

and Fingin (t',sr)=0 for £'=s', where ¢'s'={0,1,---,L—1}.

Finally, the model (5.47) is used to get the closed form of (5.128), expressed
in terms of (5.130) and (5.132). First, (5.47) is expressed in terms of (5.69) and

(5.109):
L-1 L-1

H(.LxrxR) =D dnfie (f.txr. %)+ D aRf? (t.xg). (5.133)
=0 =0

Hence, the 2D-STFCEF is given by (intermediate steps omitted)

—

-1 L1, o
Mg (. 7hs1.6R) = 07%%,1[(V,T',GT,<R)+£;](5%) rﬂ}Wq(T',gR). (5.134)

~
Il
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In (5.134) 1 (v,7's7,6g) and Fnin (T'.sp) are the autocorrelation

functions of the HPWs and IPWs, which were modelled as DGUS processes. These
functions are obtained from (5.130) and (5.132) for ¢=s and {'=Ss',

respectively. Besides, note that 5 (V,T', ST ,gR) is only function of the separation

variables of each domain. Therefore, H ( fotxr ,XR) presented as in (5.133) is a

wide-sense stationary process (WSS), also US (then WSSUS), which give us useful
characteristics for spectral analysis.

5.4. Scattering function

A general closed form for the scattering function (SF) of a DGUS model
offers many advantages for modelling. The SF of a DGUS model is completely
determined by the model parameters, which permits to model perfectly all types of
measured channels in stationary conditions [6].

The SF of the FD-DGUS-MIMO model, called 2D-D*-PSD, denoted by
§(7’, fq,Op ,QR), is reached by means of the four-dimensional Fourier transform

of ryp (V,T',gT ,CR) :
S(7, fq. Q. Qp) =

2w 2
0 0 0 X0 : N I £ 1 il e AL (5.135)
f f f fr~,_~| (I/,T',gT,qR)eJZWTe_JQM fie "% e N dudriderdeg.
—00—00 —00 —00

Substituting (5.134) in (5.135), it is then obtained
S(7, fg.2r.9%) = Stpws (- fa -2 .- ) + Sipws (7, 301 .0 ), (5.136)

where

R Sy jQW[VT—T'fd—gT/\&_gRAQR (5137)
:f f f f agrﬁzm(”’T"gT’gR)]e ¢ 0 Jdvdr'derdep,
—00—00—00—00 \f=0
and
Sipws (7 fg. Q1.0 ) =
00 00 00 00 (] jQW[VTfT'fd*%*gFi\QR (5138)
1 f ,
:f f f f af'ﬂz}”,ﬁ}".(ﬂgR)Je 0 Jdvd7'derdeg.
—00—00—00—00 \{'=0

Solving (5.137) and (5.138), the closed forms of the SF for the HPWs and the
IPWs are then given by (intermediate steps omitted for simplicity):



PhD. Dissertation, Alexis Paolo Garcia Ariza, UPV, Valencia, June 2009. 149

Stpws (7> fg Q7. Q) =
L-1 N, I
=28y >
(=0 n=lk=1
><6(QT 0, (1+04TK’an /5K))6(QR Qg (1+aRW Jx )) ,
Sipws (7 fa,9r QR)=5( )6(9r ) x

x;z(a';.) Z Z

=1k'=1
B 2
,'1 QR " /’I]+ QR éaRAﬂé) (8HT])

Note in (5.140) that two delta functions appear for the SF of the IPWs, i.e.,
§(t) and 6(€ ). These delta functions are a result of the undefined delay and
DOD domains for the IPWs. For the subsequent formulations this characteristic

must be taken into account to avoid possible wrong analysis. Finally, as it is
usually assumed that the SF is normalised in such a way that the area under

(Cnfgnn£> (fd_fd (1+“m,n,€))6(7_%ﬁ> (5.139)

(Cn 9 f) (fd — T4, [(Un WRNTIN z)) (5.140)

0|Qg —

§(7’, fq,Op ,QR) is equal to one [6], the coefficients &;, Cp ¢, G.ns> éw , C;]nw ,

and g/i:!n: ¢ have to satisfy the following condition:

L-1 . N,
= C L= Zgnnﬁ

/=0 n=1

C1n N i (5.141)
(a7 = >0 (elhe ) - Z(gme) =1,

€'=0 n'=1 '—=1

for £={0,1,....L—1}, n={L2..,N, -1}, k={1,2..,1, -1}, £={", n=n',
Ii:/ﬁl', NZZNK' and |£:|£v.

5.5. Characteristic functions and quantities

Based on the definition of §(7’, fq,Op ,QR) given in (5.139) and (5.140),

some important functions and quantities of the FD-DGUS-MIMO model can be
obtained. Here the closed forms of the delay-Doppler PSD, the delay-DOA PSD,
delay-DOD PSD, DOD-DOA PSD, Doppler-DOA PSD, and delay PSD are
obtained. Besides, the first moment (average), and the square root of the second
central moment (deviation) of the delay, Doppler, DOD and DOA PSDs are
derived as well.
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5.5.1. Characteristic functions

5.5.1.1. Delay-Doppler PSD
The delay-Doppler PSD, S_ f4 (7', fq ) , 1s defined as follows

oo
Spr, (7.fq)2 f fs*(f, fq, 07, Qg )2 dQg. (5.142)
—0o0 =00

The closed form of S i, (7, fq) is then given by

§de (T fd>:
L-1 N, I,

=22 (acn 9, né) 5(fd —fa, (1+uﬁ,n’€))5(7_7m€)+

(=0n=1x=1 ' (5.143)
L1 Jg e in 2 in
Z o> lar i £ g!n ) O\ fa—fa (Ut Ugipeer )
n'¢

=0n'=1x'=1

Note that the delay-Doppler PSD for the FD-DGUS-MIMO model is fully
determined by the model parameters 8y, Cn ¢, G, n/> ag’?, Cm’e', g:ﬂ’nv’fv, fq

Ugngs Tres Unigs Ungp, L, Ng =Ny, I, =1, which have been defined
through Section 5.2.

5.5.1.2. Delay-DOA PSD
The delay-DOA PSD, §7—QR (T,QR) , 1s defined as follows

. o0
Sran (2R)2 [ [ S(r. 14,0795 )dfgdr. (5.144)
—00 =00

The closed form of gTQR (7,9QR) is then given by

Sra, (T.0R) =
L-1 N, I,
= 2 Z Z(aécn ¢9%k.n E) (T_Tﬁ,f)é(QR _QRn,[ (1+ AR, e /E’<~'))+
{=0n=1xr=1
L-1 N
zizwm%WQ e
=0n'=lx'=1

x6|Qg —

1— QR . /17+\/ QR e hnv,av)Q%%”)]]'
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Note that the delay-DOA PSD for the FD-DGUS-MIMO model is fully determined
by the model parameters &, Cne> s é}q R C:ﬂ’e' s g‘,lg,nv’ev s Thts QRn .

AR > Eks M L, Ny=Ny., I,=1,, which have been defined through the
Section 5.2.

5.5.1.3. Delay-DOD PSD
The delay-DOD PSD, §TQT (7,9 ), is defined as follows

oo o0
S,0, (1.0 )2 f fg(f, fg, Q7 ,Qg )dfgdQg. (5.146)
— 00 —00

The closed form of §TQT (T,QT ) is then given by

§TQT (T QT )Z
LI Ny L o
_fz%)nzl,;[(a cnGnt | (T_T“’e)é(QT i, (HO‘TW/S*@))]JF (5.147)
L1 N, Iy, )
+6(7)8(Qr) D2 > Z(élenchnf'gﬁ ne )
0=0n'=1x'=1
According to (5.141), §TQT (T,QT) can be given as:
§TQT (T QT )Z
L-1 N, I,
=SS (agan ol ol o, e G298
n K=
+6(7)6(r).

Note that the delay-DOD PSD for the FD-DGUS-MIMO model is fully

determined by the model parameters a,, Cnes Yunts Trits QTn 0 OT s € L,

Ny =Ny, I, =I,, which have been defined through the Section 5.2.
5.5.1.4. DOD-DOA PSD
The DOD-DOA PSD, §QTQR (Qr.QR), is defined as follows

oo o0
So,0, (7,928)% f f S(7, f4,9r, Qg )d7dfy. (5.149)

—0o0 =00

The closed form of §QTQR (©.Qg) is then given by
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Sor0q (21,0R) =

L-1N, I,
=30 003 \(#enune ) o0 —0r (1+ar /)
{=0n=1x=1
5(9 ~0 (1+ag )+
5[0 =0, L+ os,,, /2] (5.150)
L—1 N
mZZZW%mW
=0n'=1lk'=1
3 2
X6 QR— 1'1_QRn',Z' /77+ 1_(QRn R,‘\ n[) (EKT]) .

Note that the DOD-DOA PSD for the FD-DGUS-MIMO model is fully
determined by the model parameters: &, Cq . Gunes &' s Chigrs On'nrgrs O,
QRM s OT s QR s Es 11 L, Ny,=Ny., I, =1, which have been defined
through the Section 5.2.

5.5.1.5. Doppler-DOA PSD
The Doppler-DOA PSD, S 1400 (fg,9QR ), is defined as follows

oo o0
St (fa,2r) 2 f f 7, fq,Qr,Qr )d7dOyr . (5.151)

—00 —00

The closed form of S 1,05 (fg,Qg) is then given by

St,0, (fa-0r)=

L1 N, I,
=322 (acn, Zgnn€> 5(fd —fa., (1+Um,n,e))

(=0n=1x—1

<8(% =g, (1+ar,,, fou || + (5.152)

L—1 N .
+E >, Z (5‘%%:1”('95 nLe ) 5(fd —fa.... (U’n',g'—l- u,[”n;))

—On—1r—1
— 2
X6 QR — 1_QRn',€' /7]+\/ (QR o &Rh e ) (6}»7])

Note that the Doppler-DOA PSD for the FD-DGUS-MIMO model is fully
determined by the model parameters &y, Cny» Qs> 7> Cntgrs Gniets fd, s
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in :
Qr > OR_,o Eks M Ugnes Unues Uginees Ly Ng=Npo, [y =1, which

have been defined through the Section 5.2.

N, 0 ?

55.1.6. Delay PSD
The delay PSD, S_.(7), is defined as follows

f St (7, fq )dfg =
> (5.153)
= [ S0, (r0g dQR_fs (7,97 YO
—0o0 —0o0
The closed form of S_(7) is then given by (see also (5.141))
L1 N, I,
ZZZ[(agcnegm) (T—m,e)]w(f) (5.154)
{=0n=1k=1

Note that the delay PSD for the FD-DGUS-MIMO model is fully determined
by the model parameters &, Cpy, Gynss> Tue» Ly Ng=Ny, Iy =1y, which

have been defined through the Section 5.2.

5.5.2. Characteristic Quantities

Here the first moment (average), and the square root of the second central
moment (deviation) of the delay, Doppler, DOD and DOA PDSs are derived from

§(’T, fd ,QT ,QR>.

5.5.2.1. Delay average and Delay spread

The delay average, 5&1) (the first moment of S__ (7)), is defined as follows
[6]

(o] o
pl) & fT§7T<T>dT/f S, (r)dr. (5.155)
—0Q0 —00
The closed form of [N)SlT) is then given by (see also (5.141))
LN L
= ZZ(aﬁcnﬁgﬁnI/) T 0- (5.156)
Z On=1kr=1
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(2)

T >

On the other hand, the delay spread D

central moment of S_ (7)), is defined as follows [6

552)%\/7"(7— /fs (5.157)

(the square root of the second

—0

The closed form of 5&27) is then given by

= 2 [~
ZZZ(a/Cnﬁgn,n,ﬁ> (Tt —(DTT) . (5.158)

ZOnlml

5.5.2.2. Doppler average and Doppler spread

The Doppler average, Dg)fd (the first moment of the Doppler PSD
§fd fy (fg)), is defined as follows

f faSt,1, (fa) dfd/f St,1, (fa)dfa (5.159)

—0o0

where §fd , (fq) is obtained by

St 1, (fa)= fSde 7, fq )d (5.160)

being the closed form given by

L1 N, I,
St,1, (fa) ZZZ(WCMQM/) (fd —fq, (1+Uh n/))Jr
(=0n=1r=1
B 2 | (5.161)
+ Z > Z (3lﬁn0r'1 R ey ) 5(fd = fa,. (U'n',zz'Jr qu,n',f'))
—on'=1r'=1

Therefore, the closed form of Ij(é)fd is then given by (see also (5.141))

lNg [[

= ZZZ(%CM% ne) fa, (Lt n,) (5.162)

FOnlnl
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On the other hand, the Doppler spread [N)E(Zd)fd , (the square root of the second

central moment of S o f, (fg)), is defined as follows [6]

[~)(f2d)fd é\/?(fd_ 5 ) St, 1, (fg dfd/f St 1, (fq)dfy. (5.163)

—00

The closed form of Ijg‘i)fd is then given by

=L > () P
fdfd ZZZ(%CM%M) (fdn,[ (1+Un,n,e)) —(Dfdfd) : (5.164)

éOnlffl

5.5.2.3. DOD average and DOD spread

The DOD average, f)(l)

000 (the first moment of the Doppler PSD

éQTQT (©r)), is defined as follows
~ 9 ~
DQTQT f QrSop0 (O )dQT/ f Soyq, (r)dQr, (5.165)
S e

where gQTQT (Qr) is obtained by

o0
Sore, (O1)= [ Ssq, (m0p )i, (5.166)
—0
being the closed form given by
S Mt
So.0; (1) EZZ(aZCnégnné) 6| Qr —=Or |1+ ol 1
{=0n=1k=1 K
LN, . ) (5.167)
8(Qr Zzz(aﬁcnﬁgnnﬁ)
=0n'=1x'=1

Therefore, the closed form of IZN)g(le)QT is then given by (see also (5.141))

1Lt Ne Ly

QTQT :—ZZZ(%% egﬁne) Qr,

fOnlnl

] (5.168)



156 Modelling and Experimental Analysis of Frequency Dependent MIMO Channels

On the other hand, the Doppler spread f)gT )QT , (the square root of the

second central moment of §QTQT (Q1)), is defined as follows [6]

Ds(i)QT \/f(g _DU T) S0, (1) dQT/f Sop0, (2)dQr.  (5.169)

—00

<2 . :
The closed form of DQTQT is then given by

LlN[ [[ OéTNn[ ~(1) )
STONENLS 5} o5 SIERIPANS gy vt ot | TN JRERES
KOI’I 1k=1 K

5.5.2.4. DOA average and DOA spread

5(1)
The DOA average, DQRQR

§QRQR (QR)), is defined as follows

(the first moment of the Doppler PSD

f)QRQR fQRSQQ (2= dQR/f Sog0g (R)AOR (5.171)

where Sq_q_ (€g) is obtained by

Soq0q (R)= f S-0, (1O )T, (5.172)

being the closed form given by

Soq0q ()=
L1 N, [,
=>> > (4, (gn,nj) (QR—QR (1+04R,i,nj/5n))+
(=0n=1r—1
L—1 Ny |
DIPIPp 3| CHTEHIN, G179
=0n'=1k'=1

o[ —

2 2
J1— Q /77+ 1- QR[ozR ) €.1

] |
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Therefore, the closed form of DS}ZQR is then given by (see also (5.141))

1=t Ng 4y

Q QR ZZZ(aﬁCn Egnnﬁ) (QR —Qg (1+04ij/aﬁ))+
s o

L L1 Ng 1 )

LD DD I CHItRY (5.174)
0'=0n'=1k'=1

o 2

XQR_ 1_92Rn',£'/77+\/ (QR R nC) /<5n77>

On the other hand, the Doppler spread DggQR , (the square root of the

second central moment of §QRQR (QR)), is defined as follows [6]

f)S(ZQR)QR \/I(QR_ s(z)szR) Sn0n (QR)dQR/f Soqg (QR)AQR. (5.175)

—0oQ

—0o0

<(2) . .
The closed form of DQRQR is then given by

3(2)
DQRQR
2
1 L=t N R.ns <(2 2
ZZ(a/Cnfgnn/) Qr Qg |1+ EM] (DélR)QR) +
/ 0On=1lk=1 K
(5.176)
2\ ’

L—1 Ny 1y 1— 02 Or «

1 L L _ 2 Ry \/ Rnte SRt
A g, Flo, V0 ()

('=0n'=1x'=1 kl
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5.6. Perfect wideband MIMO channel modelling

Once the post-processing of channel measurements is performed, the
channel characteristics can be presented in the form of PSDs, e.g., Delay-Doppler
PSD (in the case of channel sounders), Delay-DOD/DOA PSDs, etc. In this way,
the aim of the perfect channel modelling is to find an analytical channel model
and/or a simulation model that its PSD characteristics (see the PSDs obtained in
Section 5.5.1) approximate as close as possible to the corresponding measured PSD
system functions [6],[7] (see Figure 5.13).

This section shows the exact and general solution to this problem for a
wideband MIMO channel, taking into account the consistency of the measured
PSD system functions. A perfect 2D-space-time-frequency channel simulator,
derived from a perfect 2D-space-time-frequency channel model (as the FD-DGUS-
MIMO model proposed in Section 5.2), enable the emulation of measured
direction-dispersive wideband mobile MIMO radio channels without producing
any model error or making approximations. The only approximations considered
here are the functions obtained for some model parameters due to the cross-
products of the wideband signals (see Section 5.2.1 and 5.2.3), but the low
influence of these approximations has been already verified. It is worth to indicate
that this perfect wideband channel modelling strategy take into account the
existence of IPWs [3], and it was not so far formulated in literature for MIMO.

5.6.1. Measurement vs. model PSDs: perfect and non-perfect
The channel model H ( f.txr, XR) given in (5.133) is perfect if and only if

Measured Modeled/Simulated
PSDs PSDs
S(T, fd’QT>QR> S(T, fd>QT’QR>

Delay-Doppler : Delay-Doppler
Delay-DOD/DOA i Delay-DOD/DOA
DOD-DOA /—N DOD-DOA
Doppler-DOA N—/ Doppler-DOA
Delay : Delay
1

. :::\‘/ Exact and
If consistent T General Solution

Figure 5.13. Perfect MIMO channel modelling based on perfect fitting of the PSD characteristics




PhD. Dissertation, Alexis Paolo Garcia Ariza, UPV, Valencia, June 2009. 159

S(r. fg.92r.08)=S(7. fg.Qr.Q-) = S, (7. fa) =S, (7. fa),
S0 (1.92R) =510, (T:0%),
Sroy (7.0 )=S0, (7.971),
Sorae (212R)= S0, (21,0 );
St,05 (fa-2%)=St0, (f4.0r)
S7r (1) =5 (7).
On the other hand, the channel model (5.133) is non-perfect if

§de (T’ fg ) = §de (7-7 fq )7 §TQR (T’QR) ~ éTQR (T’QR)""

SNde (7’, fd ) ~ éde (7’, fd)’ SNTQR (T,QR): éTQR (T,QR),---

b

and so on.
It is worth to indicate that the measured PSDs S_ fy (7. fq). §TQR (T.QR).,
éTQT (1.97), éQTQR (Qr.Qr). éfdQR (fg.Qr), and S_ (7) are assumed

consistent and discrete with respect to the variables 7, fy, Qg and Qr .

5.6.2. Model parameters calculation from PSD measurements

Given Sde (T, fd ) . STQR (T,QR> , STQT (T,QT ) , SQTQR (QT ,QR ) . and
§fdQR (fg,Qr) obtained from wideband MIMO measurements, and taking into
account their discrete representation with respect to the variables 7, fy, {2z and
Q7 , it is possible to obtain the PSD system function matrices éde , éTQR , éTQT ,

éQTQR , éfdQR, and then calculate the FD-DGUS-MIMO channel model
parameters.

The measured delay-Doppler PSD matrix, éde , 1s given by (see also Figure
5.14)
51’0 e §1’Lm -1
Srty=| 1 e : (5.177)
SNp 0 77 SNp,Ly—1

m»>

where éde e RNm¥bn | Ny =2fq  /Afg +1, Ly =7Tpa /AT +1, being Afy

and A7 the resolution of the channel sounder in the Doppler and delay domains.
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fg
Tapiting 51,0 SLLy—1
. ;) Resolution
fa 1+ : 3 . } of the Channel
ntm . Sn,em . Afd Sounder
fd T A A
max § - §
N0 Ny,Ly—1
AT
— | | T
0 7’:gm Tmax

Figure 5.14. Delay-Doppler PSD experimental matrix.

This representation assumes the norm

Sty HF =1, i.e., the Frobenius norm

of éde equal to one. In (5.177) the measured Doppler frequency fdn , and the
»tm

measured propagation delay +£m are given as follows

fa , =—fq_ +Afg(n—1) (5.178)

n,lm
To =AT(ly) (5.179)

where £, :K:{O,l,---,Lm —1} and n:{1,2,---,Nm}.

Now, if  the MIMO channel  model is  perfect, 1e.,
S.t,(m.fg) =S, (7. fg), then Ny=Np, and L=Lp,, and from (5.143), with

¢=/¢',n=n"and Kk =k', the HPWs and IPWs Doppler components must fulfil

de

fdn,é ((1 + u’%anaé> + (U 'n,Z + u"l‘gn,[ )) = fdnj b (5180)
and the HPW delay components (see also (5.49)) must fulfil

Ty +7'"K’1g:7cg, (5181)

where 7", , was defined in (5.50), and from Figure 5.9, max(‘f"ﬁ,g‘) ~20ns, and

for a given system bandwidth B, then

1, :l2(20x10_9)8j, (5.182)

and k={1,2,---,1,}.In (5.182) B is given in Hz. Note that || indicates selection
of the lower nearest integer.
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Therefore, the delay-Doppler PSD of the FD-DGUS-MIMO model,
Sde (7’, fq ) , for the perfect case, can be represented by the delay-Doppler PSD

matrix éde as follows:
Srfy=| 1 Sy o (5.183)

where the entries §, , are given by

|
Sne = <3£Cn,z)2 i(gn,n,ﬂ >2 (a;znc:mnz) Z (g& n g) = $n.¢- (5.184)

k=1

If the marginal conditions given in (5.141) are taken into account, the
coefficients 8y, Cy s, 0, ¢ can be obtained as follows

Nm .
a :\/Z S0 —(a;“f, (5.185)
n=1

1 ([ inqin V2
cn,_ag\/sng (aehy) (5.186)

Grn. —ﬁ\/%,e (a'enchnfgﬁ n 4)2 (5.187)

ACn ¢

The closed forms for the channel model parameters showed above (see also
(5.107)) follow the desired relationship for the perfect channel modelling strategy,

ie., éde :éde , but in case of limited resolution in the Doppler frequency
domain is difficult to assure the US condition given in (5.127). To obtain a US

model, it is recommendable to replace fdné((1+u,€7n,4)+(u'n’€+ umn,[)) in
(5.180) by

fus =g, ((1+uﬁ’n’4)+(u'n,g+ui£n,é))+(5n,n,€ _1/2)Afd, (5.188)

hné

where (3, , , is a i.i.d variable which is uniformly distributed within [0,1).
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Qr/T
~R/T ~R/T
RNy aggy | L0 L, 1
5 AR/T AT | Resolution
QR/Ty ot hi/ien AQg | of the Channel
AQq | Sounder
Qr + If.\R/T fR/T
N /M0 N/M,Lpy—1
AT
S % % T
0 725 Tmax

m

Figure 5.15. Delay-DOA/DOD PSD experimental matrix.

On the other hand, in the same way that the PSD matrix éde presented in
(5.177), the measured delay-DOA and delay-DOD PSD matrices, i.e., éTQR and

éTQT , respectively, can be given by (see also Figure 5.15):

:R oR
0 ML,—1
Srg = i (5.189)
:R :R
'N,0 'N,L,—1
T T
M0 nL,—1
Sror =| 1 f, (5.190)
T T
™™o '™,L,—1
where éTQR e RN*n and éq—QT eRM*tm  From Figure  5.15,
QRi,ém :_QRmax +AQR (I _1)’QTJ',1?m :_QTmax +AQT (J _]') ’ J = {1’2"”’M }’

i:{1,2,---,N}, ln =1, being AQly and AQq the resolution of the channel

sounder in the Qg and Qp directions, respectively. The matrices defined in

(5.189) and (5.190) assume the norms - 1.

=1 and
F

S T

STQR

Therefore, assuming that §de (1. f4). §TQR (1.QR), and éTQT (1. ) are

consistent, their matrix representation Srf,, Sy, and S;q, have some

interesting properties useful to obtain the remaining channel model parameters.
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First, the path gains &, are identically obtained either from (5.177) or from

(5.189) and (5.190) using the model PSDs matrices éTQR and éTQT (see also
(5.145) and (5.147)):

Il

Fi,RZZ(aN'ZCn,Z)zZ(gF;,n,Ef (az”c'n“z) Z(gnne) = £, (5.191)
k=1

=T = 2 & 2 inin \2 l in \2_ T

rj,é:(aﬁcn,E) Z(gli,n,é) +(ae Cné) Z(gm,n,é) =T (5.192)
k=1 k=1

Therefore

=1

o B - oo} - s

Thus, being &, and ¢, , known, i.e., from (5.193) and (5.186), respectively,
then equations (5.187), (5.191) and (5.192) can be used to obtain g, , o . Note that

ar, cri{'[ and gfin’n’g are known from (5.107).

On the other hand, the entries of the £ -th column of éde may differ from

the entries of ¢ -th column of §7—QR and éTQT only by permutation [7]. If this

condition is fulfilled, then, for any value of n={L2--,Ny}, integers
je{t2,- .M}, ie{L2--,N} can be found so that rlé—rjg—snf holds.
Hence, with the indexes i and | it can be then determined

QRUT = _QRmax -+ AQR (l —].) . and QTj,{{ = _QTmax + AQT (J — 1) .
Therefore, the desired discrete DOA and DOD (see (5.145) and (5.147))

2
[ 2
_QR/ \/ QRnl Rhni)
€k

n

Qg

and

QTn,é

1+ Oéch,n,f ]’

K

of the FD-DGUS-MIMO channel model can be obtained respectively by:
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2
2
ag ) |1 R, Jl—(QRn,[,aRﬁ,n,f,) R
1+ r,N, 0 + 4 + ,L ,n’, :Q - (5 194)
Rné RI ¢ :
’ €k n €N ’

0 1+aT“"”" =0 5.195

Tﬂ,( - le ( . )

K

The model parameter QRH/ in (5.194) must be solved by numerical

methods. Besides, note from (5.181), (5.188), (5.194), and (5.195), that the
remaining model parameters 7", ,, U. g, U'n g, u,'in,n’[ s OR ., ., O, > € »>and

K

n were defined in Section 5.2. For readability they are redefined below:

(0%
~ Rfc,n,f
Un,n,ﬁ ~ >
€k

_ "
aRﬁ;,ﬂ,é’ = cos (¢ Rx,n,[ )’

_ "
aTx,n,é‘ - COS(qj) T‘,n,é )’

K

P (P

2 "
B v +1—2vcos (QSRM +¢ Rons )

p¢"TH,nyg (QS"TK,n,z ) - 72 1 p¢"R&n,€ ((ZS "RK,n,z )’

Yy="Tp/Tg,

Tet =Te+T" 05
Ty = Rg/C,

Rnag = RTn,/ + RRn,f ’

T"n,f — T"K,E — <Sin (d)"R,;,,n,/ ) RRn,( /C>n ,

(B
Sln(¢Rm£ + ¥R _XR)

€,1) €08 (QSRM +¢rR —XR )

sin (¢Rn,g +¢YRr— XR)

UCOS(d)Rn’K TR — XR)
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B
('th',,n,ﬂ

' —1
=0, PR T O'R,, Or, = O~ r» Or, =cos (2, ).

2
€ = 1.2712[£] - 1.1835[£] —0.0073, withe, =0,
f f

c c
f, =—B/2+(k—1)Af, withx={1,2,--,1,},
1, :[2(20><10*9)BJ,
n=cR{0,--,1}.

According to these parameters definition, which are a result of the cross-
products and the IPWs propagation, the angular DOA estimations, i.e., QRn e have

to be performed before than the Doppler components fdn, due to the angular

dependence in u,iﬁrjn’é and u'y .. Besides, note that pp and g are the array angle

orientation and the angle of displacement at the RX, respectively (see Figure 5.5).

To conclude, note that consistent measured matrices éQTQR and éfdQR can
be used as well to find the channel model parameters by means of éQTQR and

éfdQR obtained from (5.150) from (5.152), respectively. Besides, note that éfdQR

has the quality of the DOD-Doppler dependence which can be used to check the
calculations described above, or used directly for the calculation of fdn[ and

QRM .

5.6.3. Model parameters from non-consistent measurements
Since measurement errors are possible, §TQR (.Qg) and §TQT (7.Q7)
could be not consistent with S_ f, (7, fq ). Besides, note that §fdQR (fg,9QR) could

be not consistent with S_ f, (,fq) in the fy domain. In such cases, for instance
equation (5.193) is not fulfilled and the permutation of the columns between
éTQR (1.QR). §TQT (7,97 ) and §de (7, fq) is not feasible. In theses cases, only
semi-perfect models can be derived.

A possible solution follows the no-perfect case given in Section 5.6.1.

Hence, for any measured value §, ,, we have to find the entry ﬁz or f}: s which is

closest to §, ;. Here, the index s refers to the s-th propagation path and ranges

from (—{, to {+/{,, where ¢ denotes a sufficiently large integer. The
procedure can be described by
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fR s [eR R gR
find|fy = Sn,za{ri,z—eo,'“,Vi,sa'--,ﬁ,HﬁOH,
) ; . . (5.196)
find rj’s = Sn,¢> {rj,gfﬁo’”"rj,s"”’rj’éWLéO H
Once I’iR and f], have been found, the next step is to construct the

»S 1,8

auxiliary Delay-DOA/DOD matrices éTQR and éTQT containing S, , (from éde )

in the i-th and j-th rows, respectively, and in the ¢-th columns, being §, , the

R T

best approximation to the entries f; ¢ or fj ; of the measured S7q, and Sro; . The

i,s
resulting auxiliary Delay-DOA/DOD matrices éTQR and éTQT are then consistent

with éde and can now be used as starting point for the perfect fitting procedure
addressed in the previous section. The same procedure can be applied to make

consistent éfdQR with éde inthe fy domain.

5.6.4. Parameters estimation based on the 2D-STFCF

Other method to determine channel model parameters for measurement-
based simulation models can take advantage of the channel correlation functions
[9], if both measurements and model fulfil WSSUS conditions [10],[11]. This is the
case of the FD-DGUS-MIMO model in (5.133) and the measurements performed
for this PhD Dissertation (as the multivariate normality of data has been verified in
Section 3.5.3).

The procedure is based on the fitting between the model and measurements

using the temporal correlation function (TCF), r_. . (7-'), the frequency correlation

function (FCF), r,, (1/), and, as a new characteristic, the space correlation

functions (SCF) of the channel, i.e., Forer (g—r ) and Foncr (CR ) First, the TCF, FCF,

and SCFs can be estimated directly from frequency time-variant MIMO
measurements (from real-time channel sounding point of view) and their closed
forms obtained from (5.134) as follows:

(5.197)

Note that the theoretical F,, (v), F..(7'), Merer (¢7), and Fencn (sr) are

obtained setting to cero the undesired displacement variables in the 2D-STFCF
MHH (V,T’,gT ,gR) , from (5.134).
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On the other hand, the method based on the correlation functions (CF)
introduces some enhancements using the samples in the frequency, time, and space
domains, improving the estimation of TCF, FCF, and SCFs from measurements.
The main idea is to take into account the MIMO time-variant channel frequency
response (CFR), and use the samples from different measured domains for the
averaging of the CF estimations, in the same way used in (3.19) for the estimation
of the spatial covariance matrix. The validation of this procedure has been done
already comparing both the TCF and FCF with the SAGE algorithm [12], but the

space domain has not been included so far, i.e., nggT (gT) VS. nggT (gT), and

Fencr (gR) VS. QRgR (gR ) As the aim of this PhD Dissertation does not include the

parameter estimation procedures, this is an open issue for future investigations.

Moreover, as it was already mentioned, sophisticated super-resolution
parameter estimation techniques have been used to estimate the parameter of a
channel model (e.g., SAGE). However, a serious drawback of the aforementioned
representation of the radio channel is associated with a large number of specular
components, often required to accurately simulate the physical channel. In this
case, the number of the model parameters to be estimated is also large, which can
cause a serious degradation in performance of the chosen parameter estimation
method. To circumvent this problem, the stochastic maximum likehood (ML)
method has been proposed [14].

Here, for future channel model parameters estimations based on the closed

forms f,, (v), Foo(7'), Ferer (¢7), and L (sr). and the estimated versions

from measurements f,,, (v), £ ("), f_o (sr), and f_ . (cr), it is proposed to
follow an iterative nonlinear least squares approximation (INLSA) algorithm as in

[12], since the proposed FD-DGUS-MIMO model and the measurements fulfil the
desired WSSUS condition.

To conclude, it is worth to indicate that the estimation procedure indicated in
this section, and the previous perfect channel modelling strategy, are the first
methods proposed in the literature addressing the effects of the fine scattering in
the propagation and including HPWs and IPWs in formulations.

5.7. FD-DGUS-MIMO channel simulations

Based on the parameters defined in Section 5.2, the simulation of the 2D-
STFCF (5.134) is presented here, aimed to verify the effects of IPWs on the
correlation characteristics. For this goal a geometrical model as in [15], with
N, =25 Laplacian scatterers, with o4« =4°, lying in L ellipses (with eccentricity

of 0.8), will be used as reference for the generation of the distances RTn , and
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Rr ,» and the channel model parameters 7, fy , Q7 , and Qg . Note that
n,(l n, ¢ nt n,l
these model parameters are the same as some obtained from measurements.

On the other hand, it has been set a time window T =400 ms, bandwidth
B:{200,7()()} MHz, and f, =2GHz. Note that the used relative bandwidth

permits us to include the cross-products modelled in this chapter.

On the other hand, the ULA lengths at the TX and RX were defined by
Dr =Dg =0.3m, and 10 m of separation between TX and RX. Besides, the RX

displacement was set to generate a maximum Doppler, fy , of 10 Hz. The arrays

angle orientation were g = @1 =45°, and the angle of displacement at the RX
Xr =30°. The system resolution in the frequency and time domains followed

Af =2MHz and At=10"3 s, respectively. The IPWs parameter 7 has been set

to 0.5, as an example case (see also (5.106) and (5.107)) to depict channel
simulation results with and without IPWs.

Figure 5.16.a shows the frequency-time correlation function with and
without consider IPWs for f, =2GHz and B =200 MHz. On the other hand,

Figure 5.16.b shows the frequency-time correlation function with and without
consider IPWs for f. =2 GHz and B =700 MHz . From Figure 5.16 it is observed

that IPWs have affects on the correlation characteristics of the simulated FD-
DGUS-MIMO channel if the bandwidth increases; only slightly differences are
perceived for B =200 MHz.

This correlation characteristic can affect the performance of a MIMO
system, especially for higher relative bandwidths. Besides, from Figure 5.16.a it is
observed that the relative bandwidth used during the measurement campaigns
performed for this PhD Dissertation does not shows any harmful effect on the
correlation characteristics in time and frequency. In the same way, the correlation
characteristics in the space domain at the RX do not show strong dependence on
the existence of IPW for f. =2GHz and B =200 MHz (see Figure 5.17). Note

that only the RX spatial domain is plotted since the IPWs were modelled only at
the RX side (see (5.4)).

It is worth to indicate that simulations at f. =12 GHz were performed, but

at such frequencies if the same relative bandwidth is desired for comparison
analysis, i.e., B/ f. =0.35, the bandwidth must be set to B =4200 MHz . Due to

computational restrictions for the multidimensional 2D-STFCF, and using the
resolution parameters described above, this simulations never reached the final
solution and are not plotted here.

To conclude, based on the results presented in Figure 5.16.a and Figure 5.17,
and for the measurement setup used during this PhD. Dissertation, the FD-DGUS-
MIMO model in (5.133) can be applied taking into account only HPWs.
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Figure 5.16. Simulation results of the correlation functions of the FD-DGUS-MIMO model, a)
frequency-time correlation function with/without IPWs at 2 GHz and 200 MHz bandwidth, and,
b) frequency-time correlation function with/without IPWs at 2 GHz and 700 MHz bandwidth.
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Figure 5.17. Simulation results of the correlation function of the FD-DGUS-MIMO model: RX-
space-time correlation function with/without [IPWs at 2 GHz and 200 MHz bandwidth.

5.8. Conclusions

In this chapter a new FD-DGUS-MIMO channel model which includes
parameters for modelling space-time channels with different relative wideband
signals, high central frequencies and the inclusion of the effects of close scatterers
using HPWs and IPWs has been proposed. Despite the existence of [IPWs has been
reported in physics studies since 1959, the proposed model is the first channel
model including both types of plane waves, which permit us to model frequency-
dependent effects including possible effects related with wave propagation and the
interaction between waves, scatterers and the antennas.

On the other hand, it has been imposed desired WSSUS conditions for the
proposed FD-DGUS-MIMO channel model, which offer suitable characteristics for
the application of perfect modelling techniques and then obtaining the channel
model parameters from channel sounder or VNA measurements. The imposed
DGUS characteristics allowed the calculation of closed forms for the 2D-STFCF
and 2D-D*-PSD functions, which permit us the application of perfect and non-
perfect modelling techniques based on PSDs estimations from real world
measurements. Besides, based on both the estimation of the CFs from
measurements and the closed forms of the CFs obtained from the 2D-STFCF, the
application of INLSA algorithms is feasible. These two techniques for channel
model parameters estimations allow the formulation of dedicated simulations
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models for realistic performance analysis of wideband, high frequency and even
UWB-MIMO systems.

Since high order statistics have been used for the perfect modelling proposal
following the formulated and estimated PSDs, the model does not consider any
approximation, except the approximations used for the parameters resulting from
cross-products due to the wideband signals and then from the fine scattering. It is
worth to indicate that these approximations have shown low effects in the model
performance.

To conclude, despite the proposed FD-DGUS-MIMO channel model has
been formulated based on a 2D spatial approximation (azimuthally) and it has been
proposed for ULAs, as the MIMO measurements performed for this Dissertation,
the model can be extended to 3D and including other arrays geometries.
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CHAPTER 6

CONCLUSIONS AND FUTURE RESEARCH

6.1. Introduction

The frequency dependent wideband MIMO channel has been investigated
for this Dissertation addressing different fields. Homogeneous and in-
homogeneous plane wave propagation, deterministic Gaussian perfect MIMO
channel modelling, measurement data processing, multivariate statistic data
analysis, linear algebra applied for solving non-positiveness of particular
experimental covariance matrices, and MIMO channel synthetic generation were
the main research topics included.

Central frequency and bandwidth effects have been considered from
experimental and theoretical viewpoints. Realistic wideband multi-spectral MIMO
channel measurements, their multivariate normality and linearity analysis, and the
MIMO system performance analysis have been carried out from an experimental
point of view. From a theoretical point of view, reliable synthetic multi-spectral
MIMO data generation, alternating projections of non-positive experimental
covariance matrices to allow Cholesky factorisations, and new strategies for
wideband MIMO channel modelling fulfilling WSSUS conditions were carried out.

6.2. Conclusions

6.2.1. General conclusions of the Dissertation

The theoretical formulations and experimental procedures proposed in this
Dissertation allow to the research community the characterisation of realistic
frequency dependent MIMO channels at different frequency bands from 2 to 12
GHz in wideband conditions. These results can be applied to different mobile
communication standards and easily extended to UWB-MIMO and higher central
frequencies, being also applicable to cognitive radio systems where frequency
dependency is inherent. Indoor MIMO channel characteristics at different central
frequencies between 2 and 12 GHz, with the same electrical separation between
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antennas elements, have shown remarkable differences. These results allow us to
choice particular space-time processing, i.e., beamforming, SM, or ST coding,
according to the frequency band within the analysed scenarios and the possible
target system.

On the other hand, this PhD. Dissertation has verified that multivariate
normality and WSSUS condition are key issues for experimental analysis and
modelling of space-time-frequency channels. The multivariate normality condition
is usually assumed during measurement campaigns and the WSSUS condition is
imposed within channel models since allow us to include useful channel
characteristics for correlation and spectral analysis. Despite these conditions are
usually fulfilled for SISO and narrowband channels, for wideband-MIMO and
UWB-MIMO channels they are not always fulfilled. In this PhD. Dissertation it has
been demonstrated from experimental wideband MIMO data that the multivariate
normality condition is not always satisfied in the frequency and space domains.
This characteristic can introduce wrong analysis during the synthetic channel
generation based on the estimation of covariance matrices. From an experimental
analysis point of view, the application of multivariate normality and linearity tests
has demonstrated to be a useful tools for reliable MIMO channel analysis.

From a theoretical point of view, the wideband/UWB-MIMO channel does
not follow in fact the WSSUS condition. As it was addressed in this Dissertation,
one possible way for close formulation of correlation and PSD functions of these
channels is to impose this characteristic by means of reliable approximations. Once
the WSSUS condition is imposed, as in the proposed FD-DGUS-MIMO channel
model, perfect MIMO channel modelling techniques and other strategies for
channel parameter estimations can be applied. However, if we desire a full
formulation of these frequency-dependent MIMO channels, homogeneous and in-
homogeneous plane waves have to be taken into account. This PhD. Dissertation
has demonstrated that in-homogeneous plane waves introduce other frequency
dependent effects that can modify the correlation characteristics of the wideband
MIMO channel. To allow the perfect MIMO channel modelling taking into account
both type of plane waves, the WSSUS condition must be fulfilled in both groups.
This condition has been reached following close formulations and approximations
for both the relative bandwidth dependence and the cross-products within the
model.

6.2.2. Particular conclusions of the Dissertation

The specific conclusions of this Dissertation are included below following
the list of contributions indicated in Section 1.5. These conclusions permit the
reader find the main important outputs of the research addressed within this work.

6.2.2.1. Measurement setup and experimental procedure

A measurement campaign in two indoor scenarios following static
conditions, high SNR regimen, and isolation of the path-loss effect for the
acquisition of reliable MIMO data between 2 and 12 GHz has been designed and
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performed. The measurement setup was proposed, the robotic linear positioning
system and the acquisition software were implemented, the UWB antennas were
characterized, the minimum conditions for measurements were defined, and the
performance of the VNA was verified. Subsequently, a post-processing of data to
obtain the normalized non-frequency selective MIMO channel matrix was
proposed, which allowed a reliable estimation of FSC MIMO matrices of the
system.

6.2.2.2. Channel synthetic generation

A reliable multi-spectral synthetic generator of MIMO channels based on
real MIMO data obtained from VNA measurements has been proposed. For the
synthetic generation, the well known coloring matrix method was used. This
method was carried out performing the Cholesky factorisation of the estimated
FSC MIMO matrix, obtaining then the coloring matrix of the MIMO system, which
was finally used for the generation of thousands realisations of the MIMO channel.

6.2.2.3. Alternating projection (AP) method for CCM

Based on experimental results, it has been proved that a complex FSC
MIMO matrix estimated from real measurement data can be indefinite, being the
Cholesky factorisation unsuitable. Moreover, it has been demonstrated that this
effect is more probable for large-scale MIMO arrays, appearing higher negative
eigenvalues.

In order to make the estimated FSC MIMO matrix positive definite and
useful to apply Cholesky, a simple and iterative CP based on the AP method has
been proposed. Using specific parameters and number of iterations according to the
MIMO matrix dimensions, this procedure finds the Hermitian positive definite FSC
MIMO matrix with unit diagonal which is the closest in the Frobenius norm to the
original FSC MIMO matrix. In this sense, the proposed procedure can reduce the
overall time to carry out a measurement campaign and the channel analysis due to
the reduced number of samples that it is possible to use to calculate the
experimental FSC MIMO matrices.

The performance of the CP has been investigated for different array
configurations. It has been checked the eigenvalue distribution of all estimated FSC
MIMO matrices, following an adjustment of all matrices detected as non-positive
definite. Results suggest a careful selection of the CP parameters in order to
guarantee a 100% success rate and a minimum impact on the CDF of the
eigenvalues of the FSC MIMO matrix. Lower values of tol and more iterations are
required for large-scale arrays. Besides, optimum values for €, ,, were found for

min

different array dimensions, which can increase the performance of the CP.

Once ensured the positiveness of all FSC MIMO matrices, the Cholesky
factorisation has been used to generate as many multi-spectral MIMO channel
samples as necessary to assess the ergodic and outage (at 1% and 10%) capacities.
Results have proved that the MIMO capacity is not significantly sensitive to the
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parameter ¢ once the positiveness is assured. These results guarantee the reliability
of the MIMO channel characterisation presented in this PhD Dissertation.

6.2.2.4. MIMO channel parameter evaluation

The impact of frequency on the MIMO channel characteristics for two
different indoor scenarios has been investigated based on experimental multi-
spectral measurements between 2 and 12 GHz. A synthetic channel generation has
been applied and validated, doing fair comparisons in four different central
frequencies under a high SNR regime. The results presented in this Dissertation
have shown useful remarks for designs and deployment of wireless systems using
MIMO techniques as beamforming, SM, and ST coding, operating at 2, 2.4, 6 and
12 GHz.

The experimental results have shown that the CDFs of the MIMO capacity,
eigenvalues, multipath richness, spatial correlation (TX and RX), and the AOA and
AOD for two indoor environments have a strong frequency dependence. Besides,
these results have indicated that Zone B, which represented a high multipath
richness environment, depicts better characteristics for the applicability of SM and
ST coding up to 12 GHz. On the other hand, beamforming techniques can be
applied up to 12 GHz regardless the indoor scenario due to the high directivity of
radio channels at elevated frequencies.

The MIMO system performance analysis have shown remarkable differences
between 2 and 12 GHz. Compared with the i.i.d channel for M = N = {2,3,4}

cases, the 1%, 10% and 50% outage capacities were reduced while the frequency
was increased. The maximum relative capacity reduction was for M = N =4 at
12 GHz. These results were found in LOS and NLOS conditions. These changes
versus frequency were related to the increment of the RX/TX spatial correlation
and a reduction of the angular spread, which caused a reduction in the MIMO
system eigenvalues while the frequency grows. Reductions in the eigenvalues
power were stronger for the smallest eigenvalues, showing modifications with
frequency in the distribution of the largest eigenvalue. The differences in capacity,
eigenvalues, spatial correlation, and angular characteristics, were lower between 2
and 2.4 GHz, and for NLOS cases.

Experimental results confirm that at higher central frequencies the multipath
richness of the channel is reduced, even in NLOS conditions. The performed
analysis indicate up to 50% less multipath richness at 12 GHz in NLOS compared
with 2 GHz, and much lower in LOS. From a system performance point of view,
the reduction in the multipath richness is a drawback for SM and diversity
techniques, and in the worst case (Zone A) the performance could be reduced in
more than 50% for both propagation conditions at 12 GHz, and in more than 10%
at 6 GHz.

Based on correlation and angular results, it was verified that beamforming
techniques can offer better performance in LOS cases and higher central
frequencies (particularly in Zone A) due to the higher correlation among antenna
elements. On the other hand, these increments in the spatial correlation are a
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drawback for SM and ST coding, since lower power is carried by the rest of
orthogonal modes of the MIMO channel. In these cases, water-filling techniques
must be mandatory for SM, but perfect knowledge of the channel is required at the
TX. For ST coding, the unknown channel become in a loss of performance at
higher frequencies, and according to the correlation results at 12 GHz for Zone A,
this MIMO technique for LOS conditions in this kind of scenarios (with low
multipath richness) can be prohibitive.

The AOA and AOD analysis based on the phase of the complex spatial
correlation coefficients shown different angular characteristics at different central
frequencies, mainly in LOS in Zone B, which have proved a strong frequency
dependence on the indoor multipath propagation. According to the phase
distributions, the multi-spectral MIMO measurements addressed useful
characteristics for angular channel parameter estimations. The MIMO channel
measurements between 2 and 12 GHz captured angular information with different
spatial resolution and fine scattering propagation at higher frequencies. These
characteristics can be exploited by super-resolution channel parameter estimations
based on parametric methods. In this way, the formulation of new models including
multi-spectral resolution and wideband characteristics is a promising research area.

6.2.2.5. Multivariate and linearity analysis of MIMO data

The intrinsic relationship between the non-positiveness of the FSC MIMO
matrices with the non multivariate normality of the MIMO data for large-scale
channel matrices has been also addressed. The non multivariate normality is
increased with the array sizes, even when the normality of the MIMO channel
entries is guaranteed (SISO case). It was exposed the theory about MCND and
MVCND, being as well tested the UCND and MCND of the MIMO data for
different array sizes and frequency window widths, being found the most suitable
configuration for experimental analysis. The MVCND was not tested due to the
current PDF function consider a Kronecker assumption for the covariance matrix,
which is not entirely correct for realistic MIMO channels.

As a possible source of inaccuracy for the covariance estimator applied in
this Dissertation, it has been also tested the linearity of the MIMO data entries.
This characteristic was checked for different array sizes and segmentations. Matrix
size and frequency window width dependency was observed in the linearity of the
MIMO data. If higher window widths and arrays sizes are used, higher non-
linearity is found.

For reliable experimental MIMO channel analysis there exist a trade-off
between normality, linearity and number of samples. It was observed that the
assumption of multivariate normality and linearity is key point for MIMO data
analysis, but not so much works have been focused in this issue. The understanding
of the effects of the non-normality and non-linearity, and its relationship with non-
positiveness of experimental FSC MIMO matrices, deal the way for new researches
in MIMO analysis based on experimental data.
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6.2.2.6. FD-DGUS-MIMO model

A new FD-DGUS-MIMO channel model which includes parameters for
modelling space-time channels with different relative wideband signals, high
central frequencies and the inclusion of the effects of close scatterers using HPWs
and IPWs has been proposed. Despite the existence of IPWs has been reported in
physics studies since 1959, the proposed model is the first channel model including
both types of plane waves, which permit us to model frequency-dependent effects
including possible effects related with wave propagation and the interaction
between waves, scatterers and the antennas.

On the other hand, it has been imposed WSSUS conditions for the proposed
FD-DGUS-MIMO channel model, which offer suitable characteristics for the
application of perfect modelling techniques and then obtaining the channel model
parameters from channel sounder or VNA measurements. The imposed DGUS
characteristics allowed the calculation of closed forms for the 2D-STFCF and 2D-
D’-PSD functions, which permit us the application of perfect and non-perfect
modelling techniques based on PSDs estimations from real world measurements.
Besides, based on both the estimation of CFs from measurements and closed forms
of the CFs obtained from the 2D-STFCF, the application of INLSA algorithms is
feasible. These two techniques for channel model parameters estimations allow the
formulation of dedicated simulations models for realistic performance analysis of
wideband, high frequency and even UWB-MIMO systems.

Since high order statistics have been used for the perfect modelling proposal
following the formulated and estimated PSDs, the model does not consider any
approximation, except the approximations used for the parameters resulting from
cross-products due to the wideband signals and then from the fine scattering. It is
worth to indicate that these approximations have shown low effects in the model
performance.

Despite the proposed FD-DGUS-MIMO channel model has been formulated
based on a 2D spatial approximation (azimuthally) and it has been proposed for
ULAs, as the MIMO measurements performed for this Dissertation, the model can
be extended to 3D and including other arrays geometries.

6.3. Future research

The future research topics included in this section follow the classification of
contributions indicated in Section 1.5, in the same way as in the conclusions listed
above.

6.3.1.1. Measurement setup and experimental procedure

The inclusion of complex antenna characteristics (in azimuth and elevation)
within the experimental procedure is a key issue for future multi-spectral MIMO
channel analysis. In this way, the development of new algorithms and models are



PhD. Dissertation, Alexis Paolo Garcia Ariza, UPV, Valencia, June 2009. 181

required to integrate the 3D information of the antenna pattern within the synthetic
channel generation. Once this information is included for experimental analysis,
possible correlation effects at higher central frequencies related to narrow beams in
vertical planes for typical omnidirectional antennas (see Figure 2.9) can be
avoided.

6.3.1.2. Channel synthetic generation

In this Dissertation was addressed a synthetic channel generator based on
FSC MIMO matrices. For future research, the inclusion of full space-time-
frequency correlation matrices seems to be promising (see equation (3.19)). The
main drawbacks of this option are the size of the obtained correlation/covariance
matrices, the number of samples required for the estimator, the multivariate
normality in all domains, increments of the probability of being non-positive
definite, computational restrictions, and time consuming for Cholesky
factorisations and synthetic generation. As possible solutions are the reduction of
the number of samples for the covariance estimators and then the application of the
CP procedure based on the AP method, or a hybrid procedure based on the AP
method and the SCE method as it was described in Section 3.6.

6.3.1.3. Alternating projection (AP) method for CCM

As it was described in Section 3.4.1, the inclusion of the new parameter ¢

permits to improve the performance of the CP procedure based on the AP method.
For future research, the synthetic channel generation following this procedure can
increase the accuracy of the MIMO outage analysis, since a range of small enough
possible positive eigenvalues can be used for projections. Hence, the characteristics
of the eigenvalue decomposition of the FSC MIMO matrix will be completely
fulfilled, i.e., a set of positive ordered eigenvalues with their corresponding
eigenvectors. Note that this proposal differs from the AP method used in this
Dissertation, which included only one option for e, which replaced all the
negative/cero eigenvalues of the non-positive definite experimental FSC MIMO
matrices.

6.3.1.4. MIMO channel parameter evaluation

To improve the understanding of the frequency dependency of the MIMO
channel, spatial filtering can be used to study the multi-spectral directional
characteristics of the channel between 2 and 12 GHz. As it was indicated in Section
4.4.2, spectral or parametric methods can be applied for angular estimations using
ULAs. For future research, the formulations included in Section 4.4.2 can be used
for this aim based on the MIMO data obtained for this Dissertation and using the
same array configurations. Possible extensions could include different array
geometries.
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6.3.1.5. Multivariate and linearity analysis of MIMO data

A deeper study about the MIMO matrix variate complex distributions is
necessary for the complete understanding of MIMO channels. The multivariate
complex normal distribution of the sampled complex MIMO channel transfer
matrix and the Wishart distribution of the sampled complex covariance MIMO
matrix are the two principal topics for future research. Besides, the link between
the measurement procedures and post-processing techniques is another key point in
the statistical analysis and simulation of the MIMO channel. In this way,
multivariate normality tests can be used for verification of process stationary
intervals in all domains (assuring WSS within the MIMO data).

On the other hand, future multivariate analysis of MIMO data can take
advantage of the non-singular MIMO matrix variate complex normal distribution
addressed in equation (3.30). This distribution belongs to the class of matrix
variate elliptically contoured distributions (see Appendix A.1l). In particular for
M, = 0, the distribution belongs to:

a) Right spherical (isotropic) distributions if E.[T/”T’T'] =1I,,.
b) Left spherical distributions if 2_[;;’7'] =1I,.
¢) Spherical distributions if X" = I, and X7 =1,

These possible options are linked to the channel propagation conditions. They are
only reached under both normalized channels and uncorrelated conditions. Space
uncorrelated conditions, either at the TX or at the RX, can reach cases a) and b),
respectively. If the un-correlation happens at both ends of the link, the case c) is
reached. Otherwise, the MIMO channel belongs to the matrix variate elliptically
contoured distribution (see Appendix A.1). As it was performed in Figure 3.8, we
can take advantage of these characteristics for future simple visual inspection of the
MIMO channel characteristics and its stationary intervals.

This statistical and geometrical analysis will contribute in future works to the
understanding of the multi-spectral MIMO channel behaviour in real propagation

conditions, since the eigenvectors and eigenvalues of 2[;”7'] = E[IVR’T'] ®2[;’T’T']
have a strong relationship with multipath direction of arrival and departure, which
are related to the spatial correlation at both ends of the link, and also define the

MIMO channel capacity.

On the other hand, the covariance matrix characteristics, i.e., the Wishart
distribution (see Appendix A.2), may be exploited to prove the normality of MIMO
data and process stationary. The drawback of this option is that the theoretical
Wishart distribution is itself confident in the multivariate normality of the MIMO
data, which indicates they can be only used to reject cases of not multivariate
normality.
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Moreover, the independence of the time snapshot samples of bl | and the

w,v
total number of time samples, K , plays a crucial role for covariance analysis, since
the number of samples have to be higher than the MIMO matrix dimensions, i.e.,
K > NM , to follow a Wishart distribution. The last necessary condition is not
fulfilled for the performed measurement campaigns in Zones A and B when
N =M >7 dueto K = 50. For future researcher activities in this field, and as a
simple solution, it is possible to consider the frequency domain bin samples as a

new sampled independent population, i.e., ﬁ[ﬁj;f"'},h[j’i;"'],...lﬁl[ﬁ;"t”], being

w

independent variables with Ny, (,uz, 2;”) distribution. This assumption increases

the total number of samples to estimated the complex covariance matrix g[:ﬂ

(see (3.28)), being KI > NM, which agrees with the Wishart distribution
assumption. Hence, for future works, the following statements must be verified in
the MIMO data:

* s, and KI f;ﬁ?” are independently distributed.

~ 1 v, 7'
M NNM (:ux’ﬁz[lﬂ—]]

a7

= and KIS ~ Wy, (KT —1,3077).

where Wy, (KI -1, ZL%,”T']) denotes Wishart distribution, with K7 —1 degrees of

freedom. More details about the Wishart distribution can be found in the Appendix
A2.

6.3.1.6. FD-DGUS-MIMO model

Future research related to the FD-DGUS-MIMO is aimed to improve the
modelling of the IPWs, including 3D propagation and deeper analysis of the space-
time-frequency dependency of these waves. So far the model has been designed for
ULA in 2D propagation conditions, but most realistic conditions including IPWs in
the local area (mainly in confined environments) require 3D considerations.
Besides, it is possible to model the parameter «: (see equations (5.6) and (5.106))

as a local area size dependent function

ap (Xm0, ), ¥ 0=t

where {r,} are the set of delays (7, € R, V¢) for HPW, and {QR/} the set of
direction of arrivals (QR/ €R ., V() for HPW as well. Based on this hypothesis,

the reduction of the MIMO channel simulator complexity (and the time consuming
for simulations) is feasible, since this amplitude decay constant defines the
amplitude of the IPWs components (see (5.107)). This means that some scatterers
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can be avoided as potential contributors of [IPWs due to their contributions would
be weaker.

Perhaps one of the most interesting future research topics in plane wave
propagation modelling is the consideration of millimetre-waves (MMW) as target
frequency band for communication systems. As it was indicated in this
Dissertation, the effective wavelength, e, , of the IPWs is always shorter than

the free-space wavelength, i.e., Aer, <Ag. This characteristic at MMW can affect

extremely the space-time-frequency correlation features of the channel if confined
areas are considered as target scenarios. An inspection of the model parameters
included in (5.134) verifies this affirmation.

On the other hand, for this PhD. Dissertation has been proposed the perfect
MIMO channel modelling procedure based on the theoretical and experimental
PSDs. In this way, the future work includes the estimation of the PSDs based on
the multi-spectral MIMO data, and then the application of the procedure proposed
in Section 5.6.2 for model parameters estimations. Moreover, the correlation
functions, i.e., the theoretical definition in (5.134) of the 2D-STFCF and its
experimental counterpart, are other useful alternative for future model parameters
estimation (see Section 5.6.4) based on the INLSA algorithm.

Finally, it is worth to indicate that the proposed FD-DGUS-MIMO model is
expected to be extended to UWB-MIMO and higher central frequencies.



APPENDIXA

MULTIVARIATE STATISTICS FOR MIMO

A.1l.Matrix variate complex normal distribution

A e €V s said to have a the

The MIMO complex random matrix Hg) 5
matrix variate complex normal distribution (MVCND),

B~ Ny (M, 37 @ sl (A1)

(CNXM

with complex mean matrix M, € and complex covariance matrix

2[:1;7'] ® 2[;;7'] , where E[QZ’R*T'] > (0 and E[QZ_’T'] >0, if

vec (ﬁ[ﬁf]) ~ Ny (vec (Mx),ZEé;T'] ® EEI:IT’Tl]) (A.2)

w,v

being E[;’R’T'] e ¢ and E[;’T’T'] e CY M the complex covariance matrices at the

RX and TX sides, respectively. Under the Kronecker separability assumption, the

PDF of ITI[“{’,'{;t”‘] is given by:

p(B) = 2m) % det (D7 ) des (sl )

) e o) s

T

} (A3)

-exp {TT

The PDF in (A.3) is obtained from the multivariate complex normal
distribution (MCND) of the space sampled variables of H, . Thus, consider a
space dimension vector of the space-frequency-time sampled observation matrix,
ﬁwﬂ) 5 as

w,v

i) — vec(ﬁ[ﬂtﬁ']) c CNMxL (A4)
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Under the assumption of non-frequency-selectivity and total stationary
process, it then said that the vector lﬁl[j;th"] is a NM -dimensional MCND if and

only if all linear combinations (in a space of [ X K size) of that vector are
univariate complex normal:

B Ny (g, 27 e BTRIT  N (B7 g, BT ),

w,v

(A.S)
Vb e RNMXI’
where Ny, (,LLZ,E[,;.”T']) denote MCND with mean vector g, € C¥**! and
covariance  matrix EL;”T'] e CMMNM " The PDF in such case,
P (s (His+ Hiyp ) - is given by
hey )
Pl (ﬁﬁv”,ﬁ;f’,...,ﬁ;f,ﬁ;g“,ﬁ;f ‘..,ﬁj\’[’;,...71?;;}’7]?;};}’7‘..,}?;\7}@) =
y ol el ~ H
= (27r)7% det (2[;” ]) % exp {Tr —1(2[,,1,”7 ]) l(h[f,',,'t“'] - u,.)(h[j;;t“'] - ,u,,,,) } =
. . . Y 1 (A.6)
_ —S5h (v, 2 _ A plinter] w1 (plinte] _
=(2m) 2 det(Ez ) exp{ Q(hw, ,uz) (Ez ) (hwm ,ul)},
fl[’j};;}.tﬁy] c CNMXI’MZ c CN]le’E[Zu,T'] >0, E[Zu,r'] c (CNMXNM7
Therefore, (A.3) is obtained from (A.6) taking into account that:
p, = vec(M,), (A7)
sl = sl e s, (A.8)
ror] g o\ 7E )\ E o\ F
det (2071 @ 71) = det(27T) F det(sl7T) 7 (A.9)
! v\l v,T' -1 v,T' -1
(Brlenlrl) = (shrl) o (shl) (A.10)

On the other hand, for ﬁ[j",;tw] ~ Nyy (ul.,zﬁ’.’”']), the equidensity contours

of a non-singular MCND, as in (A.6), are ellipsoids centred at the mean. The
directions of the principal axes of such ellipsoids are given by the eigenvectors of

EEC”’T'], and their squared relative lengths are given by the corresponding

eigenvalues. Applying the eigendecomposition (with displacement variables
neglected)



PhD. Dissertation, Alexis Paolo Garcia Ariza, UPV, Valencia, June 2009. 187

», =UvUu? =uv” (UV% )H , (A.11)

CNMxl CNMXNM

, and the
RNMxNM

the unit eigenvectors, u, € , are the columns of U ¢

corresponding eigenvalues, {19[]}, are on the diagonal matrix V &€
where ¢ = {1,2,---,NM} and ¥, > 0, --- > ¥y, . Then, the MCND must fulfil

ﬁ[o{],v/&t“'] ~ Nyy (1, 2,) & ﬁ[ﬂ,yq}t”'] ~ pt, + UVEN (0, Ty ) A12)
ﬁ[ﬁ‘{tﬁv] ~ NNM (umzr) <~ ﬁ[ﬁ"t&‘} ~ l‘l/.l“ + VNNM (O,V),

w,v w,v

where I,,, is a NM by NM identity matrix. Therefore, the distribution
Ny (1,2, ) is a distribution of the form Ny, (0,1y,,) scaled by V*, rotated
by U and translate by g,. Here, for any g, , full rank matrix U and positive

eigenvalues {ﬁq}, the distribution is non-singular MCND, but if any o, is zero

then ¥, = UVU? is singular and the contour ellipsoids become infinitely thins
and with zero volume because at least one of the principal axes has length of zero.

A.2.Matrix variate complex Wishart distribution

. ~[L. =[t .
Consider a vector h[f”,] = vec( [wu] ) € C"1 \where the frequency domain

has been avoided. Besides, consider the time snapshots samples,
Bl
w,

v v

] ﬁ[uil] ...ﬁ[oifgl], as independent Ny, (;LI,Z[;']) variables, and the complex
covariance matrix 2[;'] >0 and K > NM .
If the sampled complex vector mean 4, and the sampled complex

1

. oAl . .
covariance matrix X, = are given respectively by:

1 K-1 A[t }
K r=0
Kl 1 &l \ ~ 1t 1! _\H
k=0

then:

* 4, and K 2[; ! are independently distributed,
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. 1
R e NNM [M.L’?E.[L ]]7

]

- and K8~ Wy, (K -130Y),

where Wy, (K -1, 2[;']) denote matrix variate complex Wishart distribution

(MVCWD), with K —1 degrees of freedom, if its PDF is given by

NM(K-1)

s, @9

p(KiT) = [2 T s [%(K - 1)] det (%7 '1)([(21)] 1 x

N )%((K—l)—NM—l)

det (sz exp {Tr

with K3, > 0, (K —1) > NM,

where I'y;, (O denote multivariate gamma function
1 svm(vm—1) 1 (1 1
FNM[g(K_l)]:W4 WMo 5(}(—1)—5@—1). (A.16)
q=1

The main assumption of this definition is that the sampled complex
covariance matrix K E[Z] is Wishart distributed if the samples come from a

multivariate complex normal population. In such case, f][;] is the maximum
likelihood estimator (MLE) of Z[ﬂ under the assumption that X7’ is positive

definite. Noted that (/ll,fl[; }) formed a complete sufficient set of statistics for

(,uz,ZEUT ']). Hence, the MVCWD can give us information about the MCND of a
MIMO data set.

A.3.Surfaces of constant variance

The MCND given in (A.6) can be represented experimentally as surfaces of

constant variance (SCV), o, which correspond to surfaces of equal probability for
MCND vectors satisfying

w,v w,v z

(ﬁ[ﬁutﬁ'l _ ﬂx)H (g{ﬁ” )_1 (fl[ﬁ'ﬂ%'] — i) =o2 (A.17)
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These SCV are NM -dimensional ellipsoids centred at z,, with exes of
sl

symmetry given by the eigenvectors of 3 NM1

, denoted by u, € C , and major

and minor axes (of square relative length) given by its eigenvalues, denoted by
{19(1}, where ¢ = {1,2,---,NM} and 9, > 0, --- > d,, (see also equations (A.11)
and (A.12)).

For the MCND visual test using MIMO data, the NM -dimensional
ellipsoids are obtained using u, € CM1 and {ﬁq} from the eigendecomposition

d 0 0
alvT] A~ H N N . ~ A~ H
0 0 dyy
where
/\1/77" ]. =1 K- ~ St uter 7" ~ 1
2[7 | = 77 Z (hk}?vtﬂ } —ﬂz)(h[jf ] - /'[’1) : (A19)
KI'{= =0 '

K
= %12 Z Zhﬁ ], (A.20)

and the range of o for the current multivariate vector data ﬁ[j;;f“} is obtained

computing (A.17) for all temporal and frequency samples K and I. Each sample

of ¢ defines, for each ellipsoid, the different size of the minor and mayor axes,

Y, » together with the eigenvalues of fl[;;ﬂ as follows:

y, = o, 2. (A21)

Therefore, the orientation and magnitude of these axes are totally described
by

_1 ~
y, = ob, 2 =ilh,,. (A22)

Thus, for instance, for the channel configuration (N =2, M =1) the
minor, ¥, , and mayor, ¥, , axes are given by
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Y% Uy . 7;11

y =0 2 =] s (A.23)
Ugy hay
NN
) Uy hy

Yo = ot Al ~ | (A.24)
Uz hot

where 4;; and 4y, are the entries of 1;, and 4;, and 4y, are the entries of 1, .
Note that U e C>? and V € R¥?. Besides, note that equations (A.23) and
(A.24) depicts the projection of the MIMO data in the new axes defined by 1, and
a, .

In order to clarify these issues, Figure A.1 shows an example for the SIMO
configuration described above using real measurement data. Figure A.l.a shows
the ellipses depicting the SCV (real part of h), and Figure A.1.b the PDFs from the

.

Distribution
Data

Covariance effects

Probability

b)
Figure A.1. Multivariate normal distribution (MND) analysis with gz, = 0: a) surfaces of
constant variance for (N =2, M = 1), and b) theoretical and experimental PDFs.
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theoretical and experimental data (real part of h ).
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