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Abstract
Graphics Processing Units (GPUs) have become widely used to accelerate scientific applications; therefore, it is important that Computer Science and Computer Engineering curricula include the fundamentals of parallel computing with GPUs. Regarding the practical part of the training, one important concern is how to introduce GPUs into a laboratory: installing GPUs in all the computers of the lab may not be affordable, while sharing a remote GPU server among several students may result in a poor learning experience because of its associated overhead.

In this paper we propose a solution to address this problem: the use of the rCUDA (remote CUDA) middleware, which enables programs being executed in a computer to make concurrent use of GPUs located in remote servers. Hence, students would be able to concurrently and transparently share a single remote GPU from their local machines in the laboratory without having to log into the remote server. In order to demonstrate that our proposal is feasible, we present results of a real scenario. The results show that the cost of the laboratory is noticeably reduced while the learning experience quality is maintained.
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1 INTRODUCTION
Parallel computing has been traditionally included in Computer Science and Computer Engineering curricula in order to teach students how to address the challenges imposed by complex problems, which demand large amounts of computing resources that must collaborate to achieve high performance computing.

During the last years, Graphics Processing Units (GPUs) have become widely used to accelerate applications from areas as diverse as data analysis [1], chemical physics [2], image analysis [3], finance [4], algebra [5], computational fluid dynamics [6], etc. Therefore, it is important that Computer Science and Computer Engineering curricula include the fundamentals of parallel computing with GPUs. In this regard, although OpenCL [7] is an open standard that may be used to program GPUs, CUDA [8] (Compute Unified Device Architecture), the parallel computing architecture proposed by NVIDIA –the largest GPU manufacturer for the last years– is currently the most used GPU programming environment in the professional field, also achieving higher performance. These reasons may influence the decision of professors for teaching CUDA instead of the open standard OpenCL.

As regards the practical part of CUDA training, one important concern is how to introduce CUDA GPUs into a laboratory in an efficient way, mainly from an economic perspective, but also considering the learning quality. On the one hand, when building a CUDA laboratory, installing CUDA GPUs in all the computers of the lab may not be affordable in terms of the economic cost of this approach, given the price of these cards. On the other hand, the opposite approach consists of requesting students to log into a remote GPU server, which may be located in the same lab or in a computer room somewhere in the university. However, this option may result in a poor learning experience quality because of its associated overhead in terms of time: all the students starting graphical sessions in the
server in order to use visual programming environments, all the students consuming the server main memory, additional CPU overhead when compiling and executing the test programs in the server, etc.

In this paper we propose a solution to efficiently address the introduction of GPUs into a teaching lab. Our proposal is based on the use of the rCUDA [9] [10] (remote CUDA) middleware. rCUDA enables programs being executed in a computer to make concurrent use of GPUs located in remote servers. Hence, students would be able to concurrently and transparently share one or more remote GPUs from their local machines in the laboratory without having to log into the remote server. In this way, students would use the computer at their workplace to load the visual programming environment and to develop and compile their programs. Thus, the remote server offering the GPU services will not be overloaded with these tasks. Moreover, the practical exercises coded during the lab session would also be executed at the workplace computer and rCUDA would transparently execute the part of the program not requiring the GPU (i.e., the CPU part) in the student's computer, while the part of the program actually demanding the intervention of the GPU would be run in the remote server owning the GPU (this will be transparently done by rCUDA without the students' intervention). In this manner, the remote server would not be overloaded by the CPU parts of students' programs. In addition, rCUDA is fully compatible with CUDA, so that CUDA programs do not need to be modified and thus students will still learn only CUDA without having to worry about rCUDA, which would be transparent to students.

The rest of the paper is organized as follows. In Section 2 we present in more detail rCUDA. In Section 3 we compare different ways for introducing GPUs in teaching laboratories, presenting results of a real scenario in order to demonstrate that our proposal is feasible. Finally, Section 4 summarizes the main conclusions of our work.

2 rCUDA: REMOTE CUDA

As mentioned before, CUDA is a technology created by NVIDIA which provides a parallel computing platform and programming model to be used along with NVIDIA GPUs or compatible ones. CUDA takes benefit from the great computational power of GPUs to accelerate certain parts of applications, thus reducing their execution time. Nevertheless, it is the programmer who decides which parts of the application are executed in the traditional CPU and which parts are offloaded to the GPU. This decision depends, basically, on the level of parallelization of different parts of the application.

rCUDA [9] [10] (remote CUDA) is a software framework which enables sharing remote CUDA compatible devices in a way that is transparent to the programmer. In this manner, a GPU installed in one computer of a network (the server providing GPU services) can be concurrently used by other computers of the network (the clients demanding acceleration services) to accelerate applications using CUDA, as depicted in Fig. 1. rCUDA grants applications transparent access to GPUs installed in remote computers, so that they are not aware of being accessing a remote device.

![Diagram of rCUDA](image)

Fig. 1. rCUDA sample scenario.

Fig. 2 presents the architecture of the rCUDA framework. As we can see, it is organized following a client-server distributed architecture. When an application demands GPU services, the rCUDA client forwards the request to the server side by means of the network. Notice that the application continues using the same interface (i.e., the original CUDA API) as a regular CUDA program. Therefore, no modifications are required in the application. The way to achieve this is by dynamically replacing at
runtime the CUDA library by the rCUDA one, which presents the very same interface, as commented. Thus, when the application calls a CUDA function, it will actually execute the corresponding function within the rCUDA library, which will forward the call to the remote server.

Once the rCUDA server receives the client request, it is executed in the real GPU. Upon completion of the GPU task, the rCUDA server forwards the corresponding response to the client and, finally, the rCUDA client sends on the result to the application initially requesting acceleration services from CUDA. Notice that the application will not be aware of being accessing a remote GPU. All the process is automatic and transparent to the application.

Communication between the rCUDA client and the rCUDA server is done via a customized communication protocol that uses the network available between the computer where the application is running and the computer where the physical GPU is located. Currently, rCUDA provides two different implementations of the communications protocol: (1) one optimized for InfiniBand networks, which employs InfiniBand Verbs and is intended to be used in High Performance Computing (HPC) clusters; and (2) a generic version using TCP sockets, which is supported by almost every network, intended for those environments in which performance is not so crucial, such as, for example, when using rCUDA for teaching purposes. In these scenarios, the widely available Ethernet network would be used, thus incurring in no additional cost.

The last version of rCUDA, available at http://rcuda.net/, supports CUDA 6.5 Runtime API [8] and Driver API [11]. It also offers support for some routines of the most common CUDA Libraries, such as cuBLAS [12], cuFFT [13], cuRAND [14] and cuSPARSE [15]. Furthermore, the rCUDA middleware is distributed at no cost, thus allowing an inexpensive introduction of this technology.

In order to better understand how a CUDA program is executed when using the rCUDA framework, in Fig. 3 we present a sequence diagram of a typical CUDA program executed with rCUDA. First of all, when the program is loaded, the operating system will automatically replace the use of the CUDA library by the rCUDA one. This is easily done by properly setting an environment variable. The only requirement is that the application is compiled using dynamic libraries instead of static ones. Once the program starts its execution, rCUDA automatically creates a new connection to the remote server owning the GPU. In second place, the program wants to allocate memory in the GPU. rCUDA intercepts the CUDA call that initiates such memory allocation and forwards it to the remote server, which allocates memory in the remote GPU transparently to the program, which is not aware of being using a remote GPU. Third, the input data is copied from system memory in the node executing the application (the client) to the GPU memory in the remote server. This is transparently done by rCUDA, which copies the data to the remote GPU memory. Next, after some computations (i.e., kernel execution) are done in the remote GPU managed by rCUDA, the accelerated application executes a cudaMemcpy function to copy the results from GPU memory to main memory. This call is actually executed by rCUDA and the results are copied back from the remote GPU memory to the local system memory without the program intervention. Finally, the application is programmed to free the memory in

---

**Fig. 2. rCUDA architecture.**

---
the GPU. Again, this call is attended by the rCUDA library, which forwards it to the remote server so that the remote GPU memory is freed and, when the program exits, the rCUDA server connection is closed.

![Sequence Diagram](image.png)

**Fig. 3.** Sequence diagram of a typical CUDA program executed with rCUDA: (1) connect to rCUDA server, (2) allocate memory in the remote GPU, (3) copy input data from local CPU memory to remote GPU memory, (4) kernel execution in the remote GPU, (5) copy output data from remote GPU memory to local CPU memory, (6) free memory in the remote GPU, (7) close connection.

3 INTRODUCING GPUs IN TEACHING LABORATORIES

As commented in the introduction, installing CUDA GPUs in all the computers of a laboratory may not be affordable in terms of the economic cost of this approach. In this section, we expose different ways of introducing GPUs in teaching laboratories, comparing their cost and commenting on the advantages and disadvantages that they present.

3.1 The importance of the GPU to achieve a good learning experience quality

From our point of view, it is very important that the students realize of the benefits of parallel computing with GPUs, such as the important reduction of execution time, in order to motivate them making the effort of learning a new programming paradigm. Consequently, the GPUs used in the laboratory must clearly outperform the CPUs to really appreciate the performance benefits of GPUs. If not, the students will not be motivated and they will not take as much profit as possible from the time spent in the lab. In this section, we show the importance of the GPU to encourage students and have, therefore, a good learning experience quality.

In Table I we show the price of three different NVIDIA desktop GPUs currently available in the market. It can be seen that the cost of GPUs varies in a very wide range, which mainly depends on the computing capabilities of the GPUs as well as on the amount of GPU memory. We will use these GPUs in next experiments.

Although Table I compares the three GPUs from an economical point of view, it is also necessary to consider their computing power to have the full picture. In order to do so, in Fig. 4 we present results of the matrixMul program from the NVIDIA CUDA Samples 6.5 [19], which performs a matrix
multiplication in the GPU. This program has been selected because it illustrates various CUDA programming principles and, from our point of view, it is a good starting point for encouraging the attendees of a CUDA course. The program was run with the 3 different GPUs previously exposed in Table I. In addition, results for a similar matrix multiplication performed without GPU, using the well-known GotoBLAS2 [20] library, is included for reference.

Table I. NVIDIA Desktop GPUs comparison.

<table>
<thead>
<tr>
<th>Graphic Card</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>NVIDIA GeForce GT 520</td>
<td>100€</td>
</tr>
<tr>
<td>NVIDIA GeForce GTX 590</td>
<td>300€</td>
</tr>
<tr>
<td>NVIDIA GeForce GTX 780 Ti</td>
<td>600€</td>
</tr>
</tbody>
</table>

As it can be seen in Fig. 4, using a regular desktop GPU, like a GeForce GT 520, may not be enough to encourage students to learn a new programming paradigm, because better results can be obtained using a CPU. Actually, using such a GPU would completely demotivate the students, thus making the rest of the CUDA course harder to attend. For that reason we believe that, when teaching parallel programming with GPUs, it is important that results with GPUs clearly show the gain of this model when compared to the traditional one based on the use of CPUs. For instance, using more advanced GPUs, like the GeForce GTX 590 or GTX 780 Ti showed in Table I, the profit of parallel computing with GPUs is obvious. Therefore, this technology will be more appealing to the students, and the learning experience will be, in consequence, better. In any case, from our point of view, the higher the performance of the GPU is, the better would be the learning experience. This is why we use the GTX 780 Ti in next sections.

Fig. 4. Execution of matrixMul program from NVIDIA CUDA Samples with 3 different GPUs compared to a matrix multiplication executed in the CPU using GotoBLAS2 library.

### 3.2 Installing CUDA GPUs in all the computers of the laboratory

Obviously, having a CUDA GPU installed in each computer of the laboratory should be the most desirable configuration in terms of both performance and learning experience quality, especially when compared to a configuration where the students log into a shared GPU server and all the students use this single server during the entire lab session. For that reason, we will use this approach as the reference case.
In Table II we present the cost of a laboratory composed of 20 computers, each one with an NVIDIA GeForce GTX 780 Ti. Although this GPU is initially intended for gaming, it offers a very good performance for a teaching lab, as shown in the previous section, at less price than other GPUs specifically manufactured for parallel computation, such as for example the NVIDIA Tesla K20, which costs more than 2,000€. The cost shown in Table II includes a commodity computer with a current typical configuration.

Table II. Cost of a laboratory composed of 20 computers with GPUs.

<table>
<thead>
<tr>
<th>Component</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intel Core i3-3220 3.30GHz with 4GB RAM</td>
<td>20 x 300€</td>
</tr>
<tr>
<td>NVIDIA GeForce GTX 780 Ti</td>
<td>20 x 600€</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td><strong>18,000€</strong></td>
</tr>
</tbody>
</table>

Notice that we have excluded in Table II the network expenses because we assume that current laboratories are compulsory connected to an Ethernet network, and therefore the cost of the network will represent a constant value, not therefore modifying the cost of the different proposals described in this paper.

### 3.3 Logging into a remote GPU server

In a first attempt to reduce the cost of building a CUDA teaching laboratory, one possible solution is having one single GPU server so that the students log into this server remotely from their different workplaces in the lab. With this approach, we will avoid installing a GPU in all the computers, and the total cost of the laboratory will be similar to the one presented in Table III. In this table, we present the cost of a laboratory composed of 20 computers, and one additional GPU server with an NVIDIA GeForce GTX 780 Ti. Notice that the hardware configuration of the GPU server is noticeably better than that of the computers of the students’ workplaces, since this server will have to host all the graphical environments of the different students, as well as their programming tools.

Table III. Cost of a laboratory composed of 20 computers and 1 GPU server.

<table>
<thead>
<tr>
<th>Component</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intel Core i3-3220 3.30GHz with 4GB RAM</td>
<td>20 x 300€</td>
</tr>
<tr>
<td>Intel Core i7-4790 3.6Ghz with 32GB RAM</td>
<td>1 x 1000€</td>
</tr>
<tr>
<td>NVIDIA GeForce GTX 780 Ti</td>
<td>1 x 600€</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td><strong>7,600€</strong></td>
</tr>
</tbody>
</table>

As it can be seen, the total cost of the laboratory is noticeably reduced, but this approach may result in a poor learning experience because of its associated overhead: all the students starting graphical sessions with the server in order to use visual programming environments, all the students consuming the server main memory, additional CPU overhead when compiling and executing the test programs in
the server, etc. Next we present some experiments using a similar laboratory to the one exposed in Table III.

For instance, in Fig. 5 we show how the compilation time of the matrixMul program from the NVIDIA CUDA Samples, used in previous sections, increases with the amount of concurrent users compiling it at the same time. Of course, having all the students compiling a program at the same time will be the worst case. Usually, there is not such level of concurrency in the laboratories, while having 5-10 users out of 20 may be the common scenario.

Results in Fig. 5 show the average compilation time for each user. As we can see, the time is increased from 10 seconds when there is only one user compiling the program, to 40 seconds when the 20 students are compiling the program at the same time. Taking into account that when students are learning compilations are very frequent, this waiting time will definitely worsen the learning experience. Notice also that the processors of the computers in the students' workplaces remain basically unused, thus not amortizing their cost.

Another disadvantage of this approach is the performance decrease when several students are running programs that use the GPU. For example, in Fig. 6 we present the average throughput of the matrixMul program when several users are running it at the same time. Again, the results are considerably worsened when compared to the execution of just one instance of the program. In this manner, GPU performance is reduced by a factor of over 10 when 20 students are concurrently using it with respect to the performance of a single student making use of the GPU. This low performance will also deteriorate the learning experience.

### 3.4 Using rCUDA

The approach presented in the previous subsection considerably reduces the cost of the teaching laboratory, but also affects the learning experience. In this subsection we propose a solution with the same cost as the one showed in previous subsection 3.3, but maintaining the learning experience of the approach shown in subsection 3.2.

Our proposal is based on the use of the rCUDA (remote CUDA) middleware. As explained in Section 2, rCUDA enables programs being executed in a computer to make concurrent use of GPUs located in remote servers. Hence, students would be able to concurrently share a single remote GPU from their local machines in the laboratory without having to log into the remote server. In this way, students would use the computer at their workplace to load the visual programming environment and to develop and compile their programs. Thus, the remote server offering the GPU services will not be overloaded with these tasks. Moreover, the exercises coded during the lab session would also be executed at the workplace computer and rCUDA would transparently execute the part of the program not requiring the GPU (i.e., the CPU part) in the student's computer, while the part of the program actually demanding the intervention of the GPU would be run in the remote server owning the GPU. In this manner, the remote server would not be overloaded by the CPU parts of students' programs.
In this paper we have proposed a solution to efficiently address the introduction of GPUs into a teaching laboratory. Our proposal is based on the use of the rCUDA (remote CUDA) middleware. rCUDA enables programs being executed in a computer to make concurrent use of GPUs located in remote servers. Hence, students are able to concurrently and transparently share a single remote GPU from their local machines in the laboratory without having to log into a remote server.

We have exposed three different ways to introduce GPUs in the teaching lab: (1) installing GPUs in all the computers, (2) logging into a remote GPU server, and (3) sharing the GPU of a remote server using rCUDA. In order to compare the three different approaches, we have presented results of a real
scenario: the experiments were carried out in a teaching laboratory with 20 computers. In addition, one GPU server was used for approaches 2 and 3.

Our study shows that the approach consisting of installing GPUs in all the computers provides the best learning experience quality, but its cost may not be affordable to some institutions. For the purpose of reducing the cost, the strategy of not having GPUs in the computers but logging instead into a remote GPU server reduces the expenses by more than half. However, this methodology also deteriorates the learning experience quality. Finally, the proposal based on the use of rCUDA achieves both goals: the cost of the laboratory is noticeably reduced while the learning experience quality is maintained.
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