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Abstract

Collaborative Problem Solving is an essential soft skill that should be fostered from a young age. Many learning institutions now include the enhancement of this skill in their curricula in order to produce more capable engineers and scientists.

In this work, a multi-platform tool for CPS enhancement called Quizbot is introduced and its development on three different platforms is detailed. Quizbot itself was developed with the intention of enhancing several of the CPS sub-skills, such as communication, negotiation, organization and planning. The different platforms offer varying advantages and disadvantages to the process of CPS enhancement.

An experiment was performed with summer school students to compare the three platforms and observe the type of behavior and interaction that Quizbot encourages. The results of this experiment showed a generally positive reaction from the children and a promising usability for Quizbot, making it interesting to improve and test the tool further.
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Resumen

La resolución de problemas colaborativa es una de las habilidades que se deben fomentar desde una edad temprana. Muchas instituciones ahora incluye la mejora de esta habilidad en sus planes de estudio para producir ingenieros y científicos más capaces.

En este trabajo, se introduce una herramienta multi-plataforma llamada Quizbot para el fomento de la resolución de problemas colaborativa, y se detalla su desarrollo en tres plataformas diferentes. Quizbot se desarrolló con la intención de fomentar varias de las sub-habilidades que forman parte de la resolución de problemas colaborativa, como la comunicación, negociación, organización, y planificación. Las diferentes plataformas ofrecen varias ventajas y desventajas al proceso de fomento de la resolución de problemas colaborativa.

Se realizó un experimento con estudiantes de escuela de verano para comparar las tres plataformas y observar el tipo de comportamiento e interacción que Quizbot incentiva. Los resultados de este experimento muestran una reacción generalmente positiva de los niños y una usabilidad prometedora para Quizbot, dando interés a mejorar y probar la herramienta aún más.

**Palabras clave:** Aprendizaje basado en problemas, Resolución de problemas colaborativa, Pantalla multi-táctil, Interfaz de usuario tangible, Espacios Físicos
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Introduction

1.1 Motivation

Problem Solving is one of many soft skills that a person may possess. Nowadays it is not enough for a student to simply have high grades, especially in engineering domains or in applied sciences; they are now also encouraged to have several other skills besides their technical knowledge, such as communication skills, teamwork, adaptability and problem solving, among others. Collaborative Problem Solving (CPS) emerges as a combination of several of these skills and is also highly valued and sought after. Vygotsky’s Social Development Theory (Vygotsky, 1978) implies that a person’s potential can only be achieved through interaction with and support from other, ideally more capable, people and various tools. This is based on the idea that when trying to solve a problem, the exchange of ideas could lead to a shared understanding that an individual cannot achieve alone. (Gokhale, 1995) also highlights the fact that “the active exchange of ideas within small groups not only increases interest among the participants but also promotes critical thinking.” This leads to the conclusion that focusing on developing a person’s problem solving skills on an individual level is not enough and it is now essential for a person to have a certain level of proficiency with collaborative problem solving.

There are many methods that can be used to nurture and enhance any given skill, including adding an element of play to the learning process, which has been proven to be a natural and successful way of improving the effectiveness of learning seeing as human culture is generated at least partially through play (Huizinga, 2007). With the aid of technology, educational games (also known as serious games) can be created to help develop skills like CPS through play and offer instant feedback and interactivity in a game-based learning environment. Educational games are designed to teach people about certain subjects, expand concepts, reinforce development, or help them learn or improve a skill (such as CPS in this case) (Fallis, 2013) and they have been shown to have many cognitive, motivational, emotional and social benefits (Granic et al., 2014; Wouters et al., 2013).

The traditional desktop computer is a known and reliable medium that is very often used for educational games (Liao and Shen, 2012; Brayshaw and Gordon, 2016; Hatzi...
lygeroudis et al., 2012; Raman et al., 2014; Siang and Radha Krishna Rao, 2003). However, studies show that children of a younger age have a hard time using a mouse and keyboard (Donker and Reitsma, 2007) and prefer newer multi-touch technologies (Romeo et al., 2003) that can be used for the same purpose as well and offer additional benefits over the traditional PC besides the basic technological assistance. Many studies showcase the benefits of using digital tabletops in education. These benefits include fostering creativity (Catala et al., 2011a), learning, knowledge transfer (Schubert et al., 2012), and, most importantly in this case, collaboration (Reski et al., 2014; Hornecker et al., 2008). Unfortunately, tabletops are a rare commodity in real educational settings, mostly due to their elevated cost, as well as because of their form factor which prevents their usage in scenarios that require mobility. Other limiting factors associated with tabletops include the fact that the workspace is always a public one making it difficult to perform any kind of private task, as well as the fact that the actual workspace dimensions are very limited and can only accommodate a certain number of participants (Garcia-Sanjuan et al., 2016b).

One way of dealing with the disadvantages of tabletops while maintaining the positive aspects of those, such as awareness (Hornecker et al., 2008; Gutwin and Greenberg, 2002), parallelism (Rick et al., 2011), and fluidity of the interaction (Hornecker et al., 2008), is to use handheld tablets instead. Handheld tablets easily solve the public vs. private space issue by having a different tablet assigned to each person. Mobility is also increased with these devices due to their small size and light weight, and the workspace dimensions become virtually unlimited if the application is so designed. Furthermore, handhelds are now very common and can be found in any regular household due to their low cost, making it possible to follow a “Bring Your Own Device” (Ballagas et al., 2004) strategy if necessary.

When dealing with younger children (such as primary school students or even kids in kindergarten) Tangible User Interfaces (TUIs) might be an even more interesting platform than purely digital ones like tabletops and tablets. Works like (Strawhacker et al., 2015) suggest that TUIs have an added value in early childhood education “as they resonate with traditional learning manipulatives.” Robots are a clear example of TUI and their usage in education has been steadily increasing. This is due to the fact that robots capture the imagination of children and therefore using them “to support teaching and learning […] has become a popular research topic” (Li et al., 2009). Studies such as (Schneider et al., 2011) have showcased the advantages of TUIs and (Antle and N., 2013) even made a direct comparison between the traditional mouse-based setup and tangible interfaces where it was observed that the latter enable more exploratory actions, which in turn provide faster and easier ways of interaction.

1.2 Collaborative Problem Solving

Problem-solving tasks can be categorized by one or several of the following properties: large, complex, spatially distributed, need extensive communication and a large degree of functional specialization between the agents (Obeid and Moubaiddin, 2009). If a problem satisfies one or more of these properties it is considered to be unsolvable by a single agent and therefore the collaboration of several agents is required. The PISA 2015 (Oecd, 2015) definition of Collaborative problem solving competency is “the capacity of an individual to effectively engage in a process whereby two or more agents attempt to solve a problem
by sharing the understanding and effort required to come to a solution and pooling their knowledge, skills and efforts to reach that solution.” From this definition we can extract three core competencies, which are:

1. Establishing and maintaining shared understanding
2. Taking appropriate action to solve the problem
3. Establishing and maintaining team organization

Furthermore, the PISA 2012 problem solving framework identified four cognitive processes in individual problem solving: Exploring and understanding, representing and formulating, planning and executing, monitoring and reflecting (Oecd, 2012).

1. Exploring and understanding implies understanding the situation by deciphering the initial information provided about the problem and any further information that is exposed during the exploration of and interaction with the problem.

2. During the representing and formulating process, the information gathered previously is selected, organized, and integrated with previous knowledge. This is achieved by representing the information in the most convenient way, whether using graphs, tables, symbols, or words, and then formulating hypotheses by extracting the relevant factors and evaluating the information.

3. Planning and executing includes clarifying the goal of the problem, setting sub-goals, and developing a plan to reach the main goal. The plan that is created in the first half of this process is then executed in the second part.

4. Finally, monitoring and reflecting implies monitoring the steps in the plan to reach the main goal and reflecting on any possible solutions and assumptions.

Figure 1.1 shows a matrix of skills formed when the three major CPS competencies are crossed with the four individual PS processes. An overview of the factors and processes for Collaborative Problem Solving in (Oecd, 2015) can be seen in figure 1.2.

(Fan, 2010) identifies four major roles that are usually formed during a collaborative problem solving activity. These roles are called Brainstormer, Critic, Supporter, and Team Wrangler. However, these roles are taken on by the actors in different capacities depending on the type of activity. (Conen and Neumann, 1996) presents three different types of possible collaboration (Indirect Collaboration, Direct Collaboration by Delegation and Direct Collaboration by Team Formation) which can be seen in figures 1.3, 1.4 and 1.5.

1.3 Research Goal

The goal of this thesis is to develop and evaluate a tool for enhancing collaborative problem solving skills in young students. More specifically, the research focuses on the following sub-skills that are associated with CPS (Oecd, 2015):
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Figure 1.1: Matrix of Collaborative Problem Solving skills for PISA 2015

- Negotiation: wherein the agents involved in the CPS task are expected to share their knowledge, express their ideas and come to a shared understanding leading to an agreement over the solution of the problem or the course of action to take in order to reach a solution. In some cases, an actor is expected to learn to become more flexible in their negotiations, while in other cases an actor may need to learn to be more assertive.

- Planning: this includes the ability to divide a given problem into smaller tasks and formulating as efficient a plan as possible in order to reach the final solution.

- Communication: this is the skill that makes the enhancement of the other skills possible. Negotiation, planning and organization can only be achieved through communication; therefore it is essential to develop the right type of communication in order to ensure the correct transmission of information and the effective interaction between the actors.

- Organization: wherein the agents are expected to take on the necessary roles in the team in order to structure and coordinate their efforts and therefore reach a solution in the least chaotic way possible.

The CPS enhancement tool must take on the form of a game in order to make the process more enjoyable and effective for the end user. Furthermore, the game is developed for more than one platform (namely, a tabletop, a multi-tablet environment and a TUI) in order to make it possible to not only evaluate the effectiveness of the tool itself but to also compare the possible additional benefits that different platforms may offer.
Figure 1.2: Overview of factors and processes for Collaborative Problem Solving in PISA 2015
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**Figure 1.3:** Indirect Collaboration

**Figure 1.4:** Direct Collaboration by Delegation

**Figure 1.5:** Direct Collaboration by Team Formation
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Related Works

Problem solving skills are highly valued and therefore there are many studies about nurturing and enhancing these skills. Works such as (Idrus et al., 2010) address how certain learning institutes have been adopting a Problem-Based Learning approach. PBL was developed in the 1970s and has been adopted by many disciplines (Savery, 2006) but it is now important to add a collaborative aspect to this skill as well. (Pinho-Lopes and MacEdo, 2013) showcases another university where a Problem-Based Learning approach was adopted, but with the addition of collaborative learning as well. In both cases where PBL was added to a real learning environment, it was concluded that not only did the students and lecturers find it important to work on enhancing these soft skills but also that this kind of active learning helped in “promoting and facilitating the construction of knowledge and in developing competencies by the students”.

Considering the amount of studies demonstrating the usefulness of game-based learning it is only natural for there to be works that aim to use videogames to help develop problem solving skills. (Hooshyar et al., 2015; Brophy and P., 1995; Sancho et al., 2008; Shang et al., 2006) are examples of games that were developed for the purpose of improving students’ CPS skills. While these games do serve their purpose, they are based on a technology that is now slowly but surely becoming obsolete. Instead of desktop applications, it is more interesting to use mobile and/or tangible interfaces nowadays. Works such as (Chang et al., 2009) highlight the need for new technologies and active methods to be introduced into learning by showcasing a framework that presents the notion of a ubiquitous game-based learning model.

Figure 2.1: Left: tangible interface. Right: multitouch interface.
(Schneider et al., 2011) showcases the benefits of a TUI over a tabletop using a learning environment. The two different setups can be seen in figure 2.1. The work studies the impact of tangible interfaces and concludes that it helps promote constructive behavior such as exploration and collaboration, which are included in the CPS competencies, suggesting that TUIs may indeed be useful for CPS enhancement. On the other hand, (Catala et al., 2011b) is another work comparing tabletops to TUIs in order to explore creative learning and instead concludes that, while users are more productive using a tangible platform, they instead manage to design more elaborate and complex solutions using the tabletop. Unfortunately, neither works are aimed at studying either platform’s benefits for fomenting CPS.

(Scharf et al., 2012; Schneider et al., 2012) are examples of tangible educational collaborative games. The former fosters algorithmic construction and reasoning as well as discussion in general, while the latter aims to help students explore, solve and understand probability problems in particular. Both works pretend to foster skills that are related to CPS, but neither focuses on the area in particular.

(Deshpande et al., 2005) is an example of an original setup using projectors and an infrared camera to create a Collaborative Problem Solving Space (CPSS). This space includes a shared activity space and a personal space as well as a common ground space, seen in figure 2.2, which solves any private vs. public space issues. However, this work focuses first and foremost on shared understanding, as seen in figures 2.3 and 2.4, and therefore ignores some of the other CPS competencies that are defined by PISA (Oecd, 2015).

Another example of game-based learning is (Shatte and Holdsworth, 2014), where a sorting application using Augmented Reality (AR) is tested individually and collaboratively. The study clearly indicates that tasks which are performed collaboratively are executed more efficiently due to the sharing of sub-tasks and communication, figure 2.5. However, the study also concludes that the AR technology itself provides no immediate benefit seeing as there was no significant improvement in the individual tasks, figure 2.6. A summary of the study’s results can be found in figure 2.7.

![Figure 2.2: Schematic representation of CPSS.](image)
Figure 2.3: Conceptual framework for building and supporting shared understanding.

Figure 2.4: Process in the CPSS

(Hung et al., 2012; Cheng-Yu Hung et al., 2014) present a collaborative educational game using multi-touch technology. The works present an educational jigsaw puzzle game that can be played on a Microsoft Surface. The game’s interface can be seen in figures 2.8
and 2.9. After performing a pre-game test and a post-game test on 20 participants in (Hung et al., 2012) and 240 participants in (Cheng-Yu Hung et al., 2014), the study concludes that the game did indeed help in raising mean score on the tests, figure 2.10. While these works truly showcase the benefits of serious games using multi-touch technology for CPS enhancement, they do not try to test the developed tool using different technologies.

Overall, there is a clear lack of works studying the benefits of games using TUIs to enhance CPS. There is also a lack of studies comparing different platforms’ effectiveness for CPS enhancement.
Figure 2.8: The design of the multi-touch interactive jigsaw game.

Figure 2.9: The three jigsaw game scaffold types.

<table>
<thead>
<tr>
<th>Group</th>
<th>(1) Without Scaffold</th>
<th>(2) A1~A3</th>
<th>(3) B</th>
<th>(4) C</th>
<th>ANOVA</th>
<th>Post hoc</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>M(SD)</td>
<td>N</td>
<td>M(SD)</td>
<td>N</td>
<td>M(SD)</td>
</tr>
<tr>
<td>Level-1</td>
<td>16</td>
<td>15(0.00)</td>
<td>18</td>
<td>15(0.00)</td>
<td>20</td>
<td>15(0.00)</td>
</tr>
<tr>
<td>Level-2</td>
<td>16</td>
<td>3.38(2.55)</td>
<td>20</td>
<td>12.05(3.03)</td>
<td>20</td>
<td>6.80(2.04)</td>
</tr>
<tr>
<td>Level-3</td>
<td>18</td>
<td>3.89(2.91)</td>
<td>18</td>
<td>7.22(4.11)</td>
<td>20</td>
<td>6.05(2.40)</td>
</tr>
</tbody>
</table>

**p < 0.01.

Figure 2.10: Results of the Problem-Solving Activity.
Quizbot: A Robot Board-based Gamification Approach to Support CPS

For the purpose of this thesis, a game called Quizbot was developed for multi-touch tabletops, handheld tablets and a Tangible User Interface. Quizbot is, in essence, a board game with a robot as the main actor that the players can move. The board itself has an undetermined number of cells with “items” placed on some of those cells. One or more players can then utilize a set of movement commands in order to lead the robot to a certain item-containing cell. The board section of the game (which includes the board itself with all its cells, the robot as a movable actor and the different movement commands that control the movement of the robot) was developed with the intention of being reusable for other types for board games where the events that are triggered once an item-containing cell is reached may vary depending on the type of game that is being played.

Quizbot means to foster CPS by compelling the users to collaborate in order to solve the given problems. By splitting the movement commands among the users, they are then driven to cooperate and coordinate their efforts in order to plan and execute the robot’s track on the board.

3.1 Quizbot Gamification Dynamics

Quizbot is, at its core, a hybrid between a board game and a quiz game. Essentially, when the game is booted the player is presented with a board split up into an undetermined number of cells. At this point the game is considered to be in its normal mode (versus the quiz mode described further below). The board cells may be empty, or they may contain one of the following items:

- Key: this is the most relevant item in the game. Keys are used to activate the game’s
 Quizbot: A Robot Board-based Gamification Approach to Support CPS
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quiz mode, which presents the player with a question that must then be answered.

- Block: this is a mostly harmless item that simply serves as a blockade. These cells cannot be passed through by the robot that the player controls on the board.

- Bomb: this could be considered the game’s main antagonist. Colliding with a bomb while the game is in quiz mode undoes any previously correct answers and the quiz is restarted from the beginning.

The board itself also contains a robot which acts as the player’s agent. Four movement commands are associated to the robot and a player may have any number of these commands available to them. The commands are: go forward, turn left, turn right and stop. The reason behind this setup is so that in a multiplayer case, different players would control different commands and must coordinate between each other in order to move the robot efficiently. In the normal mode, the goal is to move the robot to a key-containing cell while avoiding blocks and bombs in order to activate the next quiz. Once that is done, the game enters into quiz mode.

In quiz mode, the blocks and bombs remain in place but all the key-containing cells minus the one that the robot reached in order to activate the quiz are turned into answer cells. The reached cell is turned into a question cell instead. A question cell, as the name suggests, contains a question that the player(s) must answer. A question, or quiz, is answered by guiding the robot to the correct answer cells. The game contains three types of questions that must be answered in different ways.

1. Choice questions: this type of question is basically a multiple choice type of question where the player is presented with several answers and must choose the correct one(s) out of those, visiting the cells containing these answers in any order of the player’s choice.

2. Ordering questions: in this type of question, all the answers are correct but the cells containing them must be visited in a specific order dictated by the question itself.

3. Accumulation questions: these questions provide the player with a greater freedom of choice as far as answering is concerned. The player simply has to choose any number of answers wherein their sum equals the value given in the question.

Once a question is answered correctly, the quiz is considered ended and in the case of there being more questions available the game goes back to its normal mode with the previous keys (or answer cells), bombs and blocks being removed from the board and replaced with new ones scattered over different cells. If there are no further questions available, the game is considered to be completed. Table 3.1 shows the functional requirements associated with the game. Figure 3.1 shows the Quizbot conceptual model.
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<table>
<thead>
<tr>
<th>Requirement</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Choose movement commands</td>
<td>The user should be able to choose a subset of commands from the available list of movement commands.</td>
</tr>
<tr>
<td>Move robot</td>
<td>The player should be able to use their set of movement commands to move the robot on the board game.</td>
</tr>
<tr>
<td>Initiate quiz</td>
<td>The player should be able to initiate a quiz question by reaching a key item on the game board. The question can be a choice, style, ordering style, or accumulation style question.</td>
</tr>
<tr>
<td>Answer quiz question</td>
<td>During quiz mode, the player should be able to answer the initiated quiz by moving the robot to the answer cells.</td>
</tr>
<tr>
<td>View quiz element</td>
<td>During quiz mode, the player should be able to view the quiz question and the possible answers on the board.</td>
</tr>
<tr>
<td>Collide with bomb</td>
<td>The player should be able to cause the robot to collide with a bomb item, resetting the current quiz if it has been previously initiated.</td>
</tr>
<tr>
<td>Collide with block</td>
<td>The player should be able to cause the robot to collide with a block item, stopping its movement or changing its course.</td>
</tr>
</tbody>
</table>

**Table 3.1:** Table of Quizbot Functional Requirements.

**Figure 3.1:** Quizbot Conceptual Model.
3.2 Quizbot for Tabletops and Handheld Tablets

Quizbot was developed based on a client-server architecture, where the tabletop or the handhelds would act as clients, making it possible to have the same game view on more than one device at a time. This way, each user could have their own private space while still seeing the game board with the results of the actions taken by everyone playing. While this is not particularly interesting for the tabletop platform, shown in figure 3.2, it is so for the handheld tablets, shown in figure 3.3.

![Figure 3.2: Instance of Quizbot running on a Windows Tabletop.](image)

In order to create the game board on these two platforms, the Tiled map editing tool was used. Tiled is a 2D level editor that helps develop game content. “Its primary feature is to edit tile maps of various forms, but it also supports free image placement as well as powerful ways to annotate your level with extra information used by the game”\(^1\). This information includes things such as objects and collision layers. Figure 3.4 shows an initial empty board with the different map layers. The different items such as keys and bombs are added dynamically later on by the application itself, after their positions are read from a configuration file. This way, each quiz can be configured differently. Figure 3.5 shows what the game board looks like during normal mode and figure 3.6 shows the game board during quiz mode.

LibGDX was used to develop the client side of the game for the tabletop and handheld tablets platforms. LibGDX is a Java game development framework that provides a unified API that works across a variety of supported platforms, including Windows, Linux, Android, iOS, among others. This means that the same code can be used to deploy an application on any of the supported platform. In this case, the platforms in question were Windows for the tabletops and Android for the handheld tablets. For the multi-touch implementation of the game, the following LibGDX classes and libraries were used:

\(^1\)http://doc.mapeditor.org/manual/introduction/
• Game class: an abstract class that implements the ApplicationListener interface and delegates to a Screen. This allows an application to easily have multiple screens.

• ApplicationListener interface: this is called when the Application is created, resumed, being rendered, paused or destroyed.
• Screen interface: represents one of many application screens, such as a main menu, a settings menu, the game screen and so on.

• Stage class: extends InputAdapter and implements Disposable. This is a 2D scene graph containing hierarchies of actors (Actor class). It contains a Viewport that controls the coordinates used within the stage and sets up and camera used to convert
between stage coordinates and screen coordinates. A stage receives input events so it can distribute them to the actors.

- Viewport class: an abstract class that manages a Camera and determines how world coordinates are mapped to and from the screen.

- Camera class: an abstract class used as the base class for OrthographicCamera and PerspectiveCamera. For this implementation, on the former was used.

- OrthographicCamera class: extends the Camera class to create a camera with orthographic projection.

- InputAdapter class: implements the InputProcessor interface and functions as its adaptor class from which methods can be derived and overridden.

- InputProcessor interface: this is used to receive input events from the keyboard and touch screen (or mouse).

- Disposable interface: an interface for disposable resources.

- Actor class: this functions as a 2D graph node. An actor has a position, rectangular size, origin, scale, rotation, Z index, and color. This position corresponds to the unrotated, unscaled bottom-left corner of the actor. The position is relative to the actor’s parent. The origin is relative to the position and is used for scale and rotation. An actor has a list of in-progress actions (from the Action class, described below) that are applied to it and are generally used to change its presentation (moving it, resizing it, etc.)

- Action class: an abstract class that is attached to an Actor and performs some task, often over time.

- TextureRegion class: defines a rectangular area of a texture.

- Animation class: this stores a list of texture regions (TextureRegion class) representing an animated sequence. Each region of an Animation is called a key frame and multiple key frames make up the animation.

- TiledMap class: represents a tiled map with the concept of tiles and tilesets. This class is used to load the map file created with the Tiled map editor onto the game and makes it possible to edit the layers and cells of this map.

- OrthogonalTiledMapRenderer class: allows a TiledMap to be rendered.

- AssetManager class: implements the Disposable interface and is used to load and store assets like textures, tile maps, sounds, music and so on.

- GestureDetector class: an InputAdapter implementation that detects gestures (tap, long press, fling, pan, zoom, pinch) and hands them to a listener.

- Dialog class: displays a dialog, which is a modal window containing a content table with a button table underneath it. Any type of widget can be added to the content table.
LibGDX itself makes use of OpenGL for graphic rendering. OpenGL is a widely used and supported 2D and 3D graphics API incorporating a broad set of rendering, texture mapping, special effects and other visualization functions. Furthermore, the framework makes use of the 2D physics engine Box2D to control the world physics. Box2D simulates rigid bodies in 2D and controls events such as collision detection, contact callbacks, friction, etc. Figure 3.7 shows the resulting class diagram for the multi-touch application implementation using the LibGDX framework. The following is a detailed description of each class.

![Class Diagram](image)

Figure 3.7: Quizbot for Tabletops and Handheld Tablets Class Diagram.
• MainGame: this is the class that is called by the application launcher (DesktopApplication for Windows, AndroidLauncher for Android) when the application is booted. The class serves several functions:
  
  – Set the application screen.
  – Establish a connection with the server.
  – Download resources (such as image and sound files) from the server and load them into an asset manager.
  – Get other information from the server, such as a list of other connected players.
  – Control connection and disconnection with the game server.

• BaseScreen: an abstract class that implements LibGDX’s own Screen interface. It serves as a base for the other game screen classes.

• InitialScreen: as the name suggests, this is the screen that is called initially. It extends the BaseScreen class and simply offers a text field and a button. The text field is meant to be filled with the server address by the user. Once the button is pressed, the address text is sent to MainGame so the connection to the given server is established. An example of this screen can be seen in figure 3.8.

![Initial Screen](Image)

**Figure 3.8:** Quizbot for Tabletops and Handheld Tablets Initial Screen.

• LoadingScreen: extends BaseScreen and serves as a fill-in screen between InitialScreen and SelectionScreen. It simply shows the download progress of the resources followed by the loading progress of those resources into the asset manager. An example of this screen can be seen in figure 3.9.
SelectionScreen: extends BaseScreen and contains a text field where the player may introduce their name, as well as an image texture for each of the possible robot movement commands. Below each texture is a dropdown menu which the player may use to decide where to position the command button in question on the game screen. The positions are south (i.e. the bottom of the screen), east (right side of the screen looking from the bottom), west (left side of the screen), and north (top of the screen). For the tabletop, where players can be standing in any position around the table, this setup makes it possible to place any given button(s) right in front of the player. Figure 3.10 shows what the game screen looks like when the go forward button is positioned south, the turn right button is positioned east, the turn left button is positioned west, and the stop button is positioned north. The buttons can also be hidden from the screen, as can be seen in figure 3.11, in order to make it so that a player could have only a subset of the buttons available on their handheld tablet, while other players would have another subset of buttons. Figure 3.12 is an example of this screen.

GameScreen: extends BaseScreen and could be considered the game’s main screen, where all of the actual gameplay takes place. The gameplay elements that are contained in this class are as follows:

- TiledMap: GameScreen creates a TiledMap using the Tiled map editor resource that was previously loaded into the AssetManager and renders it using TiledMapRenderer. This map occupies the entire screen, serving as a background of sorts, and all the events occur over it. The TiledMap object can also be edited dynamically during gameplay and GameScreen contains methods to do just that; add and remove items from the map by creating and setting new map cells.
Figure 3.10: Quizbot game screen showing Go Forward at south position, Turn Right at east, Turn Left at west and Stop at north.

Figure 3.11: Quizbot game screen showing a subset of movement commands.

- Robot: the robot that the player controls is created using the RobotEntity class and is simply a LibGDX Actor. GameScreen creates and renders this actor, showing its movements and collisions.
MyCamera: an auxiliary class extending LibGDX’s OrthographicCamera class, adding a bounding box to given coordinates (namely the TiledMap’s corner points) and ensuring that the camera cannot be panned outside of those coordinates (i.e. the player cannot pan infinitely through the game world).

Stages: GameScreen contains several stages, each serving a different purpose. This is so that a combination of GestureDetecture and other InputProcessors can be used. The different stages are described below:

- A main stage containing a viewport with a MyCamera class camera, and the robot actor.
- A direction stage containing vertical and horizontal groups which in turn contain the robot movement command buttons. If in the SelectionScreen the user chose “south” for the button orientation, then the button would be added to a horizontal group positioned at the bottom of the stage. If the user chose “east” as the button orientation, the button would be then added to a vertical group positioned at the right side of the stage. If “west” was chosen, then the button would be placed in a vertical group at the left side of the stage. Finally, if “north” was chosen then the button would be added to a horizontal group positioned at the top of the stage.
- A menu stage containing a table with menu buttons. These buttons include a music button to turn on or off the background music, a sound button to toggle the game sounds, a zoom button to toggle the ability to zoom in on the board or not, a bomb button to toggle the visibility of the bomb items on the board, a block button to toggle the visibility of the block items on the board, and a key button to toggle the visibility of the key items on the
board. The table itself can be made visible or invisible with a double tap gesture on the screen. Figure 3.13 shows the game screen with the menu visible.

![Quizbot game screen displaying game menu.](image)

**Figure 3.13**: Quizbot game screen displaying game menu.

- A count stage with a number indicating how many quizzes have been solved.
- A dialog stage containing a QuizDialog that is made visible when a quiz question or answer needs to be shown on screen.
  - Animations: GameScreen contains two animations, one for when a wrong answer is selected and another for when the robot collides with a bomb. These animations can be seen in figures 3.14 and 3.15.
  - Items: A list for each type of item (keys, blocks, bombs) is stored in order to control collisions.
  - World: This is actually a Box2D class that manages all physics entities, dynamic simulation, and asynchronous queries.
  - Sounds and music: A constant BGM is played during this screen. There are also sounds associated with selecting a correct answer, selecting a wrong answer, triggering a bomb explosion, and robot movement.

GameScreen is also in charge of several server communications, such as updating the robot’s position. Only one client is actually in charge of the math and the physics to calculate the robot’s trajectory and position, and this client then sends constant updates to the server about the robot’s orientation and position. It is then the server that propagates these parameters to the rest of the clients.
Figure 3.14: Quizbot game screen displaying wrong answer animation.

Figure 3.15: Quizbot game screen displaying bomb explosion animation.

- RobotEntity: a class that extends the LibGDX Actor class. The robot is the game’s main actor and the one that the player controls with the four movement commands. In order to calculate the robot’s new position in relation to its intended movement, a velocity and a direction vector are used, as well as the robot’s orientation (which is
calculated based on the turn left and turn right commands) and a fixed speed. This actor also has a texture that is simply the image of a cartoon robot. The robot texture is rotated in accordance with its orientation.

- **ItemEntity**: an abstract class which serves as a base to create all the game items. The class creates the necessary bodies, fixtures and shapes that Box2D needs for collisions and contacts.

- **KeyEntity**: extends ItemEntity with the addition of a QuizDialog object. This entity represents the “key item” in the game.

- **BlockEntity**: extends ItemEntity to represent the “block item” on the board.

- **BombEntity**: extends ItemEntity to represent the “bomb item” on the board.

- **QuizDialog**: a class that extends LibGDX’s Dialog class in order to insert an image and a text into the content table, as well a “close” button that closes the dialog window. The class also allows a second text to be added beneath the original text. This class is made visible when the robot actor makes contact with a key during normal mode. When the quiz mode is started, a QuizDialog is shown with the question image and text, as shown in figure 3.16. A QuizDialog is also made visible when the player double taps on the question cell or on an answer cell while in quiz mode, showing either the question image and text or the corresponding answer image and text. When the robot actor makes contact with a correct answer, a QuizDialog with the answer’s image and text is also shown. In some cases, the second text is also added to the dialog window, as shown in figure 3.17. This second text is meant to be informational only, providing additional information about the answer that aims to help the children learn.

- **Quiz**: this class has three main items representing the current quiz. A state indicating whether the quiz is active (the game is in quiz mode) or inactive (the game is in normal mode and the quiz hasn’t been started yet), a question QuizDialog, and a list of QuizDialog answers.

- **GestureDetectorListener**: as the name suggests, this class is an implemented listener for LibGDX’s GestureDetector class. The listener is implemented for the following gestures:

  - **Tap**: If the tap count is 1 and the game is in quiz mode, GameScreen is informed, checking if what has been tapped is a question or answer cell and making the corresponding QuizDialog visible in the positive case. If the tap count is 2, the visibility of the game menu table is toggled; if it was previously visible it becomes invisible, as vice versa.

  - **Pan**: This translates the game’s camera taking into consideration the bounding box and the camera zoom value.

  - **Zoom**: If enabled in the menu, this gesture zoom’s the game camera in or out.
WorldContactListener: implements Box2D’s ContactListener interface, establishing the game’s behavior when a collision is detected. If the collision is of the robot actor with a KeyEntity in normal mode, then the robot’s movement is stopped and...
the game goes into quiz mode. If the collision is of the robot actor with a KeyEntity in quiz mode, then the robot’s movement is stopped and GameScreen is informed in order to check whether the selected answer is correct or not. If the collision is between the robot and a BombEntity, GameScreen is informed, initiating the explosion animation and resetting the quiz (and the robot’s position, including stopping its movements). Finally, if the collision is between the robot and the BlockEntity, GameScreen is informed as well. In this last case, nothing is done to the robot’s movement explicitly; Box2D’s physics are applied to the robot normally, stopping it if the collision was head on, or making it slide along the BlockEntity body otherwise.
3.3 Quizbot for Physical Spaces

Introducing physical spaces to traditionally sedentary games is a practice that is becoming increasingly popular. Physical body movements are proven to be essential for the enjoyment of life (Bowlby, 1969) and several works such as (Xie et al., 2008; Cheok et al., 2005; Schlieder et al., 2006) highlight the benefits of games which favor physical activity and make use of tangible objects. Therefore, a version of Quizbot using a mixture of physical and digital spaces for a Tangible User Interface experience was created.

For this platform, several objects and devices were used to create Quizbot. The non-technological objects included interlocking foam mats for a 7m x 4m board, where each piece of the mattress represented a cell on the board. Foam tubes were used to represent “block items”, and inflatable rubber balls were used to represent the “bomb items” on the board. As for the technological aspect of the game, several Android handheld tablets were used as “key cells” to be placed on the foam mattress in their corresponding cell. Furthermore, a Lego Mindstorms robot was used as the actual robot actor to control on the board. Finally, in order to allow for communication between the board and the robot, RFID tags were placed around the “key cells” and the “bomb cells”, as seen in figure 3.18, and an Android phone connected to an RFID reader was mounted on the robot. The robot setup can be seen in figure 3.19. This communication is made through the game server, where once a tag is read, the smartphone sends a message to the server about whether it was a key cell or a bomb cell (in case of the former, the ID of the cell is included), and the server then behaves in accordance to the message received. The setup with the game board can be seen in figure 3.20.

A total of three native Android applications were developed in order to match the behavior of the TUI platform to the other two platforms. The first one, for the smartphone, uses the connected RFID reader in order to give each read tag an ID. The ID in this case refers to whether the tag belongs to a key cell or a bomb cell. In case of the former, each key cell has a different ID too. This information is stored in the server to be used by the other two applications during the actual gameplay.

The second application is also for the robot-mounted smartphone. The application extends the already developed Tangibot application (Garcia-Sanjuan et al., 2016c), which allows the Lego Mindstorms robot to go forward, turn left, turn right or stop in accordance to the RFID tag that is read. These are the same movements that Quizbot can do. The RFID tags in this case are placed each in a different plastic stick, making each stick represent a different robot movement command. A player may then be able to use one or several of these sticks in order to move the robot. The movement module from Tangibot is extended with further functionality specific to Quizbot, which is notifying the server of any other type of read tags (namely, a “key item” tag or a “bomb item” tag). Furthermore, the application can receive certain notifications from the server in order to display information on the device screen. For example, after the server receives a bomb tag, it sends a return message to the smartphone application indicating that it should display an explosion video on the screen. The application also receives the same messages as the third application explained below.

The third and final application developed for this platform is for the Android handheld tablets which act as the “key item” cells on the board. The application consists in a first
Figure 3.18: RFID tags placed around a game item under the foam mattress.

Figure 3.19: Tangible Lego Mindstorms robot setup.
screen where the tablet is given an ID. This ID is then sent to the server and, if found (i.e. the first application created it and assigned RFID tags to it), the tablet is registered on the serve as a key cell with that ID. After that, a second screen is displayed which acts much like the “key item” cells on the tabletop and handheld tablets platforms. When the game is in normal mode, the cell tablet displays the image of a key. After the robot reaches a key cell and reads one of the RFID tags surrounding the cell, the game enters into quiz mode and the reached cell displays the quiz question while the rest of the tablet cells display the possible answers. Once a quiz is completed, this application as well as the robot-mounted smartphone application display a “quiz ended” message. Finally, once the game is finished, both applications display a “game ended” message.

Figure 3.21 shows the class diagram for the first, RFID tag registration application. The following is an explanation of each class:

- **RFIDRegistrationGame**: The application’s main class which serves as a bridge between all the classes and controls the message flow between the application and the server.

- **GameActivity**: This class is in charge of the game display, where the user can see the read tags, assign them an ID and send them to the server. The user can also choose to clear the read tags. It also contains a listener for when a tag is read by the RFID reader.

- **ServerComm**: The class contains the events that the application can send to the server, such as connecting and disconnecting, as well as messages with the tag IDs.

- **TagDecoder**: This class is in charge of decoding the tags read by the RFID tag reader.
Figure 3.21: Quizbot for Physical Spaces Class Diagram: RFID Registration.

Figure 3.22 shows the class diagram for the second application, which is used during the game to read movement commands and game items. The classes are as follows:

Figure 3.22: Quizbot for Physical Spaces Class Diagram: Commands and Items Reader.

- Game: The application’s main class, which serves as a bridge between all the appli-
cation classes and processes the read RFID tags to decide which event and message to send to the server.

- **GameActivity:** The class is in charge of the game display, displaying “quiz ended” and “game ended” messages, as well as a bomb explosion video when Game processes a bomb tag.

- **ServerComm:** Contains the possible server communications, such as sending connecting, disconnecting and item cell reached events, as well as receiving events indicating that a quiz has ended or that the game is over.

- **TagDecoder:** The class is in charge of decoding the tags read by the RFID tag reader.

Finally, figure 3.23 shows the class diagram for the third application, in charge of the tablets’ behavior on the game board. The application classes are the following:

![Class Diagram](image)

**Figure 3.23:** Quizbot for Physical Spaces Class Diagram: Key Item Cells.

- **ServerComm:** Contains the connection and disconnection events that are sent to the game server.

- **LoginComm:** Extends ServerComm, adding login-related events such as getting resource names and downloading resources.

- **GameComm:** Extends ServerComm, adding game-related events such as item distribution, quiz resetting, correct answer, wrong answer, quiz ended, and game ended.

- **LoginActivity:** Displays the application’s initial screen, where the user must input the tablet’s ID. Furthermore, the class uses LoginComm to download the game resources from the server, displaying a download progress dialog as well.
• QuizItem: Class used to set the layout for the “key items”, whether displaying a key texture when the game is in normal mode or an image with the answer text (and possibly the informative text) during quiz mode.

• GameActivity: The class is called after LoginActivity is completed in order to control the actual game, where a QuizItem is displayed and a correct or incorrect answer image is displayed over it when the corresponding event is triggered by the server. The class is also in charge of changing the display when a quiz is ended or when the game is ended, as well as resetting the quiz by removing the correct answer displays when the robot collides with a bomb.

3.4 Quizbot Server

The server side of the game was developed using Node.js\(^2\), a JavaScript runtime built on Chrome’s V8 JavaScript engine that uses an event-driven, non-blocking I/O model. To establish the connection between the server and the game client(s), Socket.IO was used, enabling real-time bidirectional event-based communication. The server for the tabletop platform and the handheld tablets platform behaves in exactly the same way, but the TUI platform required some modifications.

The following are the events that are shared between all three platforms:

• getResources: a event that is sent to a client when it first connects with a list of resources to download from the server’s public directory. This list is created when the server is first booted by reading the file name of all the files in the public directory.

• setItem: triggered in response to an event from the client sent when the game is switching from normal mode to quiz mode. This event sent in a loop, once for each “key item” in the quiz, to all the connected clients with the information related to that item.

• resetQuiz: sent in response to an event from the client when the robot collides with a bomb.

• correctAnswer: when the robot collides with the question or with an answer cell on the board, the client sends a “cellReached” event to the server with that cell’s ID information. The server then checks whether that cell contains the correct answer and, if yes, broadcasts this correctAnswer event to all the clients.

• quizEnded: after establishing that a reached cell contains a correct answer, the server then proceeds to check whether no further correct answers remain in the quiz. If none remain, then the quiz is considered completed. However, the event is only broadcasted to the clients if there remain one or more quizzes in the list of quizzes, since the event contains the information of the next quiz to be answered.

\(^2\)https://nodejs.org/
• gameEnded: if, after establishing that a quiz has ended, the server also establishes that no further quizzes remain, then the game is considered ended and the gameEnded event is broadcasted to all the clients instead of the previously mentioned quizEnded event.

• wrongAnswer: if, instead of a correct answer, the cell reached contained an incorrect answer, then this event is broadcasted to all the clients with the cell ID so that a wrong answer animation is played over the cell in question.

The following are the events that are specific to the tabletop and handheld tablets platform. Figure 3.24 shows an example of some of part of the message flow between the server and a tabletop or handheld tablet client.

Figure 3.24: Quizbot server communication with digital platforms.

• socketID: a message is sent to a client when it first connects to the server with its connection socket ID.

• getPlayers: a message is sent to a client when it first connects with the list of other players that are connected to the server at the moment of establishing the connection. If the list is empty, that means that client is the first to connect to the server,
making it the game’s “host” and in charge of doing the math and physics calculations mentioned in section 3.2.

![Diagram of Quizbot server communication with TUI platform.]

**Figure 3.25:** Quizbot server communication with TUI platform.

- **newPlayer:** this event’s message is also sent when a client first connects, but it is broadcasted to all the other clients instead of being emitted to the newly connected client. The message contains the socket ID of the new client.

- **getQuiz:** this event is triggered in response to a message sent from the client when the game board is being loaded the first time. The message sent in response contains the quiz that is currently being answered (or is about to be answered if the game is still in normal mode and the quiz is inactive).

- **updatePlayer:** this event is triggered constantly by the host client through a homonymous event containing information related to the robot’s position and orientation. updatePlayer simply broadcasts the robot’s calculated position and orientation to the rest of the clients.

- **playerDisconnected:** this event is triggered whenever a client is disconnected in order to inform the other connected client about the occurrence. The event contains a message with the disconnected player’s ID.
• newHost: in the case where a disconnected player happened to be the game host and other players remain, a new host is selected from the list of still connected players and the corresponding client is then informed of their new role through this event.

Finally, there is only one event that is specific to the TUI platform. Figure 3.25 shows a partial example of the message flow between the server and the TUI clients during the game (i.e. after the RFID tag registration has been done).

• bombReceived: an event sent to smartphone app so it would display an explosion on the screen.

Besides enabling multi-player and multi-device experiences, the server allows for a lot of liberty as far as game content configuration is concerned. The downloadable resources can be changed at will at any given time; the new resources become available as soon as the server is restarted when the file names are read. Furthermore, the quiz content and configurations can be changed at will as well. All the quiz information is stored in a JSON file which is read every time a client is the first one to connect to the server. This way the server does not even have to be restarted whenever a new game is to be played. JSON (JavaScript Object Notation) is a lightweight data-interchange format and objects in this format can be sent in Node.js event messages without any issues. Listing 3.1 is an example of one quiz configuration in the game’s JSON file. The file itself is a JSON array consisting of a number of “quiz” objects. A quiz itself consists of the following objects:

Listing 3.1: Quiz configuration in JSON file.

```json
{
  "quiz": {
    "state": "inactive",
    "style": "choice",
    "values": {
      "count": 0,
      "visited": []
    },
    "question": {
      "text": "Select number 1.",
      "image": "question.png",
      "thumbnail": "questionT.png"
    },
    "answers": [
      {
        "text": "1.",
        "info": "",
        "value": {
          "correct": true,
          "id": 1
        },
        "image": "1.png",
        "thumbnail": "1T.png"
      }
    ]
  }
}```
state: this is to indicate whether a quiz is inactive (it hasn’t be loaded onto the game
board and/or the game is in normal mode) or active (the quiz has been loaded onto
the board and the game is in quiz mode). This value is “inactive” by default.

style: this value indicates whether the question is a choice, ordering or accumulation
type of question. The server behaves differently for each type of question whenever
it receives a “cellReached” event or a “resetQuiz” event. This aspect of the server
was implemented in a modular way in order to make it easy to add different types of
question styles. The main server module simply imports a “styles” module to which
is passes the question style read from this value on three occasions: when a key cell
is reached in quiz mode, after an answer is deemed correct, and when a quiz must be
<table>
<thead>
<tr>
<th>Function</th>
<th>Style</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-condition</td>
<td>Choice</td>
<td>Checks if the answer value is true or false, and the answer hasn’t been selected before.</td>
</tr>
<tr>
<td></td>
<td>Ordering</td>
<td>Checks if the answer value, indicating the position, is the same as the current quiz value.</td>
</tr>
<tr>
<td></td>
<td>Accumulation</td>
<td>Checks if the current quiz accumulation value plus the answer value is less or equal to the goal value.</td>
</tr>
<tr>
<td>Post-condition</td>
<td>Choice</td>
<td>Checks if the quiz contains further true answers. If not, the quiz is ended.</td>
</tr>
<tr>
<td></td>
<td>Ordering</td>
<td>Checks if the current quiz value is equal to the number of answers. If so, the quiz is ended.</td>
</tr>
<tr>
<td></td>
<td>Accumulation</td>
<td>Checks if the current quiz accumulation value is the same as the goal value. If so, the quiz is ended.</td>
</tr>
<tr>
<td>Reset</td>
<td>Choice</td>
<td>Resets the quiz by clearing from the quiz values all the previously visited answers.</td>
</tr>
<tr>
<td></td>
<td>Ordering</td>
<td>Resets the quiz by setting the quiz value to the initial value.</td>
</tr>
<tr>
<td></td>
<td>Accumulation</td>
<td>Resets the quiz by setting the quiz accumulated value to 0.</td>
</tr>
</tbody>
</table>

Table 3.2: Description of how the server’s Styles module works.

reset after a bomb collision. The styles module can be seen in more detail in table 3.2.

- values: this object serves to store the answering progress of the quiz. It contains the values needed to keep track of that progress, such as a counter for the current position an ordering style question is at, or the currently accumulated value in an accumulation style question.

- question: indicates the question to be answered in the quiz. The object includes the text of the question itself as well as the file name of the image to display in the Quiz-Dialog and the file name of the thumbnail image to display on in the corresponding cell on the board during quiz mode.

- answers: this object is a list of objects where each one represents a possible answer in the quiz, including both the right and wrong answers. Inside each answer object is the relevant information to that answer, including the answer text, the possible informational text to be displayed once the answer is selected, a value field which varies depending on the question style (in a choice style question, this would indicate whether the answer is a true or false one, in an ordering style question this would indicate the position of the answer in the given order, and in the accumulation style this would be the weight given to the answer), an image field with the file name of the associated image, and finally a thumbnail field indicating the file name of the thumbnail to be displayed on the board during quiz mode.
• quizKeys: this object represents the game’s “key item” and contains the file name of the image to display on the board cells where a “key item” is located. It also contains a list of cell positions indicating where the “key items” are to be positioned on the game board.

• bombs: this represents the “bomb item” in the game and contains the file name of the image to display on the board cells where a “bomb item” is located. It also contains a list of cell positions indicating where the “bomb items” are to be positioned on the game board.

• blocks: this represents the “block item” in the game and just like the “quizKeys” and “bombs” objects, it contains the file name of the image to display on the board and a list of cell positions indicating where the “block items” are to be positioned on the board.

The quizKeys, bombs, and blocks values are ignored on the TUI platform since these items are physical objects that are placed manually on the physical board.
In order to evaluate Quizbot on all three platforms, an experiment with 80 primary school students (of which 45% percent were girls and 55% were boys) between the ages of 9 and 10 was carried out at the Polytechnic University of Valencia Summer School, bringing with that the additional benefit of the children being from different schools with different curriculums. The children were separated into 10 groups of 8 and were made to test the three platforms in different rotations. For example, one group would start with the tabletop then move onto the handheld tablets and then onto the TUI, while another group would start with the TUI platform then move onto the tabletop and then onto the handheld tablets. This ensured that the order in which a platform is tested would not affect factors such as the enjoyment or learning factor. The questions to resolve on the platforms were also rotated in order to ensure that any possible variability in problem difficulty would not have an effect on the children’s impression of the platform. The questions themselves were taken from third and fourth grade school textbooks.

For each group on each platform, four children were playing at any given moment while the other four would observe from the sidelines. They would then switch after three minutes of gameplay and then back again after another three and so on, for a total of 18 minutes of gameplay. This does not include the time it took for them to complete a trial question at the beginning of each platform’s session. The children were each given control over one command at a time and were left to their own devices as far as everything else was concerned. Throughout all the activities, several observations were made of the children’s behavior. Furthermore, at the end of each group session, after a group would have tried out Quizbot on all three platforms, a questionnaire was passed out to each child in order to get their feedback on the experience. The questionnaire itself is a Fun Toolkit (Read and MacFarlane, 2006; Read, 2008) questionnaire adapted to this experiment. Table 4.1 shows the questions that were asked in the questionnaire. Questions 1 to 6 use a Smileyometer in order to measure how much fun the children had on each platform and how easy they found controlling the robot was on each platform. Questions 7 to 10 use a Fun Sorter in order to measure on which platform the children thought they performed better and worse, and on which platform the children had the most and the least fun. Questions 11 and 13 use
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<table>
<thead>
<tr>
<th>#</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>How much fun did you have with the game on the floor?</td>
</tr>
<tr>
<td>2</td>
<td>How much fun did you have with the game on the tablets?</td>
</tr>
<tr>
<td>3</td>
<td>How much fun did you have with the game on the big table?</td>
</tr>
<tr>
<td>4</td>
<td>How easy was it to handle the robot on the floor?</td>
</tr>
<tr>
<td>5</td>
<td>How easy was it to handle the robot on the tablets?</td>
</tr>
<tr>
<td>6</td>
<td>How easy was it to handle the robot on the big table?</td>
</tr>
<tr>
<td>7</td>
<td>With which version do you think you did best?</td>
</tr>
<tr>
<td>8</td>
<td>With which version do you think you did worst?</td>
</tr>
<tr>
<td>9</td>
<td>With which version did you have most fun?</td>
</tr>
<tr>
<td>10</td>
<td>With which version did you have least fun?</td>
</tr>
<tr>
<td>11</td>
<td>Would you like to play again in class?</td>
</tr>
<tr>
<td>12</td>
<td>In what subjects would you play?</td>
</tr>
<tr>
<td>13</td>
<td>Would you like to play again outside class?</td>
</tr>
<tr>
<td>14</td>
<td>Would you prefer to play alone or with friends?</td>
</tr>
<tr>
<td>15</td>
<td>What would change in the game to like it better?</td>
</tr>
</tbody>
</table>

Table 4.1: Post-game session questionnaire

an Again-Again Table where the children can report the likelihood with which they might play the game on each platform inside a classroom and outside of one. Finally, questions 12, 14 and 15 are additional, Quizbot-specific questions in order to have a better grasp on the type of quiz questions the children prefer, as well whether they prefer playing in collaboration with friends or whether they prefer playing alone. The last question is simply for future reference, in order to make Quizbot more appealing and therefore possibly more effective.

4.1 Qualitative Results

The results obtained from the Fun Toolkit questionnaire are reported in this section. The questions were split into groups where the same factor was being measured for the different platforms in order to see how the children perceived the platforms.

A Wilcoxon test was used on the Smileyometer results in which the questions were paired by platform (tabletop, tablets, tangible) for each measurement factor (fun, ease of use). In this case, because three independent variables are being compared, the Bonferroni adjustment was used, making the significance level $0.05/3 = 0.017$.

For the tabletop-tablets fun comparison, the test concluded that there was no statistically significant difference ($p = 0.461$). For the tabletop-tangible fun comparison, the test once again concluded that there was no statistically significant difference ($p = 0.06$). Finally, for the tablets-tangible fun comparison, the test concluded that there was no statistically significant difference ($p = 0.019$).

The same tests were made for the ease of use Smileyometer results. For the tabletop-tablets comparison, the test concluded that there was no statistically significant difference ($p = 0.02$). For the tabletop-tangible comparison, the test once again concluded that there
was no statistically significant difference ($p = 0.438$). Finally, the tablets-tangible comparison is the only one where the test concluded that there was a statistical difference ($p = 0.005$).

The results from the Fun Sorters where the children’s platform preferences for the fun and the ease of use factors were asked explicitly are shown in 4.2. The average score is shown for each platform. This score was established by assigning 1 point to the platform that was chosen as the best, 2 points for the platform that was chosen as second best, and so on. This means that the closer the score is to 1, the better it is.

Figures 4.1 and 4.2 show the results of the Again-Again tables in which the children state their intention of playing again on each platform in class and outside. Figures 4.3, 4.4 and 4.5 show which school subject the children prefer for the quiz questions on each platform. Figures 4.6, 4.7 and 4.8 show the ratio of children who prefer playing alone vs. with friends on each platform. Finally, figure 4.9 shows some of the changes that the children suggested for Quizbot.

<table>
<thead>
<tr>
<th></th>
<th>Best</th>
<th>Intermediate</th>
<th>Worst</th>
</tr>
</thead>
<tbody>
<tr>
<td>Easy to use</td>
<td>TUI (1.55)</td>
<td>Tabletop (2.14)</td>
<td>Tablets (2.26)</td>
</tr>
<tr>
<td>Fun</td>
<td>TUI (1.36)</td>
<td>Tabletop (2.04)</td>
<td>Tablets (2.53)</td>
</tr>
</tbody>
</table>

Table 4.2: Results for questionnaire Fun Sorter. Mean score for each platform is shown between parenthesis.
Figure 4.1: Results for questionnaire Again-Again table, stating desire to play again in class.
Figure 4.2: Results for questionnaire Again-Again table, stating desire to play again outside class.
Figure 4.3: Results for which school subjects are preferred for questions on the Tabletop platform.
Figure 4.4: Results for which school subjects are preferred for questions on the Tablets platform.
Figure 4.5: Results for which school subjects are preferred for questions on the TUI platform.
Figure 4.6: Company preference for Tabletop platform: 10% alone, 90% with friends.
Figure 4.7: Company preference for Tablets platform. 16.25% alone, 83.75% with friends.
Figure 4.8: Company preference for TUI platform: 7.5% alone, 92.5% with friends.
Figure 4.9: Changes suggested for Quizbot.
4.2 Observational Results

Throughout the game sessions, several observations were made of the children’s general behavior and some patterns were extracted from these observations. Overall, the patterns were very similar over the three platforms, but some were repeated more frequently in one or two compared to the remaining platforms. However, a few platform-specific observations were also made. All of these observations are described below.

The action that was most frequently observed on all three platforms was that of planning. Whether it was at the beginning of each quiz or after a correct (and sometimes incorrect) answer, the children would stop and discuss which path to take to get to the next question. Some of the discussion revolved around whether the robot would be able to pass between two items on the board or not. Sometimes, they would plan ahead for several answers. However, there were also some cases were no planning was done and a couple of children would take charge and try different answers randomly. It was not only the children who were playing at the moment who planned; the children watching from the sidelines were also observed planning in hushed voices for when it was their turn to play.

Another action that was observed frequently was that of exploration. Whenever a new quiz would start, the children would check out all the answers before starting the planning process. This was observed most frequently on the TUI platform, especially among the children watching from the sidelines. During the exploration and planning processes, a lot of knowledge sharing took place too, especially if a child was sure of an answer or if someone asked a question.

A lot of negotiation in different forms took place on all three platforms too. For example, sometimes the children would discuss whether a set of answers is correct or not and would then agree to check one answer out and then another. Negotiations related to path planning also took place, where they would evaluate whether it was worth risking a shorter path containing bombs or if it was better to play it safe and take a longer path. Some subgroups would also negotiate which movement command each person would have whenever it was their turn to play. This last type of negotiation was observed most frequently on the TUI platform and sometimes on the tablets platform, but rarely on the tabletop.

In most groups, one of the children would eventually take on a leadership role, ordering movements constantly. Most of the children would shout for the robot to be stopped, especially when it was about to collide with a bomb, making some children either avoid having that movement command or purposely ask for it, but the group leaders would shout out all the movements, telling the others when to go forward or when to turn.

Team Wranglers also appeared in some groups, where children would get fed up with waiting for someone to perform a movement command and would either invade the other’s workspace (in the tabletop and tablets case) or grasp the other child’s hand to force them to perform the wanted command. In some groups, the children waiting on the sidelines would collaborate with those currently playing by telling them the answer or warning them about a bomb. This occurred most frequently on the handhelds platform, but also sometimes on the other two platforms. However, the children on the sidelines were more frequently found trying to annoy those playing by counting down the time for their turn to end, taunting them, asking for them to
collide with a bomb or to choose a wrong answer, giving them wrong answers, or actually sabotaging by invading their interface.

There were also cases where one of the players would sabotage the rest by constantly turning the robot or stopping it as soon as it started moving. In these cases, the other children would either tell them off or, in a few cases, physically stop them by grabbing their hand.

Overall, there were several groups with good coordination and groups with bad coordination. Sometimes a person would know and say the correct answer but the others would ignore them, causing them to sulk and ignore the game. In some cases, after answering wrongly, part of the group would sulk and momentarily stop playing. There were also cases where someone would try to cheer up the rest of the group and encourage them to try another answer.

As far as individual platform observations go, a couple of children complained about the warm air the tabletop releases, as well as about having to read the question and the answers upside down (for those standing in the north position). In the latter case, the person standing in the south position would help by reading the text out loud.

While playing on the tablets platform, the children would sometimes stand up when they get excited (such as when they answer something correctly or, in the case of the children on the sidelines, a wrong answer is chosen). The children on the sidelines would also stand up sometimes to have a better view of all the tablets, even though they can view one or two tablets easily from their position. A lack of coordination was also observed when it came to the two children with the turning movements; they would often turn the robot left and right at the same time, causing it to stay in the same position. They would also often call out an answer to go to by saying “This one!” while pointing at their own tablet, causing the others to ask “Which one?” in return.

Finally, when faced with the TUI platform, several children would make joyous exclamations such as “That’s so cool!” or “This is great!” and so on. In a few cases, the children would make the robot purposefully collide with the blocks. There were also cases where the robot would be dismantled because of the children’s rough handling (whether because of the colliding or because they would move the robot manually). On some occasions, the children who are supposed to be on the sidelines would stay on the board to observe the actions of those who are playing, while on others they would move around the board to play with the foam blocks or the rubber balls.

### 4.3 Discussion

The main purpose of the qualitative results using the Fun Toolkit was to compare the three platforms in order to see if any one platform would stand out from the rest. Overall, it seemed like the children’s preference was the TUI, but only one significant result was obtained that partially confirms that.

The Smileyometer showed that the tangible interface was easier to use than the handhelds, and that is in accordance to the Fun Sorter results shown in table ??2. This could be due to a combination of lack of a public workspace which would make knowledge sharing easier and a general higher difficulty observed with the entirely digital version of the game. The reason only one significant result was obtained from the Smileyometer could be the
fact that, according to (Read and MacFarlane, 2006), the Smileyometer is not very useful with children younger than 10 years old because the variability of their responses is very low; they tend to choose the highest (most positive) score. In that regard, the Fun Sorter results showed the differences between the three platforms more clearly. Table ?? shows that the tangible platform was both the most fun and the easiest to use, while the tablets were both the least fun and the least easy to use, which suggests a correlation between the two variables. The reason behind these results could be that the TUI was more intuitive for the children. The tangible game being a generally rarer type of activity might also affect the fun factor in this case.

The results of the Again-Again tables (figures 4.1 and 4.2) show a mostly positive reaction to all three platforms, which could possibly be related to the children’s age and their eagerness to play most of the time. This could be considered a positive thing since the intention was to make CPS skill enhancement fun so that the activity would be repeated willingly, thus helping to further enhance the children’s Collaborative Problem Solving skills.

Figures 4.3, 4.4 and 4.5, which display what subjects the children would like to study using the three platforms, do not show much variety between the subjects the children chose based on platform, but there is somewhat more of a variety of subjects on the TUI platform. This could be due to the wider options this platform provides. For example, Physical Education related activities would be harder on the digital-only platform.

When asked whether the children would rather play Quizbot alone or with friends, an overwhelming number responded that they would prefer to play with friends. This is a positive result considering the purpose of Quizbot is to enhance Collaborative Problem Solving, which requires the participation of more than one agent. The handheld tablets might have the highest number of replies indicating they would rather play alone due to children perceiving tablets as generally private devices.

On the last question of the questionnaire, where the children were asked about any changes they would make to Quizbot, it can be noted that most of the changes suggested by the children are aesthetic, suggesting that visually pleasant items are more appealing, which is important to take into consideration when creating something with the intention of being used repeatedly.

As for the observations that were made during the experiment, a lot of it involved seeing communication, negotiation and planning taking place, which is in accordance with this work’s goal. Organization varied between the different teams, mostly depending on whether there was one or two children sabotaging the activity or not, which could be attributed to children simply acting their age. Sometimes, better organization simply took longer, waiting instead for a leader to manifest in the group. The other roles discussed in section 1.2 were also present in different measures in each group.

The three main CPS competencies also discussed in section 1.2 were clearly observed taking place during the experiment. The children would share their knowledge where required, take action to solve the given questions and maintain some level of organization. The fact that improvement in some of these aspects could be observed already shows that Quizbot fulfills its intended purpose of encouraging the practice of the CPS sub-skills and CPS skills in general.

On a platform-specific level, the reason more exploring took place on the TUI platform
could be the fact that the children had to move around to explore, and that is precisely
what the children wanted. It would also explain the constant standing up on the other
platforms. More negotiation was observed on the TUI platform as well, at least when it
came to negotiating what movement command (which could be considered a tool) each
child would have. Since this was observed on the handhelds as well, albeit to a lesser
extent, it could be related to the fact that it is easier to move the movement commands
around on these two platforms. The only slight drawback related to the TUI is that it could
be a little distracting for children in that age range still.

The tabletop platform had the one flaw of having to read text upside down depending
on where a person was placed, which could be attributed to its limited workspace dimen-
sions mentioned in section 1.1.

Finally, the handheld tablets provided a mixed bag of results. On the one hand, the
private space seemed to have made coordination more difficult for the children because
they would point at their own tablet a say “here” or “there” when referring to a point on
the board to go to. However, this can be seen as an opportunity to improve the children’s
communication skills by encouraging them to be more specific and descriptive with their
language.
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Conclusions and Future Work

5.1 Conclusions

This work starts by presenting the many soft skills that are required of a student today, and the consolidation of said skills into what is referred to as Collaborative Problem Solving skills. These skills can be nurtured and enhanced in many ways, but one way that has been proven to be effective for learning in general is through video games. However, depending on the platform used, the activity may prove to be more or less effective.

Reviewing other works that are related to the subject at hand revealed that, while it is generally agreed upon that collaborative problem solving skills need to be developed in all students, there are few works documenting a skills enhancement process using anything but obsolete technologies. TUIs in particular seem to be used for learning and education in general but never for CPS skills enhancement, even though the types of activities that could be done on this platform are virtually endless. Thus, a multi-platform CPS skills enhancement tool called Quizbot was developed in order to not only encourage using CPS skills, but also to make use of the different advantages each platform may offer.

Quizbot is a mixture between a board game and a quiz-solving game, where the users control a robot, moving it on a board with cells containing different game items. Some game items trigger quizzes that the players must answer, also by guiding the robot to the correct answer(s). The game presents a CPS scenario by urging the players to coordinate their actions to make the robot move, plan the robot’s route and share their knowledge to answer the quiz questions.

The first of the three platforms Quizbot was developed for is a multi-tactile tabletop, which provides a public space where players can share their knowledge with more ease. The second is a multi-tactile handheld platform where the board can be viewed on several tablets, making it possible to give each player their own private space. The third and last platform is based on a Tangible User Interface where the robot, the game board, and even the robot movement commands became physical objects.

An experiment with 80 summer school students was performed where the students were split into groups of 8 to try out the three platforms in a random order. The children
were observed without interference while they played, and at the end of each group session, a questionnaire was handed out. The questionnaire itself provided little insight on the differences between the three platforms beside the fact that the TUI was both the most fun and the easiest to use. However, it did show eagerness to play again. The observational results of the experiment on the other hand provided feedback on concrete differences between the three platforms, as well as verification of Quizbot serving its intended purpose by encouraging the usage of the skills associated with CPS.

5.2 Future Work

In the future, further experiments using Quizbot will be performed in order to test the effectiveness of the tool itself by preparing CPS tests and comparing students’ performance on these tests before and after playing with Quizbot. Experiments in order to compare the effectiveness of Quizbot on each platform individually will also be performed. The changes suggested by the children in the experiment described in this work will also be taken into consideration in order to make Quizbot more appealing.

A complementary tool will be developed, allowing teachers and educators to manage educational activities, add new content and define specific CPS tasks. Furthermore, the three platforms will be tested in a pediatric hospitalization context for fomenting emotional intelligence (perception, assimilation, understanding and emotional regulation).

Lastly, the board game created as the base for Quizbot will be used to create other tools for stalling cognitive deterioration in the older population or for developing cognitive abilities in younger children.

5.3 Publications

This work is presented in an international conference paper:
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