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Abstract—Non-uniform constellations (NUC) have been recently introduced in digital broadcasting systems to close the remaining gap to the unconstrained Shannon theoretical limit. Compared to uniform quadrature amplitude modulation (QAM) constellations, NUCs provide a signal-to-noise ratio (SNR) gain (i.e., a reduction in the required SNR), especially for high-order constellations. One-dimensional NUCs (1D-NUC) have a squared shape with non-uniform distance between the constellation symbols. Since the I and Q components remain as two independent signals, a 1D-demapper as for uniform QAM constellations is feasible. Two-dimensional NUCs (2D-NUC) provide a better performance than 1D-NUCs, since they are designed by relaxing the square shape constraint, with arbitrary shape along the complex plane. However, the main drawback of 2D-NUCs is the higher complexity at the receiver, since a 2D-demapper is needed. In this paper, we propose a demapping algorithm that reduces from 69% to 93% the number of required distances when using 2D-NUCs. The algorithm discards or replicates those constellation symbols that provide scarce information, with a performance degradation lower to 0.1 dB compared to the optimal Maximum Likelihood (ML) demapper.
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I. INTRODUCTION

BIT-INTERLEAVED Coding and Modulation (BICM) is the pragmatic approach for combining channel coding and digital modulations in fading transmission channels [1]. The core of the BICM encoder consists of the serial concatenation of a forward error correcting (FEC) code, a bit interleaver (BIL), and a mapper that allocates blocks of bits to the constellation symbols. Nowadays, state-of-the-art BICM broadcasting systems are currently very close to the unconstrained Shannon theoretical limit [2].

Regarding the evaluation of the modulations, first generation terrestrial broadcasting systems such as DVB-T (Digital Video Broadcasting - Terrestrial) [3] or ISDB-T (Integrated Services Digital Broadcasting) [4] support QPSK, 16QAM and 64QAM uniform constellations. The current state-of-the-art terrestrial broadcasting technology commercially deployed DVB-T2 (Terrestrial 2nd Generation) [5] includes the 256QAM modulation and supports rotated constellations (RC). With RCs, a certain rotation angle is applied to the constellation, so that the binary information is transmitted simultaneously in different in-phase (I) and quadrature (Q) components. In order to ensure that each component undergoes independent fading, a component interleaver is needed after the rotation [6]. The handheld evolution of DVB-T2, NGH (Next Generation Handled), is the first broadcasting system which includes one-dimensional non-uniform constellations (1D-NUC), for 64 and 256NUC orders [7]. The next-generation U.S. terrestrial broadcasting standard ATSC 3.0 (Advanced Television Systems Committee 3rd Generation) includes two-dimensional non-uniform constellations (2D-NUC) from 16 to 256NUC, and 1D-NUCs for new high-orders such as 1024NUC (or 1kNUC) and 4096NUC (or 4kNUC) [2].

With uniform QAM, the constellation symbols are regularly spaced in the constellation diagram and transmitted with equal probabilities. However, there is a gap between the BICM capacity of uniform QAM constellations and the theoretical Shannon limit, which increases with the modulation order. NUCs can be used to reduce this gap and provide a better performance, reducing the required SNR with respect to the corresponding uniform constellation (i.e., providing a coverage gain). Consequently, the potential gain provided by NUCs increases with the constellation size. NUCs are designed for a particular SNR, and for a specific channel. For strong error correcting codes such as Low-Density Parity Codes (LDPC), with steep bit error rate (BER) curves as a function of the SNR, the target SNR of the NUC is easily selected for each code according to the SNR of the waterfall region.

1D-NUCs have a squared shape with non-uniform distance between the constellation symbols, and they are formed by two non-uniform pulse amplitude modulation (PAM) signals [8]. Hence, the complexity can be drastically reduced by using a one-dimensional demapper [9]. It utilizes the mapping feature that the original constellation symbols in the same I/Q component belong to the same subset for a specific even or odd bit (0 or 1). The idea is to only select the best candidate in each component and to find the minimum Euclidean distance.

2D-NUCs are designed by relaxing the square shape constraint of uniform constellations, with a better performance than 1D-NUCs but with a higher receiver complexity since they cannot be separated into two independent I/Q components. In addition, the constellations adopted by ATSC 3.0 retain left-right and up-down symmetry [10]. Hence, the complete constellation can be derived by defining just the first quarter of the complex symbols. Fig. 1 shows an example of 2D-256NUCs designed for three different SNRs of 10, 18 and 26 dB, for i.i.d. (independent and identically distributed) Rayleigh channel. When optimizing NUCs at high SNRs the
One of the bottlenecks in real receiver implementations is the use of demappers that calculate the distances to all constellation symbols. This paper proposes a generic demapping algorithm that can be applied to any type of 2D-NUCs. As an example of application, we provide the results for the NUC constellations optimized for ATSC 3.0. The paper focuses on the 256NUC constellation, which is the highest modulation order of 2D-NUCs used in the ATSC 3.0 specification [10]. As an additional result, the approach is also extended to a higher constellation order of 2D-1kNUC. Code rates from 2/15 to 13/15 are considered. The proposed algorithm is based on two different strategies. The first one takes advantage of the symmetry that constellations provide, selecting a cluster of points to compute the LLRs. It is based on the demappers proposed in [16] and [17] for RCs. The concept is similar to the Sphere Demapper (SD) [18], which also selects a cluster of points to compute the LLRs. From the received point, SD only selects the constellation points that are inside a fixed radius. With SD, the number of operations is significantly reduced compared to the Maximum Likelihood (ML) demapper. On the other hand, reference [19] also analyzes the quadrant symmetry of the constellations, in order to precompute the LLR values in a look-up table and completely avoid the demapping process. The second strategy exploits the condensation of NUCs, especially at low SNRs where some of the constellation symbols almost repeat the same position in the I-Q plane. A demapper exploiting this condensation was first proposed in [20] and analyzed in [21]. Both strategies can be combined in order to reduce from 69% to 93% the number of required distances, depending on the CR, with almost no performance loss compared to the optimal ML demapper. The proposed demapper can be combined with RCs, in order to improve the SNR requirement for high CRs with no additional complexity.

The rest of the paper is structured as follows. Section II describes the demapping process of 2D-NUCs and its complexity implications. Section III proposes an algorithm designed to reduce the demapping complexity. Section IV presents results in terms of performance, for a complete range of CRs. Finally, the main findings of the work are summarized in Section V.

II. DEMAPPING COMPLEXITY AT THE RECEIVER

This analysis is limited to single-input single-output (SISO) antenna systems. It is necessary to differentiate between two elements when comparing complexity: the number of required distances to calculate each LLR and the complexity for the calculation of the distance itself. Hence, the metric is calculated with a different dimensionality for 1D and 2D demapping. From the received symbol vector $y$, and the channel vector $h$, each log-likelihood ratio (LLR) $\Lambda_l$ is computed for all code bits $c_l$, $l = 1, ..., B$, with $B$ as the number of bits that affect each dimension of a constellation. $B$ does not refer to the number of bits per cell (bpc). For the LLR computation, a total number of $N$ Euclidean distances between the received symbol $y$ and all constellation symbols $x$ is calculated. A single output $\Lambda_l$ can be computed with the following expression:

$$\Lambda_l \triangleq \log \frac{p(c_l = 1|y, h)}{p(c_l = 0|y, h)} = \log \frac{\sum_{x \in \chi_l^0} \exp \left( -\frac{|y - hx|^2}{\sigma^2_v} \right)}{\sum_{x \in \chi_l^1} \exp \left( -\frac{|y - hx|^2}{\sigma^2_v} \right)}$$  

(1)
TABLE I
DEMAPPING COMPLEXITY OF UNIFORM QAM, 1D-NUC, 2D-NUC AND RC, FOR DIFFERENT BITS PER CELL, IN TERMS OF MATHEMATICAL OPERATIONS TO COMPUTE THE LLRS.

<table>
<thead>
<tr>
<th>bpc</th>
<th>QAM</th>
<th>1D-NUC</th>
<th>2D-NUC</th>
<th>RC</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
<td>12</td>
</tr>
</tbody>
</table>

where $\sigma_n^2$ represents the noise variance, $y$ is the received symbol, $x$ is a possible transmitted symbol, $h$ is the channel fading coefficient, and $\log$ refers to the natural logarithm. $\chi_i^1$ and $\chi_i^0$ denote the complementary sets of transmit vectors for which $c_i = 1$ and $c_i = 0$ respectively. The amount of complementary sets $\chi_i^1$ and $\chi_i^0$ has to be $B$. A Maximum Likelihood (ML) optimal demapper has therefore to consider $2^B$ symbols in a $D$-dimensional (real-valued) space. Hence, the complexity is $O (D \cdot 2^B)$.

The complexity depends on the type of constellation. Uniform QAM constellations can be split into two PAM constellations. Therefore, the demapper has to consider the half of symbols ($B = \frac{bpc}{2}$) in one dimension ($D = 1$). In this case, the complexity is $O \left( \frac{2^B}{2} \right)$. With 1D-NUCs, this one-dimensional demapping is also possible, and the complexity is maintained, i.e., $O \left( \frac{2^B}{2} \right)$. However, with 2D-NUCs the demapper has to evaluate for all symbols ($B = bpc$), the distances in two dimensions (real and imaginary parts, $D = 2$). The complexity in this case is $O \left( \frac{2^{bpc+1}}{2} \right)$.

The same occurs with RCs, where the binary information is transmitted simultaneously in different I and Q components. The demapper has to consider all symbols in two dimensions, regardless of the constellations shape. With RCs, it is not possible to use a 1D-demapper in any case. Therefore, the complexity with rotated constellations is also $O \left( \frac{2^{bpc+1}}{2} \right)$. Table I shows the demapping complexity in terms of mathematical operations to compute the LLRs, depending on the type of constellation and bits per cell used.

The complexity order with 2D-NUCs becomes especially high from $bpc = 8$. The proposed demapping algorithm reduces the number of distances $N$ necessary to compute each LLR with this type of constellations, and it is explained next.

III. PROPOSED ALGORITHM TO REDUCE THE DEMAPPING COMPLEXITY OF 2D-NUCS

The algorithm is based on two different strategies. The first strategy is called Quadrant Search Reduction (QSR), and computes the LLRs discarding those distances whose probability of being computed is significantly low. The second strategy is called Condensed Symbols Reduction (CSR), and omits the computation of those distances which are similar to others already calculated, and replicates them.

A. Quadrant Search Reduction (QSR)

The first strategy discards those distances that provide scarce information to the LLR computation. In this paper we apply QSR for 2D-NUCs. We note that the QSR algorithm can be used with any quadrant-symmetric constellation. The algorithm is divided into two main steps. The first step consists of calculating the probability of each symbol received, when they are transmitted from a particular quadrant of the constellation.

The complexity order with 2D-NUCs becomes especially high from $bpc = 8$. The proposed demapping algorithm reduces the number of distances $N$ necessary to compute each LLR with this type of constellations, and it is explained next.

III. PROPOSED ALGORITHM TO REDUCE THE DEMAPPING COMPLEXITY OF 2D-NUCS

The algorithm is based on two different strategies. The first strategy is called Quadrant Search Reduction (QSR), and computes the LLRs discarding those distances whose probability of being computed is significantly low. The second strategy is called Condensed Symbols Reduction (CSR), and omits the computation of those distances which are similar to others already calculated, and replicates them.

A. Quadrant Search Reduction (QSR)

The first strategy discards those distances that provide scarce information to the LLR computation. In this paper we apply QSR for 2D-NUCs. We note that the QSR algorithm can
to observe its impact on the system performance through a BER analysis. The smaller the number of distances N considered, the worse the performance, but with a lower complexity. The proposed criteria is to select the smallest possible N that ensures a performance loss smaller than 0.1 dB.

With QSR, it is assumed that a symbol is received in the same quadrant that was transmitted. Hence, it is necessary to know the transmitted quadrant. The quadrant is determined using the sign of the I/Q components of the received symbol. We define “p_e” as the probability of selecting an erroneous quadrant. The constellation symbols that are in the edge of each quadrant provide less reliable results, and they usually lead to errors. The probability “p_e” is higher for low CRs, with higher levels of noise power, see Fig. 3. However, precisely those constellations with a very high probability of obtaining an erroneous quadrant suffer a significant condensation. The second strategy, which is explained next, takes advantage of this condensation and calculates only distances for symbols that are not repeated.

B. Condensed Symbols Reduction (CSR)

When optimizing NUCs in a transmission system, it is possible to improve the BICM capacity by modifying the position of the QAM constellation symbols. At low CRs, NUCs converge to lower orders of constellation. In this case, the constellation symbols share the MSB, maximizing the Euclidean distance and maintaining independent dimensions for each bit, meanwhile the LSB have almost no impact in the LLR computation. The information provided by the LSB is close to zero and will remain so, even for very large SNRs [12]. These constellations are so-called condensed constellations, as the constellation symbols almost repeat the same position in the I-Q plane for the most nearby Gray mapped symbols [11]. For example, with a 2D-256NUC designed for a CR 2/15, which can be seen in the upper part of Fig. 2, only sixteen points are apparently visible, resembling a 16NUC. However, there are sixteen clusters with sixteen constellation points in almost identical positions.

CSR is based on this condensation and calculates a single distance for a complete cluster of symbols. The rest of distances are derived by replicating the previously calculated ones. In order to determine which symbols are grouped together and which not, it is necessary to define a minimum gap between them. The higher the gap selected, the bigger the number of symbols grouped together in a single distance to compute, reducing the complexity but also incurring into a higher performance degradation.

C. Quadrant Condensed Search Reduction (QCSR)

It is possible to combine both QSR and CSR. We call this algorithm Quadrant Condensed Search Reduction (QCSR). The algorithm consists of taking the N constellation symbols obtained with QSR and group them together as done with CSR. The QCSR algorithm is detailed next.

Algorithm Quadrant Condensed Search Reduction (QCSR)

Require: \( y, h, \sigma_v^2, x, CR \) \( \{ y: \text{received symbol, } h: \text{channel coefficient, } \sigma_v^2: \text{noise variance, } x: \text{constellation, } CR: \text{code rate} \} \)

Ensure: \( \Lambda \{ \text{LLR computed} \} \)

1: for \( n_{\text{symb}} = 1 \) to \( \text{size}(y) \) do
2: calculate the received quadrant \( Q \)
3: load \( N(Q, CR) \) \{Number of distances to be computed, depending on the quadrant and code rate\}
4: \( x_{\text{new}} \leftarrow x(1:N) \) \{N most probable constellation symbols\}
5: for \( n_{\text{dist}} = 1 \) : \( \text{size}(x_{\text{new}}) \) do
6: loop that computes the non-repeated distances \( \text{dist}(y, h, \sigma_v^2, x_{\text{new}}) \)
7: end for
8: replicate the rest of distances
9: for \( n_{\text{LLR}} = 1 \) to \( \text{bpc} \) do
10: loop that computes the LLRs: \( \Lambda(\text{dist}) \)
11: end for
12: end for

In the proposed algorithm, \( y \) is the received symbol, \( h \) is the channel fading coefficient, \( \sigma_v^2 \) represents the noise variance, \( x \) is a possible transmitted symbol, and \( CR \) refers to the code rate. \( \Lambda \) denotes each log-likelihood ratio (LLR) computed.

At low SNRs, the CSR algorithm is more dominant because the optimized 2D-NUC are condensed, which also complicates the quadrant search. At high SNRs the noise impact is lower and the constellations are not condensed, and hence the QSR algorithm is dominant.

IV. PERFORMANCE EVALUATION

We compare first, in terms of BER performance, the results obtained with the optimal ML and the proposed QCSR demapper, and provide the minimum number of \( N \) distances that need to be calculated, for i.i.d Rayleigh channel. Afterwards, the performance loss obtained for different channel models is provided. In the simulations, BILs and NUCs from ATSC 3.0 were used [2], with a LDPC code length of 64800 bits and FEC codes from 2/15 to 13/15. No time and frequency interleavers were applied in this case.
A. Calculation of the minimum number of distances

As an example, Fig. 4 shows the performance of the proposed strategies QSR and CSR for 2D-256NUCs and CR 6/15, depending on the number of distances \( N \). The selected criterion is to compare the SNR of each option that provides a BER of \( 10^{-4} \), selecting the smallest possible \( N \) that ensures a performance loss smaller than 0.1 dB. We define \( N_{\text{QSR}}, N_{\text{CSR}} \) and \( N_{\text{QCSR}} \) as the number of distances necessary for the QSR, CSR and QCSR demappers, respectively.

In this particular case, both strategies QSR and CSR provide a reasonable performance degradation compared to ML, using a number of distances \( N_{\text{QSR}} = 135 \) and \( N_{\text{CSR}} = 88 \). In this SNR range (13 dB), the noise impact is significantly low, allowing the QSR strategy to work. On the other hand, the constellation maintains a good condensation for CR 6/15, so the CSR strategy provides a high reduction. Moreover, both strategies can be combined. For the symbols obtained with QSR, only those distances that are not repeated are computed, and the rest are replicated, as CSR does. In this case, the reduction comes to \( N_{\text{QCSR}} = 66 \) distances.

Fig. 5 shows the performance comparison with the selected \( N \) for four representative CRs: a low CR 2/15, a medium CR 6/15 (recently analyzed) and two high CRs 10/15 and 13/15. The idea is to show separately the contribution of each strategy to the proposed algorithm, observing the impact on the system performance.

With low CRs such as 2/15 the SNR required is very low, and then the constellations are compressed. The compression allows the CSR strategy to work especially well, obtaining a reduction in the number of distances from up to \( N_{\text{CSR}} = 16 \), with no performance loss. However, precisely the low SNR hampers the quadrant search. The QSR strategy often is erroneous, and needs to calculate almost all distances, having \( N_{\text{QSR}} = 235 \). Therefore, in this particular case the QCSR algorithm works also with only \( N_{\text{QCSR}} = 16 \). Although the quadrant search fails, the algorithm only needs to consider the 16 unique distances that are not repeated, replicating the rest and providing the correct information to the LLR computation.

With the high CR 10/15, the CSR strategy hardly works, as the constellations are barely condensed. With CSR, it is necessary to use \( N_{\text{CSR}} = 224 \) distances. Nevertheless, the low noise impact allows QSR to work better, needing just \( N_{\text{QSR}} = 90 \). Combining both techniques, the final reduction is \( N_{\text{QCSR}} = 77 \). On the other hand, the constellation optimized for the CR 13/15 is not condensed at all, considering that each constellation symbol is unique in the I/Q plane. Hence, the QCSR algorithm is based only in the QSR strategy for this case, calculating \( N_{\text{QCSR}} = 80 \) distances.

Fig. 6 summarizes the minimum number of distances \( N \) for the proposed algorithm, for all CRs from 2/15 to 13/15. With CSR, the higher contribution is achieved for low CRs, where the number of operations can be reduced up to \( N_{\text{CSR}} = 16 \), which represents a reduction of 93\%. Regarding the contribution of QSR, it can be seen that the curve is directly related with the probability of selecting an erroneous quadrant, \( p_e \), shown in Fig. 3. However, the performance of QSR becomes better for high CRs, especially from 8/15 to 13/15. When combining the two strategies into one single algorithm, it becomes especially effective for medium CRs, where both advantages can be taken into account.

Fig. 7 shows the final reduced constellations used with QCSR when the first quadrant is transmitted, for the representative CRs analyzed: 2/15, 6/15, 10/15 and 13/15. In a real receiver, the complexity reduction is determined by the maximum number of distances \( N \) to be computed. With the combined QCSR demapper, the maximum value was obtained for the CR 13/15, with \( N_{\text{QCSR}} = 80 \), which implies a reduction in the number of required operations of 69\%.

---

**Fig. 4.** Performance of QSR (left) and CSR (right) demappers, depending on the number of distances \( N \) and compared with the ML demapper. Results presented for a code rate 6/15, i.i.d. Rayleigh channel.

**Fig. 5.** Performance comparison of ML and QCSR demappers. QSR and CSR strategies are also shown by separate. Results presented for code rates 2/15 (top left), 6/15 (top right), 10/15 (bottom left) and 13/15 (bottom right), i.i.d. Rayleigh channel.
Fig. 6. Minimum number of distances \( N \) required for both proposed algorithms, for 2D-256NUC and CRs from 2/15 to 13/15, i.i.d. Rayleigh channel.

Fig. 7. Result of reduced 2D-256NUCs with QCSR, for CRs 2/15 (top left), 6/15 (top right), 10/15 (bottom left) and 13/15 (bottom right), i.i.d. Rayleigh channel.

### B. Performance Loss with Different Channel Models

This section provides the performance loss of QCSR for different channel models for which the algorithm has not been optimized, under ideal and realistic channel estimation conditions. Table II shows the performance loss obtained with white Gaussian noise (AWGN), \( F_1 \) Ricean-fading and \( P_1 \) Rayleigh-fading channel models, which are defined in [22], compared to the results obtained in the analysis for i.i.d. Rayleigh channel model, under ideal channel estimation conditions. The \( F_1 \) channel is used to describe the fixed outdoor rooftop-antenna reception conditions, and the \( P_1 \) channel is used to describe the portable indoor or outdoor reception conditions.

With AWGN, the performance loss remains under 0.1 dB for all considered CRs. The SNR required is lower than the obtained for i.i.d. Rayleigh channel, allowing the QCSR algorithm to work better. The \( F_1 \) channel model with fixed reception, and therefore with a direct path (line-of-sight ray) also permits lower SNRs than the i.i.d. Rayleigh channel. For this reason, the performance loss of QCSR also remains under 0.1 dB. However, the same does not occur with the \( P_1 \) portable channel. Having a less selective channel implies higher SNRs. Higher noise levels entail a worse result of the QCSR algorithm. In this case, the performance loss is up to 0.2 dB with high CRs.

Table III shows the performance loss of QCSR obtained under realistic channel estimation conditions. With real channel estimation, the channel fading \( h \) received is different from the transmitted one. In order to obtain \( h \), a linear frequency and time interpolation from the pilot pattern (PP) is done. In the case of study, PP7 and PP4 from DVB-T2 are used for the \( F_1 \) and \( P_1 \) channel models, respectively [22].

The higher performance loss of QCSR is obtained for the \( P_1 \) channel model, with 0.3 dB of difference in relation to the optimum ML demapper for the CR 13/15. These results confirm the robustness of the QCSR algorithm. QCSR requires, for all studied cases, SNRs nearby to the optimum ML demapper, feasible for its implementation in real receivers where the obtained performance loss is almost negligible.

### C. QCSR with Non-Uniform Rotated Constellations

In this section, we show an example of application of the QCSR algorithm to non-uniform rotated constellations (NUC). First, we consider the (non-rotated) NUCs adopted in ATSC 3.0 and optimize the rotation angle, from QPSK to 256QAM. Selected angles are those that provide the maximum BICM capacity for the i.i.d. Rayleigh channel model. Afterwards, we analyze the SNR performance of the 2D-256NUCs with the proposed QCSR demapper, and compare it with the optimum ML demapper.
Uniform QAM constellations use fixed rotation angles for each order of constellation. However, NUCs have different shape depending on the coding rate (or SNR) for which they are optimized. Hence, a different shape implies a different optimum rotation angle. Table IV shows the resulting rotation angles, for the orders of constellation (QPSK to 256QAM) and CRs (8/15 to 13/15) with potential SNR rotation gain. Those configurations with a SNR rotation gain under 0.1 dB are marked with a dash. In the Table IV it can be noted that the optimum rotation angle is higher for lower order constellations and high CRs. The same occurs for SNR gains, see Fig. 8.

The additional diversity introduced by RCs improves the performance of BICM for higher CRs, whereas for lower CRs it is preferable to rely on the error-correction capabilities of the FEC code [6]. With 2D-256NUCs, there is only gain with the two highest CRs (12/15 and 13/15). For CR 12/15, the optimum rotation angle obtained is 1°, but with a slight SNR gain of 0.03 dB. For 13/15, the SNR gain obtained is 0.2 dB. The gain of RCs can be higher with more restrictive channels with erasures.

Regarding the demapping complexity, there is no increase when rotating 2D-NUCs. The QCSR demapper can be used in order to reduce the complexity in a similar way than in previous sections. The rotation does not influence the condensation, so this part of the algorithm remains identical. Only a slight change in the first stage of QSR is required, since it is necessary to reorganize the new $N$ rotated symbols by probability order, i.e., to obtain new histograms.

Fig. 9 shows the BER performance of the QCSR demapper with and without rotation, compared with the optimum ML demapper, for CRs 12/15 and 13/15. For CR 12/15, the SNR performance of QCSR is very similar with and without rotation. However, the same does not occur with 13/15, where the SNR gain of the QCSR rotated demapper is also 0.2 dB (as the rotated ML), and the number of distances is maintained, with $N = 80$. Furthermore, compared to the non-rotated ML demapper, the QCSR rotated demapper has a 0.1 dB gain, and a complexity reduction of 69%.

D. QCSR with 2D-1kNUC

In this section, we extend the QCSR algorithm to 2D-1kNUCs, for the CRs in which there is a potential SNR gain compared to 1D-1kNUCs. Table V shows the number of distances calculated with the QCSR demapper for 2D-1kNUCs ($N_{QCSR}$) and the reduction percentage. The number of distances is obtained for different representative CRs: the lowest 2/15, the highest 13/15 and three medium CRs 6/15, 8/15 and 10/15, and the proposed criteria is again to select the smallest possible $N$ that ensures a performance loss smaller than 0.1 dB. With 2D-1kNUCs, the number of required distances can be reduced from 75% to 98%, with a higher reduction than 256NUCs. In this case, the constellations remain condensed even for the highest CR. As occurred for 256NUCs, the maximum number of distances is obtained for the CR 13/15, with $N_{QCSR} = 252$. The number of Euclidean distances is always under 256, lower than 2D-256NUCs with optimum demapping.

Despite of the QCSR performance loss of 0.1 dB, there is a SNR gain for several CRs compared to 1D-NUCs with optimum demapping. Table V shows the SNR gain of QCSR and 2D compared to the optimum 1D-demapper, where “<0” means a SNR loss. Fig. 10 depicts an example of the BER performance obtained with CRs 6/15 and 10/15. With 10/15, the SNR gain of QCSR can be easily observed. However, with

![Fig. 8. Rotation SNR gain (dB) of 2D-NURCs, for i.i.d Rayleigh channel.](image)

![Fig. 9. Performance comparison of ML and QCSR demappers, with and without rotation. Results presented for 256QAM and code rates 12/15 (left) and 13/15 (right), i.i.d. Rayleigh channel.](image)

![TABLE IV

<table>
<thead>
<tr>
<th>Code Rate</th>
<th>8/15</th>
<th>9/15</th>
<th>10/15</th>
<th>11/15</th>
<th>12/15</th>
<th>13/15</th>
</tr>
</thead>
<tbody>
<tr>
<td>QPSK</td>
<td>25.3</td>
<td>25.5</td>
<td>25.4</td>
<td>25.7</td>
<td>27.4</td>
<td>27.6</td>
</tr>
<tr>
<td>16NURC</td>
<td>--</td>
<td>--</td>
<td>14.3</td>
<td>15.3</td>
<td>18.1</td>
<td>19.3</td>
</tr>
<tr>
<td>64NURC</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>2.5</td>
<td>12.1</td>
<td></td>
</tr>
<tr>
<td>256NURC</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>2.8</td>
<td></td>
</tr>
</tbody>
</table>

![TABLE V

<table>
<thead>
<tr>
<th>Code Rate</th>
<th>2/15</th>
<th>6/15</th>
<th>8/15</th>
<th>10/15</th>
<th>13/15</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{QSR}$</td>
<td>840</td>
<td>420</td>
<td>380</td>
<td>345</td>
<td>290</td>
</tr>
<tr>
<td>$N_{CSR}$</td>
<td>16</td>
<td>336</td>
<td>416</td>
<td>704</td>
<td>896</td>
</tr>
<tr>
<td>$N_{QCSR}$</td>
<td>16</td>
<td>102</td>
<td>136</td>
<td>224</td>
<td>252</td>
</tr>
<tr>
<td>Reduction</td>
<td>98%</td>
<td>90%</td>
<td>86%</td>
<td>78%</td>
<td>75%</td>
</tr>
<tr>
<td>Gain (dB)</td>
<td>&lt;0</td>
<td>&lt;0</td>
<td>0</td>
<td>0.12</td>
<td>0.15</td>
</tr>
</tbody>
</table>
6/15 it is better to keep 1D-NUCs instead, since the SNR required with the 1D-demapper is lower than the obtained with QCSR and 2D-NUCs, and also the complexity.

V. CONCLUSION

In this paper, a suboptimal demapper for 2D-NUCs has been proposed to reduce the demapping complexity in terms of distances required for the LLR computation. The proposed demapper is based on the combination of two strategies to take advantage of the symmetry of the constellations and the condensation, i.e., similar I/Q values of several constellation symbols, of NUCs at low SNRs. The results show that a reduction in the number of required operations from 69% to 93% can be achieved, depending on the code rate, when compared to the optimal Maximum Likelihood (ML) demapper, with almost no performance degradation (under 0.1 dB).
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