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Abstract

Multi-objective optimisation design procedures have shown to be a valuable tool for control
engineers. They enable the designer having a close embedment of the tuning process for a
wide variety of applications. In such procedures, evolutionary multi-objective optimisation
has been extensively used for PI and PID controller tuning; one reason for this is due to
their flexibility to include mechanisms in order to enhance convergence and diversity. Al-
though its usability, when dealing with multi-variable processes, the resulting Pareto front
approximation might not be useful, due to the number of design objectives stated. That
is, a vast region of the objective space might be impractical or useless a priori, due to the
strong degradation in some of the design objectives. In this paper preference handling tech-
niques are incorporated into the optimisation process, seeking to improve the pertinency of
the approximated Pareto front for multi-variable PI controller tuning. That is, the inclu-
sion of preferences into the optimisation process, in order to seek actively for a pertinent
Pareto front approximation. With such approach, it is possible to tune a multi-variable PI
controller, fulfilling several design objectives, using previous knowledge from the designer on
the expected trade-off performance. This is validated with a well-known benchmark example
in multi-variable control. Control tests show the usefulness of the proposed approach when
compared with other tuning techniques.

Keywords: Multi-objective optimisation, controller tuning, PI tuning, evolutionary
multi-objective optimisation, preference handling, many-objective optimisation.

1. Introduction

Intelligent control is a subfield of control systems engineering of growing interest among
researchers (Ruano, 2005; Ruano et al., 2014). Nowadays, the most accepted definition for
intelligent control comprises using one or several tools from computational intelligence and
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soft computing for control engineering purposes. Such tools range from neural networks,
fuzzy logic systems and evolutionary algorithms (Albertos, 2007; Ruano, 2007; Tzafestas,
2007) to rule-based and knowledge-based systems (Liao, 2005). Such techniques have shown
to be useful in complex instances in control systems engineering (Ruano, 2005).

One of the fundamental tasks in intelligent control is the controller tuning problem
(Jiménez et al., 2015; Mishra et al., 2015; Ponce et al., 2015; Sabzi et al., 2016). Such
problem consists in finding suitable values for the tuneable parameters of a given control
structure. With such parameters it is expected to fulfil some desired closed-loop specifica-
tions for a given process. Although there are several control structures, the PI-PID controller
remains as a reliable and practical control solution for several industrial processes (Åström
and Hägglund, 2001). One of the main advantages of PI-PID controllers is their ease of im-
plementation, giving a good trade-off between simplicity and cost to implement (Tan et al.,
2004; Stewart and Samad, 2011). Owing to this, seeking for new tuning techniques is an
ongoing research topic (Åström and Hägglund, 2005); current research points to guaran-
tee reasonable stability margins as well as a good overall performance for a wide variety of
processes (Vilanova and Alfaro, 2011).

New tuning techniques are being focused on the fulfilment of several objectives and
requirements, sometimes in conflict among them (Ang et al., 2005; Li et al., 2006). Some
tuning procedures are based on optimisation statements (Ge et al., 2002; Toscano, 2005;
Åström et al., 1998; Panagopoulos et al., 2002; Sanchez and Vilanova, 2013) and in some
cases they are solved by means of stochastic optimisers. A recently popular approach consists
on using Evolutionary Multi-objective Optimisation (EMO) for PI-PID controller tuning for
single input, single output (SISO) and multiple input, multipe output (MIMO) processes
(Reynoso-Meza et al., 2013b).

In EMO, a simultaneous optimisation approach is used in order to seek for a Pareto
set approximation. This Pareto set comprises several solutions, where all they are Pareto-
optimal, i.e. there is not a solution better than another in all the objectives, but a different
trade-off between conflictive objectives. In order to approximate this Pareto set, Multi-
Objective Evolutionary Algorithms (MOEAs) are used. Selecting or coding a MOEA is
just a part of the overall process; from a practical point of view a multi-criteria decision
making (MCDM) stage is required by the decision maker (DM or simply, the designer)
in order to select a controller from the approximated Pareto front. Therefore, a Multi-
objective Optimisation Design (MOOD) procedure for controller tuning is needed, where
the multi-objective problem (MOP) definition, the optimisation process and the MCDM
stage are integrated. This procedure has shown to be a valuable tool for control engineers
(Reynoso-Meza et al., 2013b, 2014c); it may enable the designer to have a close embedment
with the tuning process; with them it is possible to take into account each design objective
individually; it also enables the design alternative comparison, to select a controller fulfilling
the expected trade-off among conflictive objectives.

This MOOD procedure has been used with success in PI-PID tuning for MIMO processes
(Herreros et al., 2002; Hung et al., 2008; Xue et al., 2010; Zhao et al., 2011; Reynoso-
Meza et al., 2012). As noticed in (Reynoso-Meza et al., 2014c), mechanisms to improve
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convergence, diversity and constraint handling have been included in MOEA for this purpose;
the following step seems to be related with improving pertinency of solutions by means of
the statement of designer’s preferences. These mechanisms will enable the algorithm to
approximate a Pareto front with pertinent solutions in the search process; furthermore,
they could facilitate the DM’s task of analysing and selecting a design alternative (Coello,
2000). This feature has not been widely exploited and could be helpful to solve efficiently
many-objective optimisation instances (Ishibuchi et al., 2008) for multi-variable PI controller
tuning. In such instances, each control loop and the overall system must fulfill several
performance specifications.

The aim of this paper is twofold. On the one hand, stating a general MOP/EMO defi-
nition to deal efficiently with MIMO processes using designer’s preferences; despite the fact
that every process is different and the designer would prefer stating its own meaningful ob-
jectives, a general procedure could be valuable, where a pertinent Pareto front is provided for
the further analysis in the MCDM stage. On the other hand, comparing preference handling
techniques for EMO and evaluate their performance for PI controller tuning in MIMO pro-
cesses. In both cases, this paper follow the assumption that the DM has already decided to
use a MOOD procedure for controller tuning and the desired objectives have been selected.

The remainder of this paper is as follows: in Section 2 a basic background on multivariable
PI control, EMO and preference handling will be provided; in Section 3 a MOP/EMO
procedure for multivariable PI controller tuning will be stated; Section 4 will be dedicated
to solve a benchmark setup based on the Wood & Berry distillation column (Berry, 1973;
Wood and Berry, 1973); Finally, some concluding remarks are given.

2. Background

Some notions on multivariable PI control, multi-objective optimisation, and preferences
handling are required. They are provided below.

2.1. Background on multivariable PI controller tuning

A basic control loop is depicted in Figure 1. It comprises transfer functions P (s) and
C(s) of a process and a controller respectively. The objective of this control loop is to keep
the desired output Y (s) of the process P (s) in the desired reference R(s).

Figure 1: Basic control loop.

In the case of a NxN MIMO process, P (s) is composed of several sub-processes Pij with
i, j ∈ {1, . . . , N} and it has the following structure:
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P (s) =




P11(s) . . . P1N(s)
...

. . .
...

PN1(s) . . . PNN(s)


 (1)

The complexity of a process like this is mainly due to its coupling effects between inputs
and outputs. There are several alternatives to control a MIMO system, and the selection of
one technique over another depends on the desired balance between complexity and tradeoff
between design specifications. PI controllers are simple but successful solutions, and their
performance can be improved with complementary techniques (Åström and Hägglund, 2005);
because of this, they are used in this work. The decoupled PI controller C(s) has N SISO
PI controllers:

C(s) =




C1(s) . . . 0
...

. . .
...

0 . . . CN(s)


 (2)

Equation (3) shows the transfer function of the selected structure of the PI controller:

Ci(s) = kp

(
1 +

1

Tis

)
(3)

where i ∈ {1, . . . , N}, kp is the proportional gain, Ti the integral time (s). The control

problem consists in selecting proper gains kp and ki =
kp
Ti

for each one of the PI controllers
Ci(s) in order to achieve a desirable performance of the process P (s) in the control loop
as well as robust stability margins. This control problem is well known and it has been
addressed with several techniques. Given the coupling effects among sub-processes Pij(s),
conflictive objectives may appear, at least related with the performance of each individual
control loop. For this reason, EMO techniques could be appealing for PI controller tuning.

2.2. Multi-objective optimisation statement

As referred in (Miettinen, 1998), a MOP with m objectives 1, can be stated as follows:

min
θ

J(θ) = [J1(θ), . . . , Jm(θ)] (4)

subject to:

K(θ) ≤ 0 (5)

L(θ) = 0 (6)

θi ≤ θi ≤ θi, i = [1, . . . , n] (7)

1A maximisation problem can be converted to a minimisation problem. For each of the objectives that
have to be maximised, the transformation: max Ji(θ) = −min(−Ji(θ)) could be applied.
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where θ = [θ1, θ2, . . . , θn] is defined as the decision vector with dim(θ) = n; J(θ) as the
objective vector and K(θ), L(θ) as the inequality and equality constraint vectors respec-
tively; θi, θi are the lower and the upper bounds in the decision space.

It has been noticed that there is not a single solution in MOPs, because there is not
generally a better solution in all the objectives. Therefore, a set of solutions, the Pareto set,
is defined. Each solution in the Pareto set defines an objective vector in the Pareto front. All
the solutions in the Pareto front are a set of Pareto optimal and non-dominated solutions:

Definition 1. (Pareto optimality (Miettinen, 1998)): An objective vector J(θ1) is Pareto
optimal if there does not exist another objective vector J(θ2) such that Ji(θ

2) ≤ Ji(θ
1) for

all i ∈ [1, 2, . . . , m] and Jj(θ
2) < Jj(θ

1) for at least one j, j ∈ [1, 2, . . . , m].

Definition 2. (Dominance (Coello and Lamont, 2004)): An objective vector J(θ1) is dom-
inated by another objective vector J(θ2) iff Ji(θ

2) ≤ Ji(θ
1) for all i ∈ [1, 2, . . . , m] and

Jj(θ
2) < Jj(θ

1) for at least one j, j ∈ [1, 2, . . . , m]. This is denoted as J(θ2) � J(θ1).

Figure 2: Pareto optimality and dominance concepts.

Within the context of the decoupled PI controller C(s) of equation 2 for a multivariable
process P (s) (equation 1), the decision space is defined as:

θ = [kp1, Ti1 , . . . , kpN , TiN ] ∈ R
2N (8)

It is important to notice that the Pareto front is usually unknown, and the DM can
only rely on Pareto front approximations. It has been noticed that the MOOD procedure
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should be holistic (Bonissone et al., 2009), nevertheless this paper would focus on the MOP
definition and the EMO step. With this aim a preference handling procedure will be stated,
that might support the holistic essence of this design procedure.

2.3. Background on preference handling in multi-objective optimisation

As suggested before, one potentially desirable characteristic of a MOEA is the mechanism
for preference handling in order to calculate pertinent solutions. That is, the capacity to
obtain a set of interesting solutions from the DM’s point of view (Figure 3). Incorporating
the DM’s preferences into MOEAs has been suggested to improve the pertinency of solutions
(Coello, 2000; Cvetkovic and Parmee, 2002) and hence, facilitating the MCDM task. For the
specific application of PI controller tuning, seems to be the next step for EMO (Reynoso-
Meza et al., 2014c).

Figure 3: Pertinency concept of design alternatives.

The designer’s preferences could be defined in the MOOD procedure in an a priori,
progressive, or a posteriori fashion (Munro and Aouni, 2012).

• A priori : In such cases, the DM could be interested in using an algorithm that enables
incorporating such preferences in the optimisation procedure.

• Progressive: the optimisation algorithm embeds the designer into the optimisation
process to adjust or change his or her preferences on the fly.

• A posteriori : According to the set of solutions, the designer defines the preferences in
order to select a preferable solution.
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It is also possible to classify preference handling techniques into five classes with respect
to the question: what it is important for the designer? (Reynoso-Meza et al., 2014a):

• Dominance is essential : it is important for the designer to calculate a set of solutions
that dominate one or more reference objective vectors.

• Objective against objective: it is important for the designer to identify which objectives
have priority over others through the EMO process.

• Objective value against objective value: it is important for the designer to identify when
the value of a given objective has priority over the value of others.

• Subset against subset : identifying a combination of objectives and values that are
preferred over others.

As noticed before, PI-PID controller are a common solution for industrial processes, and
as consequence several tuning techniques and procedures are available for control engineers.
Therefore, the tuning problem is not about finding a solution, but finding a solution with the
desirable trade-off. Because of this, a priori techniques will be compatible with controller
tuning within the MOOD context, given that usually it would be an initial solution available
to work with. In this sense, dominance is essential, given that an initial solution is available,
and it is necessary to improve it. Interactive techniques are outside this work and will be
proposed for future work. It will be assumed that exists such reference case controller, which
allows to have an idea about what it is important to optimise and get the desirable trade-off
region for the designer.

3. Proposal: Methods and Tools

According to Reynoso-Meza et al. (2014c), while several works focus on PI-PID controller
tuning using EMO, few of them deal with MIMO instances. Furthermore, few of them use
some mechanism for pertinency improvement in many-objective optimisation statements for
these problems. Therefore, it is justified to develop a proposal for such processes. In order
to state a useful framework, a multi-objective problem definition, preferences statement and
a sampling procedure are required.

3.1. Multi-objective problem definition

The non-convex optimisation problem stated in Åström et al. (1998) is used as guideline
for the MOP problem definition. It states the optimisation of the integral gain Jki(θ) = −

kp

Ti

of a PI controller, subject to given values of the maximum sensitivity function Ms = JMs
(θ)

(Equation (9)) and/or the maximum complementary sensitivity function Mp = JMp
(θ)

(Equation (10)) for a SISO process.

JMs
(θ) =

∥∥(1 + P (s)C(s))−1
∥∥
∞

(9)
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JMp
(θ) =

∥∥P (s)C(s)(1 + P (s)C(s))−1
∥∥
∞

(10)

According to this, a MOP statement for MIMO processes could be defined, using as
control design objectives ki, Ms and Mp (Reynoso-Meza et al., 2012); that is, it will be
stated design objectives ki, Ms and Mp for each control loop. Such objectives give the DM
some insight regarding the tradeoff for robustness, load rejection, and set point response
(Åström et al., 1998). It is well-known that certain practical limits to Ms and Mp values are
needed to guarantee a minimum margin of robustness:

1.2 ≤Ms ≤ 2.0

1 ≤ Mp ≤ 1.5 (11)

In order to apply this tuning procedure in a multivariable process with success, an index
to measure the overall MIMO system robustness is required. Here, the closed loop log
modulus (Lcm) will be used as a robustness indicator. This index is used in the well-known
Biggest Log Modulus Tuning (BLT) criterion for diagonal PID controllers in MIMO processes
(Luyben, 1986). The index is defined as:

Lcm = 20 log

∣∣∣∣
W (s)

1 +W (s)

∣∣∣∣ ≤ Lmax
cm (12)

where W (s) = −1 + det (I + P (s)C(s)). The BLT criterion proposes a de-tuning of the
proportional gains of each controller obtained by the Ziegler-Nichols method, in order to
fulfill a maximum value of the closed loop log modulus Lmax

cm . It has been suggested that an
empirical value of Lmax

cm = 2N is adequate for such purpose (Luyben, 1986).
Therefore, the MOP at hand is to find a tradeoff solution θ = [kp1, Ti1 , . . . , kpN , TiN ] such

that:

min
θ

J(θ) = [−ki1, . . . ,−kiN , Lcm,Ms1, . . . ,MsN ,Mp1, . . . ,MpN ] ∈ R
3N+1 (13)

subject to:

1.2 ≤Ms1,...,N ≤ 2.0

1 ≤Mp1,...,N ≤ 1.5

0 ≤ Lcm ≤ 2N (14)

Constraints concerning bounds on decision variables will be addressed in Section 3.3.
The objective vector as defined by Equation (13), in spite of its usefulness (Reynoso-Meza
et al., 2012), it leads to a many-objectives optimisation instance which could increase the
complexity of the MCDM stage. A preference handling mechanism, in order to improve the
pertinency of the Pareto front, will be useful to overcome such difficulties.
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3.2. Preference Handling Mechanism

As noticed in Reynoso-Meza et al. (2014c), MOOD procedures for controller tuning should
compete with several well established tuning procedures. In the case of PI controller tuning,
different tuning rules are available. Therefore it is possible to assume that a solution already
exists and it is possible to use it as a preferred solution that shall be improved. Therefore,
among the schemes for preference handling discussed above, a priori techniques, within
the classification dominance is essential can be used. A suitable mechanism for this is the
global physical programming explained in Reynoso-Meza et al. (2014a), based on physical
programming (Messac, 1996).

The physical programming (PP) method is a suitable technique for multi-objective en-
gineering design since it formulates design objectives in an understandable and intuitive
language for designers. PP is an aggregate objective function (AOF) technique (Mattson
and Messac, 2005) for multi-objective problems that includes the available information in
the optimisation phase. This enables the designer to express preferences relative to each
objective function with more detail. Firstly, PP translates the designer’s knowledge into
classes2 with previously defined ranges.3 This preference set reveals the DM’s wishes using
physical units for each of the objectives in the MOP. From this point of view, the problem
is moved to a different range where all the variables are independent of the original MOP
(see Figure 4).

For each objective and set of preferences P, a class function ηq(J(θ))|P, q = [1, . . . , m] is
built to translate each objective Jq(θ) to a new range where all the objectives are equivalent

to each other. A PP index Jpp(J(θ)) =
m∑
q=1

ηq(J(θ)) is then calculated.

In Reynoso-Meza et al. (2014a) the Jpp(J(θ)) index is modified, and a global PP (GPP)
index Jgpp(ϕ) is defined for a given objective vector ϕ as:

Jgpp(ϕ) =
m∑

q=1

ηq(ϕ)|P (15)

Such index is helpful for pruning mechanism in MOEAs, in order to improve the perti-
nency of the solutions according to the predefined preferences. Preference ranges of Figure
4 are defined for the sake of flexibility as in Reynoso-Meza et al. (2014a) to evolve the pop-
ulation to a pertinent Pareto front. Besides, they will allow the following useful definitions
(see Figure 5):

T Vector: JT = [J3
1 , J

3
2 , · · · , J

3
m], i.e. the vector with the maximum value for each objec-

tive in the tolerable range.

2The original method states 4 classes: 1S (smaller is better); 2S (larger is better); 3S (a value is better);
and 4S (a range is better)

3According to the original method: highly desirable (HD), desirable (D), tolerable (T), undesirable (U)
and highly undesirable (HU)
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Figure 4: Physical programming (PP) notion. Five preference ranges have been defined: highly desirable
(HD), desirable (D), tolerable (T) undesirable (U) and highly undesirable (HU).

D Vector: JD = [J2
1 , J

2
2 , · · · , J

2
m], i.e. the vector with the maximum value for each objec-

tive in the desirable range.

HD Vector: JHD = [J1
1 , J

1
2 , · · · , J

1
m], i.e. the vector with the maximum value for each

objective in the highly desirable range.

T HypV: The hypervolume of the Pareto front approximation bounded by JT .

D Hypv: The hypervolume of the Pareto front approximation bounded by JD.

HD HypV: The hypervolume of the Pareto front approximation bounded by JHD.

From a practical point of view, the tolerable vector T Vector could be defined as the
performance of an available tuning procedure, and the D Vector, HD Vector as the fol-
lowing aspiration levels. This makes this proposal fully compatible with the classification
dominance is essential and provides a path for the evolution process, in order to continue
improving the pertinency of the Pareto front, according to the designer’s preferences. Next,
a proposal for the automatic statement of preferences for multivariable PI controllers will be
provided.

3.3. Preference statement for MIMO processes

Although the designer could need stating specific preferences for a specific process, auto-
matic guidelines would be also valuable, in the same way that general controller tuning rules
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Figure 5: Graphical representation of the definitions stated.

are. That is, most of the times the control engineer needs to mind several control loops,
and the availability of a general procedure will be helpful in order to adjust automatically
control loops with less priority; consequently, the designer can focus in the remainder control
loops (the ones with higher priority) which demand more control expertise and engineering
thinking (Robinson, 1998).

The BLT procedure, easy to understand and to implement in MIMO processes (Johnson
and Moradi, 2005), could provide a suitable automatic statement of preferences. Let it be
θ0 the gains of the multivariable PI controller C(s) calculated with the BLT procedure for
a given multivariable process P (s). Thus, it is expected to achieve a solution with better
J1(θ0), . . . , JN(θ0) than the BLT (θ0) solution, with the constraints (Ms1, . . . ,MsN) < 2.0,
(Mp1, . . . ,Mp2) < 1.5 and Lcm < 2N . According to this, it is possible to define the T Vector
as:

JT = [

N︷ ︸︸ ︷
J1(θ0), . . . , JN(θ0), 2N,

N︷ ︸︸ ︷
2, . . . , 2,

N︷ ︸︸ ︷
1.5, . . . , 1.5] (16)

From here, a preference range Pk, for objective Jk(θ), k ∈ 1, . . . , m is built according to
Equation (17):

Pk = JT
k · [ak1, ak2 , ak3, 1, ak4, ak5 ] (17)

with ak1 > ak2 > ak3 > 1 > ak4 > ak5 for objectives J1(θ), . . . , JN(θ0) (−ki < 0 shall be
minimised) and ak1 < ak2 < ak3 < 1 < ak4 < ak5 for the others. According to these rules, a
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Table 1: Preferences Set for multivariable PI controller tuning. Five preference ranges have been defined:
highly desirable (HD), desirable (D), tolerable (T) undesirable (U) and highly undesirable (HU).

Preference Set

← HD → ← D → ← T → ← U → ← HU →
Objective J0

i J1
i J2

i J3
i J4

i J5
i

J1(θ) a11 · J1(θ0) a12 · J1(θ0) a13 · J1(θ0) J1(θ0) a14 · J1(θ0) a15 · J1(θ0)
...

JN(θ0) aN1
· JN(θ0) aN2

· JN(θ0) aN3
· JN(θ0) JN(θ) aN4

· JN(θ0) aN5
· JN(θ0)

JLcm
(θ) aN+11 · (2N) aN+12 · (2N) aN+13 · (2N) 2N aN+14 · (2N) aN+15 · (2N)

JMs1
(θ) 2 · aN+21 2 · aN+22 2 · aN+23 2 2 · aN+24 2 · aN+25
...

JMsN
(θ) 2 · a2N+11 2 · a2N+12 2 · a2N+13 2 2 · a2N+14 2 · a2N+15

JMp1
(θ) 1.5 · a2N+21 1.5 · a2N+22 1.5 · a2N+23 1.5 1.5 · a2N+24 1.5 · a2N+25
...

JMpN
(θ) 1.5 · a3N+11 1.5 · a3N+12 1.5 · a3N+13 1.5 1.5 · a3N+14 1.5 · a3N+15

G1(θ) <0.0 <0.0 <0.0 0.0 1.0 2.0

preference set could be stated (see Table 1). An additional constraint G1(θ) = Re[λ]max < 0
for the eigenvalues λ of the closed loop is included, in order to guarantee internal stability
of the multivariable control loop.

3.4. Controller sampling

In general, stochastic optimisers are characterised by the randomness used in the search
process, which is helpful to avoid local minima. Evolutionary or nature inspired algorithms
are very popular stochastic optimisers and as noticed before, they have been used extensively
for PID-like controller tuning (Reynoso-Meza et al., 2013b). Nevertheless, in such case, this
process has to be carefully performed; besides the problematic (and often uncommented)
preliminary step of defining the boundaries in the search process, not all parameter combi-
nations in a PID guarantees closed loop stability given a nominal process. It is stated that,
given a subset S ∈ R3 and a process P (s), two important features for PID C(s) parameter
sampling from S should be fulfilled:

1. Any sampled controller C(s) from S must stabilise the closed loop.

2. Any stabilising controller C(s) of the process P (s) must be contained in S.

A common approach for feature 1 is to define bounds on the parameter which avoid all
non-stable but also some stable PID parameters; therefore, feature 2 is not fulfilled. A second
alternative, is to bound the search space with all stable PID parameters, but including non-
stable parameters, which are verified while the algorithm is running. In such case, feature 1
is unfulfilled, and computational (CPU time) resources could be misspent.

According to Silva et al. (2002), the set C ⊂ R3 of stabilising controllers for a first order
plus deadtime (FOPDT) P (s) process is given by subsets T, ∆ and Q (Figure 6).

The range of kp values for which P (s) is stable is given by:
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−
1

k
< kp < ku (18)

where ku is usually known as the ultimate gain

ku =
1

k

[
T

L
α1 sin(α1)− cos(α1)

]
(19)

and α1 is the solution of the equation

tan(α) = −
T

T + L
α, α ∈ [0, π] (20)

The complete stabilisation region is given by:

1. For each kp ∈ [− 1
k
, 1
k
), the corresponding region in (ki, kd) space is the quadrilateral Q

of Figure 6.

2. For kp =
1
k
, the corresponding region in (ki, kd) space is the triangle ∆ of Figure 6.

3. For each kp ∈ [ 1
k
, ku), the corresponding region in (ki, kd) space is the trapezoid T of

Figure 6, where ku = 1
k

[
T
L
α1 sin(α1)− cos(α1)

]
.

Where relevant variables mj , bj, wj for j = [1, 2] are calculated as follows:

mj =
L2

z2j
(21)

bj = −
L

k · zj

[
sin(zj) +

T

L
zj cos(zj)

]
(22)

wj =
zj
kL

(1 + kkp)[1 + cos(zj)]

sin(zj)
(23)

with z1, z2 being the roots of

k · kp + cos(z)−
T

L
z sin(z) = 0 (24)

Therefore, set C is composed by subsets T (for kp ∈ [− 1
k
, 1
k
)), ∆ (for kp = 1

k
) and

⋃
Q

(for kp ∈ [ 1
k
, ku)).

To sample stabilising controllers fulfilling both aforementioned features, it is required to
sample on C. It is assumed that controllers matching kp > 0, ki > 0, kd > 0 are the only
accepted by the designer to stabilise P (s). According to this an injective function R3 → R3

to map from the unitary cube to C is defined (Reynoso-Meza et al., 2014b):

F (a, b, c) = [kp, ki, kd] (25)

{a, b, c} ∈ [0, 1]
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Figure 6: PID stable regions.

Where:

kp = a · ku (26)

kd = c ·
T

K
(27)

ki =

{
b · kd−b1

m1

if kp ≤ 1/k
kd−b2
m2

+ b ·
[
kd−b1
m1

− kd−b2
m2

]
if 1/k < kp

(28)

As c = 0 (PI controllers), this leads to:

14



kp = a · ku (29)

ki =

{
b · −b1

m1
if kp ≤ 1/k

−b2
m2

+ b ·
[
−b1
m1
− −b2

m2

]
if 1/k < kp

(30)

The algorithm to generate stabilising controllers is depicted in Algorithm 1. Simple
analytic solutions using Newton-Raphson optimisation method could be employed. Line 1
and 2 could be calculated off-line if a fixed FOPDT is under consideration. Convergence
properties of this coding have been evaluated for multiobjective optimisation in Reynoso-
Meza et al. (2015).

1 Read values k, T, L;
2 Calculate ku (Equation (19));
3 Read values a, b, c;
4 Calculate kp (Equation (29));
5 Determine roots zj , j = [1, 2] (Equation (24));
6 Determine values mj , bj , j = [1, 2] (Equations (21),(22));
7 Determine ki (Equation (30));
8 Return kp, ki;
9 Return Ti = kp/ki;

Algorithm 1: Stable PI stochastic sampling.

3.5. Overall procedure

The sp-MODE-II algorithm (Reynoso-Meza et al., 2014a) will be used because it is a
MOEA already merged with the preference handling mechanism commented before4. It
is a MOEA which incorporates a pruning mechanism to promote diversity in the Pareto
front; for this purpose, it uses the physical programming index of Section 3.2 to evaluate the
pertinency of a given solution, deciding if keeping or not in the Pareto front approximation.
As evolutionary technique, it uses differential evolution algorithm (Storn and Price, 1997;
Das and Suganthan, 2010). This algorithm, mixed with the MOP definition (Section 3.1),
the automatic definition of preferences (Section 3.3) and the sampling mechanism (Section
3.4) build a general MOP/EMO approach with preferences for multivariable PI controller
tuning.

4. Benchmark setup: the Wood & Berry distillation column process

The well-known distillation column model defined by Berry (1973); Wood and Berry
(1973) will be used. In all instances, it is assumed that commonly used tuning techniques

4Frely available at: http://www.mathworks.com/matlabcentral/fileexchange/47035
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don’t fulfill all the designer’s requirements and therefore, the MOOD procedure is employed.
A standard CPU5 is used to calculate the Pareto front approximations.

The ten times the number of objectives thumb of rule for the quantity of solutions required
in the approximated Pareto front commented in Reynoso-Meza et al. (2014a), based on
Mattson and Messac (2005), is adopted. The aims of this example are:

• To provide a many-objective optimisation statement for MIMO processes, in order to
validate the MOP/EMO proposal.

• To provide a comparison of the performance of different preference handling techniques
to build a T J∗

P , D J∗

P and HD J∗

P in many-objective optimisation instances.

Three different algorithms to approximate the T J∗

P , D J∗

P and HD J∗

P are used:

Concept 1: sp-MODE-II algorithm of Reynoso-Meza et al. (2014a), with the MOP/EMO
proposal defined in Section 3; relevant tuning parameters are shown in Table 2. Hence-
forth terms MOP/EMO approach and sp-MODE-II algorithm will be indistinctively
used to make reference to the proposal of this work.

Concept 2: A DE algorithm with the diversity/pertinency mechanism described in Thiele
et al. (2009), used for indicator based evolutionary algorithms (hereafter, IB-MODE).
This technique is used because it is a state of the art technique capable of handling
design preferences.

Concept 3: A stochastic sampling approach. This process is used for comparison pur-
poses, since it has been noticed in Corne and Knowles (2007) that for many-objective
optimisation instances, stochastic sampling procedures could be competitive with MOEAs.

For concepts 1 and 2, Cr = 0.5 and F = 0.5 are used in the DE mechanism (general
values in accordance with Table 2). A budget of 2000 FEs is fixed in three instances. A total
of 51 independent runs are carried out in each case. In all cases, the sampling mechanism
and the MOP defined in Section 3 are used.

4.1. Design problem statement

As commented before, in order to show the applicability of the MOP/EMO approach
for multivariable PI tuning, the well-known distillation column model defined by Wood and
Berry will be used (Berry, 1973; Wood and Berry, 1973). It represents the control of the
composition of two products (a mixture of methanol and water for this specific case), where
the manipulated variables are the reflux and steam flows:

P (s) =

[
P11(s) P12(s)
P21(s) P22(s)

]
=

[
12.8e−s

16.7s+1
−18.9e−3s

21s+1
6.6e−7s

10.9s+1
−19.4e−3s

14.4s+1

]
(31)

5DELL T1500 computer, Windows 7 system, processor Intel Core i7, 2.93 GHz with 8.00 GB RAM.
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Table 2: Guidelines for spMODE-II’s parameters tuning.

Parameter Value
DE algorithm

F (Scaling
factor)

0.5

Cr (Crossover
rate)

[0.5]

Np (Population) 50

Pruning mechanism
βǫ (Arcs) 70

Pertinency mechanism
Jmax
gpp Jgpp(θ0)

car(J∗

P ) 70

This process has been widely used to compare evolutionary algorithms (Iruthayarajan
and Baskar, 2009, 2010; Coelho and Pessôa, 2011; Menhas et al., 2012) as well as MOEAs
(Reynoso-Meza et al., 2012) performance. The process P (s) (Equation (31)) will be con-
trolled with a decentralized PI controller structure C(s) (Equation (32)). The designer is
interested in improving the performance of the initial solution θ0 = [0.38, 8.29,−0.08, 23.6]
(stated by the BLT methodology of Luyben, 1986).

C(s) =


 kp1

(
1 + 1

Ti1s

)
0

0 kp2

(
1 + 1

Ti2s

)

 (32)

The objective statement from Section 3.1 is used:

min
θ

J(θ) = [−ki1,−ki2, Lcm,Ms1,Ms2,Mp1,Mp2] ∈ R
7 (33)

subject to:

0.1 ≤ θi ≤ 1, i = [1, 3]

0.0 ≤ θi ≤ 1, i = [2, 4]

1.2 ≤ Ms1,...,N ≤ 2.0

1 ≤ Mp1,...,N ≤ 1.5

0 ≤ Lcm ≤ 2N

G1(θ) = Re[λ]max < 0 (34)

where ki1 = kp1
Ti1

, ki2 = kp2
Ti2

are the integral gains of controller C11(s) and C22(s) respec-
tively; Lcm (Equation (12)) is the closed loop log modulus; Ms1 and Ms2 are the maximum
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Table 3: Preferences Set for experimental setup of Section 4. Five preference ranges have been defined:
highly desirable (HD), desirable (D), tolerable (T) undesirable (U) and highly undesirable (HU).

Preference Set

← HD → ← D → ← T → ← U → ← HU →
Objective J0

i J1
i J2

i J3
i J4

i J5
i

J1(θ) 3.0 · J1(θ0) 2.0 · J1(θ0) 1.5 · J1(θ0) J1(θ0) 0.5 · J1(θ0) 0.2 · J1(θ0)
J2(θ) 6.0 · J2(θ0) 4.0 · J2(θ0) 3.0 · J2(θ0) J2(θ0) 0.8 · J2(θ0) 0.6 · J2(θ0)
J3(θ) 1.0 2.0 3.0 4.0 5.0 10.0
J4(θ) 1.2 1.6 1.8 2.0 3.0 5.0
J5(θ) 1.2 1.6 1.8 2.0 3.0 5.0
J6(θ) 1.0 1.2 1.4 1.5 3.0 5.0
J7(θ) 1.0 1.2 1.4 1.5 3.0 5.0
G1(θ) <0.0 <0.0 <0.0 0.0 1.0 2.0

values of the sensitivity function (Equation (9)) for individual control loops 1 and 2 re-
spectively; Mp1 and Mp2 are the maximum values of the complementary sensitivity function
(Equation (10)) for individual control loops 1 and 2, respectively. Variables θ1, θ3 are the
coding values which correspond to proportional gains in the sampling procedure; Variables
θ2, θ4 correspond to integral time values6. It is important to remember that it is expected
to achieve a solution with better J1(θ0), J2(θ0) than the BLT (θ0) solution. Also, limits of
(Ms1,Ms2) < 2.0, (Mp1,Mp2) < 1.5 and Lcm < 4.0 are imposed.

For the sp-MODE-II (Concept 1) the preference matrix is depicted in Table 3. With this
preference matrix, designer is stating that it is more interested in achieve a better response
for second control loop. For the IB-MODE technique (Concept 2), two different approaches
are evaluated: using as preference vector Jpref = JT with ρ = 0.001 (named IB-MODE1) and
using Jpref = JD with ρ = 0.001 (named IB-MODE2). Since seven objectives are defined, 70
solutions are required by the DM in the approximated Pareto front. Therefore sp-MODE-II
algorithm uses a spherical grid of 70 arcs and a population of 70 individuals; IBEA employs
a population of 70 individuals.

4.2. Results and Discussions

In Table 4 the achieved T HypV and D HypV are depicted (in all cases, HD HypV
is null and thus omitted). Statistical significance was validated with the Wilcoxon test at
95% with Bonferroni correction (Derrac et al., 2011). In Figure 7 a visual representation of
such statistics is shown. MOEAs were capable of reaching better T HypV values than the
stochastic approach. This validates the usage of MOEAs to approximate the T J∗

P in the
many-objective optimisation instance of Equation (33).

Regarding MOEAs, on the one hand when comparing the sp-MODE-II and IB-MODE1

6Notice that the constraints used to improve stability in the original statement (Reynoso-Meza et al.,
2012) are no longer needed
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dent runs for each design concept.
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Table 4: Pertinency level reached for benchmark setup 4. T HypV, D HypV and HD HypV achieved in
51 independent runs for each design concept.

sp-MODE-II IB-MODE1 algorithm IB-MODE2 algorithm Random
algorithm T Vector, ρ = 0.001 D Vector, ρ = 0.001 Sampling

(0%, 98%, 100%) (0%, 40%, 100%) (0%, 96%, 100%) (0%, 0%, 55%)
Best 1.7E-008 1.2E-008 2.5E-008 0.0E+000

Median 7.0E-009 0.00+000 1.3E-008 0.0E+000
D Worst 0.0E+000 0.0E+000 0.0E+000 0.0E+000

Mean 7.5E-009 1.7E-009 1.1E-008 0.0E+000
std 4.9E-009 3.0E-009 6.3E-009 0.0E+000

Best 4.9E-005 5.0E-005 3.4E-005 1.2E-005
Median 4.6E-005 4.5E-005 3.1E-005 4.8E-008

T Worst 4.2E-005 4.0E-005 2.2E-005 0.0E+000
Mean 4.6E-005 4.5E-005 3.0E-005 1.4E-006
std 1.8E-006 2.3E-006 2.5E-006 2.3E-006

Time Performance 1.73 2.21 2.22 1.01

approaches, Wilcoxon test reveals that there are significant differences in the D HypV
covering, but there are not in the T HypV covering. On the other hand, when comparing
the sp-MODE-II and IB-MODE2 approaches, Wilcoxon test reveals that there are significant
differences in the T HypV covering, but there are not in theD HypV covering. This means
that the sp-MODE-II algorithm achieves a better trade-off in covering both pertinent regions
of the Pareto front in a single run; this happens because it has information about tolerable
and desirable regions in a single run. It is important to remark that the aim here is to cover
the surroundings of the pertinent region in the objective space with the information provided
by the designer’s preference statement. This is important because even if the designer has
an idea about the expected trade-off, he/she doesn’t know a priori the geometry of the
Pareto front and thus, the exchange between conflictive objectives. Thus, it is important to
guarantee the covering of this pertinent region in order to provide useful solutions for the
MCDM stage.

Regarding the computational cost, a time base of 1, 180 seconds is used (median value
of the time required to evaluate 2000 FEs, with the available CPU resources, in 51 runs).
Afterwards, the time required to execute each algorithm with the same number of FEs for
each run is calculated and divided by the time base. This lead to the median values of time
ratio depicted at the end of the Table 4. The dominance filter is the algorithm with the lower
time performance (less than 1% of additional computational cost), while for the IB-MODE
algorithm has the highest (more than 100% of additional computational cost).

In Figure 8 a LD /
{
J̃∗

p1

50%
, J̃∗

p2

50%
, J̃∗

p3

50%
}
/ Q

(
J i(θi), J∗

p0

)
visualisation of attainment

surfaces of IB-MODE1 (Jp1, green +), IB-MODE2 (Jp2, blue x) and sp-MODE-II (Jp3, red
⋄) is depicted. A Pareto front approximation with all the solutions from all executions of
each design concept evaluated has been used as reference front. The set of solutions close to
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1 indicate7 that the algorithm approximates better the T J∗

P and D J∗

P Pareto fronts.
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(Jp1, green +), IB-MODE2 (Jp2, blue x) and sp-MODE-II (Jp3, red ⋄) for the benchmark setup of Section
4. Design objective 7 was intentionaly omited, since all algorithms achieved values close to 1.

4.3. Control test and validation

In order to validate the proposal, in Figure 9, the Pareto front approximation for the
median value T HypV of the T J∗

P for sp-MODE-II algorithm is presented. From here, the
DM will evaluate and analyse the approximated Pareto front to select a solution according
to his/her needs. For this case, lets say that controller θDM (depicted with a star in Figure
9) satisfies the required performance. Main differences between this solution and the mini-
mum GPP are the improvement on both integral gains with an affordable exchange on the
robustness measures.

In Figure 10 ,this controller is compared with other multi-variable PI-tuning procedures
for the Wood and Berry benchmark. Test under considerations are a set point response in
the variable Y1 at 0 min and a set point response in variable Y2 at 100 min. In Table 5 some
additional indicators are provided, as well as the parameters values of the corresponding con-
trollers. As it can be notice, the controller is competitive with other tuning procedures, with

7According to que comparison methods developed for this visualisation in Reynoso-Meza et al. (2013a).
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a smother set-point response and control action, which might be a desirable characteristic
for most industrial processes.
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Figure 9: Pareto front approximation with sp-MODE-II algorithm of the benchmark setup of Section 4. The
darker the solutions, the better the GPP index. Minimum GPP solution (diamond) and selected solution
(star) are depicted. Design objective 7 was intentionaly omited, since all algorithms achieved values close to
1.

5. Conclusion

Intelligent control techniques have shown to be valuable tools for control engineers; par-
ticularly evolutionary multi-objective optimisation is a useful tool for controller tuning tasks.
It allows the control engineer to perform a multi-criteria analysis between controller alter-
natives, in order to compare their trade-off. In this paper, a MOP definition and an EMO
process have been proposed, in order to handle designer’s preferences in the PI controller
tuning problem for multi-variable processes. Importance of such proposal relies in the in-
clusion of the control engineer preferences into the optimisation process. In this way, the
optimisation algorithm will seek actively for the pertinent region in the objective space,
guaranteeing a useful set of solutions (reflecting designer’s preferences) and thus facilitating
the decision making process.

According to the example provided, such proposal is useful in multi-variable processes,
common in industry, where individual loops and the overall system must fulfil a list of
performance requirements. The methodology presented is competitive when compared with
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Figure 10: Performance comparison of the selected controller with other tuning techniques for a given setpoint
change for benchmark setup of Section 4.
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Table 5: Performance comparison with other controllers. Integral fo the aboslute value of the error (IAE)
and total variation (TV) of contral action are shown.

Reference Parameters Test 1 Test 2
kp1 T i1 kp2 T i2 IAE Y1 IAE Y2 TV U1 TV U2 IAE Y1 IAE Y2 TV U1 TV U2

This work 0.74 9.50 -0.06 3.33 3.62 7.49 1.14 0.21 2.03 9.03 0.23 0.12
Vu and Lee (2010) 0.50 10.54 -0.09 7.32 4.14 6.11 0.72 0.26 3.18 8.78 0.25 0.12
Ho et al. (1997) 0.57 20.70 -0.11 12.88 5.62 6.20 0.77 0.31 5.21 11.93 0.30 0.16
Lee et al. (2004) 0.22 8.35 -0.10 7.45 6.11 5.48 0.29 0.24 5.26 8.76 0.22 0.16
Loh et al. (1993) 0.87 3.25 -0.09 10.40 4.36 7.09 2.64 0.37 0.84 11.93 0.41 0.12

Reynoso-Meza et al. (2012) 0.92 8.74 -0.08 5.81 3.22 6.43 1.81 0.26 1.46 8.84 0.25 0.10
BLT tuning 0.38 8.29 -0.08 23.6 4.44 14.65 0.49 0.17 2.90 26.57 0.18 0.08

other multi-variable tuning techniques. This proposal focus only in PI controller structure
and multi-variable process modelled as first order plus time delay. This represents an obvious
limitation, since on the one hand, it is possible to find more complex processes; on the other
hand, more advanced control structures might be used. Nevertheless, as PI control is still
the first option for process control in industry, this proposal might be useful for industrial
practitioners.

Regarding preference handling techniques, future work points towards developing tech-
niques for progressive preference statement; that is, stating preferences on the fly while the
optimisation algorithm is running. For such purpose machine learning or bayesian inference
might be a useful tool, in order to catch the designer preferences which will be dynamically
adapted while the optimisation is running. With regard to the EMO process, additional
mechanisms to deal with the many-objectives optimisation instance and with multi-variable
process are needed. As commented previously, given the amount of work published, EMO
has been shown to be useful for single input single output process; nevertheless, few works
focus on such multi-variable process, very common in industrial applications. Therefore,
more practical proposals in this area might have an impact for such applications, increasing
the usability of computational intelligence tools and intelligent control in the industry.
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