Effect of turbulent model closure and type of inlet boundary condition on a Large Eddy Simulation of a non-reacting jet with co-flow stream
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Abstract

In this paper, the behavior and turbulence structure of a non-reacting jet with a co-flow stream is described by means of Large Eddy Simulations (LES) carried out with the computational tool OpenFoam. In order to study the influence of the sub-grid scale (SGS) model on the main flow statistics, Smagorinsky (SMAG) and One Equation Eddy (OEE) approaches are used to model the smallest scales involved in the turbulence of the jet. The impact of cell size and turbulent inlet boundary condition in resulting velocity profiles is analyzed as well. Four different tasks have been performed to accomplish these objectives. Firstly, the simulation of a turbulent pipe, which is necessary to generate and map coherent turbulence structure into the inlet of the non-reacting jet domain. Secondly, a structured mesh based on hexahedrons has been built for the jet and its co-flow. The third task consists on performing four different simulations. In those, mapping statistics from the turbulent pipe is compared with the use of fluctuating inlet boundary condition available in OpenFoam; OEE and SMAG approaches are contrasted; and the effect of changing cell size is investigated. Finally, as forth task, the obtained results are compared with experimental data. As main conclusions of this comparison, it has been proved that the fluctuating boundary condition requires much less computational cost, but some inaccuracies were found close to the nozzle. Also, both SGS models are capable to simulate this kind of jets with a co-flow stream with exactitude.
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1. Introduction

Nowadays, research in combustion is linked to applications that can provide alternatives to reduce emissions and increase process efficiencies. Taking advantage of the gases produced by combustion is a good way to achieve those targets. Recirculating gas combustion products have shown to be useful in order to reduce NOx emissions by diluting the mixture and thus controlling temperature levels [1]. Flame stabilization is improved as well as NOx emissions due to the thermal energy carried by these gases, which act as the enthalpy source needed for ignition [2, 3]. Cabra et al. [4, 5], in their proposal on lifted flames with a co-flow based on combustion products seems to be a successful implementation in order to study flame stabilization by burnt gases. Due to the large experimental database, besides the sensitivity of the flame characteristics to operating conditions, this flame configuration has gained particular interest in the computational combustion community, and is frequently used for validation and development of combustion models [6]. The studies on Large Eddy Simulations (LES) in this kind of flame have been reported in literature [7–13], most of them focusing on Smagorinsky turbulence model closure. LES simulations are not common on these flames due to the cost of implementing detailed chemistry and the inaccuracy of infinitely fast chemistry approaches to simulate lifted
flames [7]. Avoiding this problem and considering that the study of turbulent flows in inert environments turns out to be a key point to understand the fuel-air mixing process, some works make an effort to study several applications that involve non-reacting turbulent flows [14–16]. Inert studies are of great importance in many industrial processes which include combustion systems, such as rocket engines, gas turbines, industrial furnaces and internal combustion engines [17]. The inert study of this flame helps to focus only on the problem of turbulence, which is one of the most influential phenomena in combustion. Turbulence increases the mixing process and enhances combustion [18]. Inert calculations are the first step before simulating reactive cases.

This paper carries out LES on a non-reacting jet with a co-flow stream that emulates an inert Cabra’s experiment considering two different ways of turbulence modeling closure, Smagorinsky (SMAG) and One equation Eddy (OEE). A turbulent pipe is simulated in order to map its fields in the non-reacting jet domain. The results gathered by this strategy are contrasted with resulting velocity profiles from the simulation using a fluctuating inlet boundary condition. Also, the impact of the cell size is analyzed. Since turbulence is a chaotic phenomenon the solution of two LES calculations should be different. Nonetheless, its velocity statistics, e.g. perturbation velocity root mean square, can be comparable [19]. The simulations are also compared with experimental data.

2. Description of the study

The burner consists of a round fuel jet issuing into a co-flow of \( \text{H}_2 \) combustion products. The vitiated stream is obtained from hydrogen/air lean premixed combustion and it is composed of \( \text{H}_2\text{O} \) and air [5]. The central jet mixture consist of 30\% \( \text{H}_2 \) and 70\% \( \text{N}_2 \), by volume. The bulk velocity of the fuel jet and of the co-flow velocity are of the order of 100 \( \text{m/s} \) and 5 \( \text{m/s} \) respectively. Table 1 summarizes the boundary conditions used in this work as well as the boundary conditions used in the experimental work developed by Wu et al. [20], who studied the turbulence phenomena related with the experiment in non-reacting and reacting conditions. LES results are compared with experimental data from Cao et al. [21] as well. For simulations, the main flow and the co-flow are considered to be the same specie with the same kinematic viscosity \((2.07 \times 10^{-5} \text{ m}^2/\text{s})\). In order to reach an equivalent Reynolds number of \( Re = 18600 \) in the co-flow stream, the velocity is calculated with the aforementioned viscosity and results \( U_0 = 1.84 \text{ m/s} \).
3. Turbulence modelling

The simulations have been performed with the open-source code OpenFoam. The solver for transient incompressible flows resolves Navier–Stokes equations enforced with a merged PISO-SIMPLE algorithm. It is based on an Eulerian formulation. A finite-volume discretization with second-order central schemes for convection and diffusion terms is employed. Temporal discretization is performed with an implicit second order scheme. This solver first sets the boundary conditions, then solves the discretized momentum equation to compute an intermediate velocity field, computes the mass fluxes at cell faces and lastly the pressure equation is solved.

LES decompose the flow variables into resolved and sub-grid scale terms. The resolved scales are calculated by means of the transport equations, meanwhile the sub-grid scales terms are modelled \[22\,\text{–}\,24\]. Both filtered variables and sub-grid scale variables are dependent of the filter size and the impact of the modeling should decrease as the filter size decrease. With the filtering procedure the momentum equation becomes:

\[
\frac{\partial \bar{u}_i}{\partial t} + \frac{\partial \bar{u}_j \bar{u}_i}{\partial x_j} = - \frac{\partial \bar{P}}{\partial x_i} + \nu \frac{\partial^2 \bar{u}_i}{\partial x_j \partial x_j} - \frac{\partial \tau_{ij}}{\partial x_j}
\]

(1)

where the variable \(\bar{P}\) also includes volumetric forces, and the SGS stress tensor is:

\[
\tau_{ij} = \bar{u}_i \bar{u}_j - \bar{u}_i \bar{u}_j
\]

(2)

The SGS tensor cannot be determined by the resolved scales, therefore it has to be modelled (system closure). This work uses two kind of turbulence model closures: the Smagorinsky approach (SMAG) \[25\] and the one equation eddy approach (OEE) \[22\]. A brief description of both is given in the following subsections.

3.1. Smagorinsky approach (SMAG)

It is an algebraic model (or zero equation model), which means that there is no transport equation required to calculate the turbulent eddy viscosity \[26\]. The model obtains the sub-grid stress term as a function of turbulent viscosity and the strain rate.
\[ \tau_{ij} - \frac{1}{3} \delta_{ij} \tau_{kk} = -2 \nu_t S_{ij} \]  

(3)

where \( S_{ij} \) is the rate-of-strain tensor and \( \nu_t \) is the turbulent viscosity, both given by:

\[ S_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \]  

(4)

\[ \nu_t = C_s \Delta^2 \sqrt{2 S_{ij} S_{ji}} \]  

(5)

In this last equation, \( C_s \) is the Smagorinsky constant, which has a theoretical value in the range \([0.1-0.2]\) \[27\]. The value of \( C_s \) finally selected in this study is the default value defined in OpenFoam (\( C_s = 0.2 \)). Also, \( \Delta \) is the filter width, computed as the cubic root of the cell volume.

3.2. One equation eddy approach (OEE)

The net quantity of the dissipation from resolved scales is correct in the SMAG approach, but the energy locally dissipated might be incorrect \[22\]. For this reason, models such as OEE become important. Like for the SMAG approach, this model is also based on the definition of turbulent viscosity \( \nu_t \), and it assumes that the stress tensor is proportional to the strain stress tensor. It introduces an extra transport equation, but for the sub-grid turbulent kinetic energy \( (k_{sgs} = \tau_{kk}/2) \). It has been demonstrated that this strategy may improve the modeling of the sub-grid scales, allowing coarser meshes \[22\]. The additional transport equation for incompressible flows is:

\[ \frac{\partial k_{sgs}}{\partial t} + \frac{\partial (u_j k_{sgs})}{\partial x_j} = \frac{\partial}{\partial x_j} \left( (\nu + \nu_t) \frac{\partial k_{sgs}}{\partial x_j} \right) - \tau_{ij} S_{ij} - \varepsilon \]  

(6)

where the viscous dissipation is usually taken as:

\[ \varepsilon = C_\varepsilon \left( \frac{k_{3/2}^{3/2}}{\Delta} \right) \]  

(7)

the sub-grid viscosity is modeled as:

\[ \nu_t = C_k k_{1/2}^{1/2} \Delta \]  

(8)

and finally, the sub-grid stress tensor is calculated as follows:

\[ \tau_{ij} = -2 \nu_t S_{ij} + \frac{2}{3} \delta_{ij} k_{sgs} \]  

(9)

The coefficients can be evaluated based on turbulence theory or adjusted dynamically. In this case, \( C_k = 0.094 \) and \( C_\varepsilon = 1.048 \), which are the default values given by the code.
4. Case set-up and numerical implementation

4.1. Turbulent pipe

One of the aims of this work is to compare how velocity statistics of the Cabra jet change using two different inlet boundary conditions. In the first case, a fluctuating boundary condition available in OpenFoam was established. In the second case, the inlet condition was pre-simulated in a turbulent pipe, and transient velocity of that case was imposed at the inlet of the main flow, thus coherent turbulent structure is ensured. In the following, a description of the turbulent pipe simulation is presented.

4.1.1. Mesh and mapping strategy description

The simulation of the turbulent pipe with periodic boundary conditions is carried out in two stages, sketched in Fig. 1. First the domain is filled with stagnated gas, which accelerates due to imposed inlet velocity. Once the flow reaches the outlet, boundary conditions are switched to cyclic. This allows the flow inside the pipe to reach a fully developed turbulent velocity profile without the necessity of having a very long domain [28].

Subsequently this profile is mapped and imposed as an inlet boundary condition for the non-reacting Cabra jet simulation. The geometry of the turbulent pipe with its cell distribution is shown in Fig. 2. The cylindrical domain has the same inlet diameter (4.57 mm) of the experiment carried out by Cabra et al. [5]. Its length (15.3D = 70 mm) was based on the convergence of turbulence statistics of others turbulent pipe simulations with similar reynolds numbers [29, 30].

The mesh used in this case (Fig. 2) consists of 665600 cells, 1280 in the radial direction and 520 in axial direction. The minimum cell size is 0.134 mm.

The SGS model was OEE. Once the mean velocity at the center of the domain becomes constant in time, see Fig. 3 after 0.01 s, and two point spatial correlation shows an independence of statistics at $x/D = 9$, see Fig. 4, fields are mapped during 30 ms, which is the chosen time to simulate the inert jet. 10 ms are required to obtain a jet penetration of at least $x/D = 50$ in the Cabra jet and 20 ms more (up to 7 flow-through-times) to
gather statistics. This timing was defined by collecting information from several similar studies \cite{7,8,10,12}.

4.1.2. LES Quality Assessment for the turbulent pipe

A probe is located in the center of the domain, where the velocity field will be mapped (at $x = 9D$). This probe helped to confirm whether the flow was already turbulent or not. Fig. 3 exposes the captured velocity in time and its mean. This confirms that after 0.01s the flow is developed. This is also tested by the two point spatial correlation defined as:

$$ R_{xx} = \frac{\sum u'(x)u'(x + \Delta x)}{\sum u'(x)u'(x)} $$

(10)

The two point correlation behavior can be seen in Fig. 4. Statistics between $x/D = 1$ and $x/D = 14$ seem to be independent from the initial signals. It confirms that statistics taken from $9D$ could be mapped and used as inlet data for the main domain.

![Figure 3: Velocity and its mean (probe located at 9D in the middle of the turbulent pipe).](image1)

![Figure 4: Spatial autocorrelation at 0.01s.](image2)

An important issue regarding LES is to know if a sufficient part of the turbulent flow energy is directly resolved by the computational grid. In this case, it is considered that the biggest scales of the flow, whose behavior is difficult to model using a SGS model, are well captured, then conferring a high level of confidence in the LES predictability \cite{31}. Power spectra was computed from the signals of 5 ms in duration by using a windowed Fourier transform with overlapping segments of 0.5 ms in length, averaging the spectra over the segments. The results are shown in Fig. 5. Reasonable inertial range spectrum ($-5/3$ law) \cite{32} is recovered, suggesting that the current resolution is acceptable to resolve momentum transport in the shear layer regions.
The mean velocity and its fluctuation profiles of the turbulent pipe are shown in Fig. 6. These profiles are compared with experimental inlet velocity profiles measured by Kent [33] on the Cabra jet configuration. No differences are observed in the mean velocity whilst a very small difference, of about 0.02 m/s, is found for fluctuation velocity. The simulation is accurate.

4.2. Main domain – Cabra Jet

4.2.1. Base mesh

The geometry of the domain is based on the experimental configuration of Cabra et al. [5]. This computational cylindrical domain extends radially $\sim 23D$ and axially $\sim 103D$. Jones and Navarro-Martinez [8] carried out a brief mesh independence study where resulting velocity statistics from the finest grid ($\sim 1.8$ million of cells) were not converging yet using a similar cylindrical mesh. Because of that, the coarse mesh used in this study adopted is even finer than the finest mesh used by Jones and Navarro-Martinez’s work. The coarse grid for this work consists of a structured mesh of $\sim 3.7$ millions
hexahedrons. The side view illustrated in Fig. 7 shows the axial cell distribution of the mesh. Blue arrows tips in Fig. 8 indicate the growing direction of the cell size, where $r$ is the “common ratio” since the cell size is varying within a geometric progression. Axially, the domain is divided in two zones (see Fig. 8) with two different values of “common ratio”. The minimum cell size is located at the nozzle inlet.

Figure 7: Side view for mesh cell distribution.

The frontal view for mesh cell distribution is shown in Fig. 9. The mesh core (core-inlet) has the same frontal cell distribution as the domain built for the turbulent pipe (shown in Fig 2) in order to increase mapping process accuracy.

Figure 9: Frontal view for mesh cell distribution. Number of cells in different directions.

4.2.2. Refined mesh

The mesh is refined in the zone shown in Fig. 10 in order to find out if velocity statistics are being affected by reducing the cell size. This is also an attempt to obtain more accurate results despite the increase in computational cost. The resulting mesh consist of $\sim 8.3$ millions of hexahedrons, and the cone angle used to refine this zone ($20^\circ$) was taken from results shown by Wu et al. [20]. The minimum size for the refined mesh was 0.067 mm.
4.2.3. LES quality assessment for the main domain

Power spectrum was also computed for the coarse and the refined meshes signals, the same energy spectrum averaged by segments with length of 0.5 ms was calculated for several axial distances from the nozzle, averaging the spectra over the segments. Again, inertial range spectrum ($-5/3$ law) [34] was found, and also a slope of -7 indicating that both meshes were also calculating scales from the dissipation range, suggesting that the current resolutions, even the coarse one, were very fine (Fig. 11, 12).

Figure 11: Energy spectra for the coarse mesh

Figure 12: Energy spectra for the refined mesh

4.3. Computational cost

Three computer clusters were used for the calculations. One is composed of 24 processors “Intel Xeon E5-4617 @2.90GHz” and 64GB of RAM memory. Other has 24 processors “Intel Xeon E5-2630 @2.60GHz” and 64GB of RAM memory. The last one has 8 processors “Intel Xeon E5504 @2.00GHz” and 8GB of RAM memory. Computational cost per 10 ms and Courant numbers $C_0$ for each simulation are presented in Table 2. The simulations performed with the refined mesh take $\sim$6.5 more time to achieve admissible results.
Table 2: Computational cost, Courant number and calculating machines.

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Computational cost (hrs/10 ms)</th>
<th>Calculating machines</th>
<th>$C_0$</th>
<th>Processors</th>
</tr>
</thead>
<tbody>
<tr>
<td>turbulent pipe</td>
<td>66</td>
<td>@2.00GHz</td>
<td>0.85</td>
<td>8</td>
</tr>
<tr>
<td>OEE_nbc_c</td>
<td>46</td>
<td>@2.60GHz</td>
<td>0.85</td>
<td>24</td>
</tr>
<tr>
<td>SMAG_nbc_c</td>
<td>47</td>
<td>@2.60GHz</td>
<td>0.85</td>
<td>24</td>
</tr>
<tr>
<td>SMAG_nbc_r</td>
<td>301</td>
<td>@2.60GHz</td>
<td>0.85</td>
<td>24</td>
</tr>
<tr>
<td>SMAG_ti_c</td>
<td>16</td>
<td>@2.90GHz</td>
<td>0.85</td>
<td>24</td>
</tr>
</tbody>
</table>

5. Results

Table 3 shows axial velocities in the jet center for each simulation at several distances from the nozzle. These magnitudes are used to obtain dimensionless velocity profiles. As it has been said before, the aim of the study is to evaluate how the inlet boundary condition, the model closure and the cell size could affect velocity statistic profiles. In this section, results according to those objectives are displayed.

<table>
<thead>
<tr>
<th>$x/D$</th>
<th>OEE_nbc_c</th>
<th>SMAG_nbc_c</th>
<th>SMAG_nbc_r</th>
<th>SMAG_ti_c</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>148.47</td>
<td>148.08</td>
<td>147.76</td>
<td>141.36</td>
</tr>
<tr>
<td>8</td>
<td>88.20</td>
<td>83.84</td>
<td>86.98</td>
<td>91.07</td>
</tr>
<tr>
<td>10</td>
<td>73.8</td>
<td>67.85</td>
<td>70.53</td>
<td>75.06</td>
</tr>
<tr>
<td>14</td>
<td>52.4</td>
<td>51.2</td>
<td>49.39</td>
<td>59.23</td>
</tr>
</tbody>
</table>

5.1. Influence of mesh resolution

In this section, results obtained for the inert jet injected for both meshes (coarse and refined) using the SMAG model closure by using the mapping strategy are presented. This has been done in order to check if the velocity statistics obtained from both meshes are consistent with experimental data. In Fig. 13 it is shown that the velocity decay obtained with both meshes barely changes. This is an indication that the mesh was already fine enough to achieve accurate results.
5.2. Effect of inlet boundary condition

In this section, results of different two simulations are shown, they were obtained for the inert jet injected in the coarse mesh, one using the mapping strategy and the other
one a fluctuating inlet boundary condition supplied by OpenFoam. SMAG model closure was used. This is done to check which type of inlet boundary condition could reproduce the coherent turbulent structures and velocities more adequately. If the fluctuating inlet boundary condition proves to be useful, it implies less computational cost in future simulations in this kind of jets because the simulation of a turbulent pipe could be avoided.

The velocity decay for the simulation carried out with the mapped and the OpenFoam boundary conditions are shown in Fig. 15. Both simulations are compared as well with experimental data. The velocity decay obtained from the simulation performed with the mapping strategy seems to fit properly with the experimental data. The fluctuating boundary condition tends to over-estimate the velocity decay. Nevertheless, it leads to acceptable results considering its low computational cost, then this kind of boundary condition could be useful.

In Fig. 16, it can be seen that close to the nozzle ($x/D < 8$) radial velocity profiles can be accurately reproduced by using the mapping strategy. The OpenFoam boundary condition does not achieve the same accuracy at those distances. Though, after $x/D = 8$, the jet simulated with the fluctuating boundary condition has exchanged enough momentum to reach similar profiles than experiments. Therefore this artificial tool proves to be useful if quicker results with slightly poorer accuracy (specially close to the nozzle) are required. The simulation carried out with OpenFoam boundary condition tends to over estimate fluctuations, but it is clear that it depends specially on the fluctuation scale parameter (required parameter of the boundary condition) which has been imposed to be 10%. This parameter could be a key aspect to improve results performed with OpenFoam boundary condition. By reducing this parameter a reduction in velocity as well as in its fluctuation is expected.
5.3. Effect of turbulent model closure

In this section, results obtained for the inert jet injected in the coarse mesh, using both sub-grid scale models, SMAG and OEE, are presented. As it has been said before, the OEE model allows coarser meshes, which implies longer time steps with the same Courant number $C_0$, hence less computational cost to achieve admissible results. Velocity decay for both models, depicted in Fig. 17, seems to fit properly with the experimental data.

Figure 17: Velocity decay and its fluctuation in axis direction. (Circles) measurements Wu et al. [20]. (Solid line) calculations using SMAG model closure. (Dash line) calculations using OEE model closure.
Comparison of radial velocity profiles from both sub-grid scale models with experimental data is shown in Fig. 18. Both models show good accuracy in their results. This suggests that it is useful to simulate Cabra-like flames using the OEE model closure. This model is not commonly used for lifted flames according to the literature reviewed in this paper.

5.4. Self-preserving profiles

Turbulent jets are distinguished by having two main zones according to experimental observations made on mean velocity fields [35]. Near nozzle area, called the flow development region, where there is a potential core surrounded by a mixing layer [21]. In this zone it can be also observed a non-perturbed region, where the axial velocity at the center of the jet barely decreases. The second zone is called the fully developed flow region where the mixing process has reached the whole section and therefore the non-perturbed zone disappears [36]. In this region velocity profiles become self-similar and the jet is considered to be in equilibrium. This means that all radial velocity profiles tend to fall on one single Gaussian curve. Self-preserving profiles obtained with the SMAG model and using the coarse mesh are shown in Figs. 19 to 22. After $x/D = 5$, mean radial velocity profiles achieved the self-preserving zone, whereas this behavior is not appreciated for relative turbulence intensity at the studied time step.
6. Conclusions

In this work, a non-reacting jet with a co-flow stream was computationally studied. The jet was simulated by using two SGS-models (SMAG and OEE), two meshes (coarse and refined) and two inlet boundary conditions (fluctuating and mapping strategy). The main findings of this numerical investigation are as follows:

1. The mapping strategy is able to properly reproduce real turbulence structure. The results obtained from this boundary condition have been more accurate than the ones obtained with OpenFoam’s tool for artificial turbulence.

2. The fluctuating boundary condition tool is useful if quicker results are required, but the accuracy is lower specially close to the nozzle. Fluctuations gathered with this condition were higher than the experiments: if this tool is used, a value lower than 10% for the fluctuation scale should be used.

3. Velocity profiles from simulations performed with both turbulent models seems to properly fit experimental data. This encourage future works related with Cabra’s flame to use the OEE model taking into account that this model allows coarser meshes and therefore less computational cost to achieve good results.
4. With both meshes (coarse and refined mesh) similar results were obtained. This means that the coarse mesh was fine enough to achieve accurate results.

5. Profiles obtained from SMAG_nbc_c show that after $x/D = 5$ radial velocity profiles manifest to be in the self-preserving zone.
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