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Abstract

This thesis presents an interactive multimodal approacleffecient transcription of hand-
written text images. This approach, rather than full autiiona aims at assisting the expert
in the proper recognition transcription process.

Until now, the handwritten text recognition systems (HTRg &ar from being perfect
and heavy human intervention is often required to check angbct the results of such sys-
tems. HTR systems have indeed proven useful for restrigigdcations involving form-
constrained handwriting and/or fairly limited vocabuldsych as postal addresses or bank
check legal amounts), achieving in this kind of tasks reddyi high recognition accuracy.
However, in the case of unconstrained handwritten docusnénich as old manuscripts
and/or unconstrained, spontaneous text), current HTRhtdoby typically only achieves
results which are far from being directly acceptable in pcac

The interactive scenario studied in this thesis allows fiorogie effective approach. Here,
the automatic HTR system and the human transcriber co@trajenerate the final tran-
scription of the text images. In this scenario, the systees tise text image and a previously
validated part (prefix) of its transcription to propose aatle continuation. Then the user
finds and corrects the next system error, thereby providilegger prefix which the system
uses to suggest a new, hopefully better continuation. Ttlent#dogy used in this work is
based on Hidden Markov Models (HMMs) andgram language models, used in the same
way as they are used in the current automatic speech remmgMSR) systems. To take
into account the feedback introduced by the user some matidfitcs in the conventionad-
gram language models have been studied. To implement thogliggcprocess in one step,
as in conventional HTR systems, two main approaches aremexs The first of them con-
sist in building a special language model and the secondamejore sophisticated word-
graph techniques. The last approach integrates efficiemt-eorrecting algorithms in order
to guarantee low response time and preserve adequateriptioscaccuracy. The system was
tested on three corpora, two of them contain handwritteritexodern Spanish and English,
whereas, the third corpus consists of cursive handwritteyepmages in old Spanish. The
results on the three cursive handwritten tasks suggestubatg the interactive approach,
considerable amounts of user effort can be saved with regpéoth pure manual work and
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non-interactive HTR systems.

In the interactive system presented here the user is rafigateeracting with the sys-
tem. Hence, the quality and ergonomy of the interactive ggsds crucial for the success
of the system. In this thesis, different ways to interachwvtite system and different levels
(whole word and keystroke) have been studied. Moreovereraggonomic multimodal in-
terfaces have been used in order to obtain an easier and mwrfertable human-machine
interaction. Among many possible feedback modalities, @eai$ here on touchscreen com-
munication, which is perhaps the most natural modality twvisle the required feedback.
The on-line feedback HTR subsystem used is based on HMMgisame way that the main
off-line HTR system. To train the on-line HTR feedback sigteyn and test the multimodal
approach, an on-line handwriting corpus has been used. éthered word instances that
would have to be handwritten by the user in the multimodaraattion process were gen-
erated by concatenating random character instances fie® tiategories: digits, lowercase
letters and symbols. The obtained results show that, ie gpitoosing the deterministic ac-
curacy of the traditional keyboard an mouse, the more emgpémmultimodal approach can
save significant amounts of human effort.
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Resumen

En esta tesis se presenta un nuevo marco interactivo y naalsihpara la transcripcion de
documentos manuscritos. Esta aproximacion, lejos de peimpar la transcripcion completa
pretende asistir al experto en la dura tarea de transcribir.

Hasta la fecha, los sistemas de reconocimiento de textosoataudisponibles no propor-
cionan transcripciones aceptables por los usuarios yrglemente, se requiere la intervencion
del humano para corregir las transcripciones obtenidatsEsstemas han demostrado ser
realmente Utiles en aplicaciones restringidas y con vdaebs limitados (como es el caso
del reconocimiento de direcciones postales o de cantidadasgricas en cheques bancarios),
consiguiendo en este tipo de tareas resultados acepta&ileembargo, cuando se trabaja
con documentos manuscritos sin ningun tipo de restrica@ém documentos manuscritos
antiguos o texto espontaneo), la tecnologia actual solsigoa resultados inaceptables.

El escenario interactivo estudiado en esta tesis permitsoincion mas efectiva. En este
escenario, el sistema de reconocimiento y el usuario cangera generar la transcripcion fi-
nal de laimagen de texto. El sistema utiliza la imagen detgxina parte de la transcripcion
previamente validada (prefijo) para proponer una posilbttimaeacion. Después, el usuario
encuentray corrige el siguiente error producido por eégist, generando asi un nuevo prefijo
mas largo. Este nuevo prefijo, es utilizado por el sistema @agerir una nueva hipétesis. La
tecnologia utilizada se basa en modelos ocultos de Markegsamas. Estos modelos son
utilizados aqui de la misma manera que en el reconocimientorgtico del habla. Algunas
modificaciones en la definicion convencional derlegramas han sido necesarias para tener
en cuenta la retroalimentacién del usuario en este sist®aa implementar el proceso de
decodificacion en un solo paso, tal y como se hace en los sisteonvencionales de re-
conocimiento de texto, dos aproximaciones han sido estaglida primera de ellas consiste
en la construccién de un modelo de lenguaje especial, y lmslegse basa en la utilizacion de
grafos de palabras. En esta Ultima aproximacion, se imegcaicas eficientes de correccion
de errores, con el fin de garantizar el bajo tiempo de respyast minimo de precision en
las transcripciones. La calidad del sistema ha sido medittagiticamente con tres corpus.
Dos de ellos contienen texto manuscrito en espafiol e ingbeemo, mientras que, el tercer
corpus consiste en un texto manuscrito antiguo del siglo. Xbé resultados obtenidos con
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los tres corpus sugieren que utilizar el escenario interaptopuesto puede reducir consider-
ablemente el esfuerzo realizado por el usuario si lo compasaon el sistema convencional
de reconocimiento de texto.

En este nuevo escenario interactivo, el usuario esta dapedinte interactuando con el
sistema, por lo tanto, la calidad y ergonomia en el procéecaictivo es crucial para su éxito.
En esta tesis, se han estudiado diferentes formas de int@raon el sistema y diferentes
niveles de interaccion (palabras completas o caractekdg)nas, se han utilizado interfaces
multimodales més ergondmicas, con la intencion de obtéstensas mas confortables y de
facil uso para el usuario. Entre todas las posibles modigglae retroalimentacion, nos
centramos en la comunicacion mediante una pantalla tqoéles, quizas, la forma mas nat-
ural de proporcionarle al sistema la retrolimentacion. ulsistema de reconocimiento de
texto manuscrito on-line utilizado para la decodificaciédaretroalimentacién también esta
basado en modelos ocultos de Markov. Para entrenar los asodiell subsistema de retroali-
mentacion, y testear la version multimodal del escenatévaativo, se ha utilizado un corpus
manuscrito on-line. Las palabras que debe introducir erirsen el proceso multimodal han
sido generadas concatenando muestras aleatorias decoasate tres categorias diferentes:
digitos, letras mindsculas y simbolos. Los resultadosnidide muestran que, a pesar de la
perdida del determinismo que proporcionan el teclado ytéhrda aproximacion multimodal
puede ahorrar una cantidad significativa de esfuerzo humano
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Resum

En aquesta tesi es presenta un nou marc interactiu i muléihped a la transcripcio de doc-
uments manuscrits. Aquesta aproximacio, lluny de propaeui la transcripcié completa
pretén assistir a I'expert en la tasca de transcriure.

Fins ara, els sistemes de reconeixement de text manusetit a disponibles no propor-
cionen transcripcions acceptables pels usuaris i, generd) es necessaria la intervencié de
I’'huma per corregir les transcripcions obtingudes. Aqueststemes han demostrat ser real-
ment Utils en aplicacions restringides amb vocabularigdits) (com es el cas del reconeix-
ement de direccions postals o de quantitats numeriques anbancaris), aconseguint en
aquest tipus de tasques resultats acceptables. No obsi@ansices treballa amb documents
manuscrits sense cap tipus de restriccié (com documentssn@dts antics o text espontani),
la tecnologia actual sols aconsegueix resultats inadoiesta

L'escenari interactiu estudiat en aquesta tesi permet oclnaié més efectiva. En aquest
escenari, el sistema de reconeixement i I'usuari coopezeggnerar la transcripcié final de
la imatge de text. El sistema utilitza la imatge de text i uag ge la transcripcié préviament
validada (prefix) per proposar una possible continuaciéspibés, I'usuari troba i corregeix
el segiient error produit pel sistema, generant aixi un nefixgnés llarg. Aquest nou pre-
fix, és utilitzat pel sistema per suggerir una nova hipoteaitecnologia utilitzada es basa
en models ocults de Markovri-grames. Aquestos models sén utilitzats aci de la mateixa
manera que en el reconeixement automatic de la parla. Asguodificacions en la definicié
convencional dels-grames han sigut necessaries per tindre en compte laleteotacio
de l'usuari en el sistema. Per altre costat, per implementarocés de descodificacié en un
Unic pas, tal i com es fa en els sistemes convencionals daeeeonent de text, dos aprox-
imacions han sigut estudiades. La primera d’elles consistela construccié d’'un model
de llenguatge especial, i la segona es basa en la utilitdecgFafs de paraules. En aquesta
Ultima aproximacid, s'integren eficients técniques deexwio d’errors, amb 'objectiu de
garantir el baix temps de resposta i un minim de precisié ®trémscripcions. La qualitat
del sistema ha sigut mesurada automaticament amb tresscofs d'ells contenen text
manuscrit en espanyol i anglés modern, mentre que l'altnesisteix en un text manuscrit
antic del segle XIX. Els resultats obtinguts amb els trepg®mostren que utilitzar I'escenari
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interactiu proposat pot reduir considerablement I'esfedjitzat pel usuari si el comparem
amb el sistema convencional de reconeixement de text.

L'usuari esta repetidament interactuant amb el sistempagsad, per aixo, la qualitat i
I'ergonomia en el proces interactiu és crucial per a I'égitsistema. En aquesta tesi, s’han
estudiat diferents formes d'interactuar amb el sistemreints nivells d’'interaccioé (paraules
completes o caracters). A més, s’han utilitzat interficredtimodals més ergonomiques,
amb la intenci6 d'obtindre sistemes més confortables i dié 6& per al usuari. Entre totes
les possibles modalitats de retroalimentacié, ens cengreta comunicacié utilitzant una
pantalla tactil, que és, possiblement, la forma més natlegiroporcionar, al sistema, la
retroalimentacio. El subsistema de reconeixement de tarustrit on-line utilitzat per a la
descodificacio de la retroalimentacié introduida pel usearbasa en I'is de models ocultes
de Markov, de la mateixa manera que en el sistema principal.eRrenar els models del
subsistema de retroalimentacio, i testar la versié mulimhale I'escenari interactiu, s’ha
utilitzat un corpus manuscrit on-line. Les paraules que dmser introduides per l'usuari
en el procés multimodal han sigut generades concatenartas@beatories de caracters de
tres categories diferents: digits, lletres minUsculembsis. Els resultats obtinguts mostren
que, tot i la pérdua del determinisme que proporcionen éhtté@l ratoli, I'aproximacio
multimodal pot estalviar una quantitat significativa dagfhuma.
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Preface

The Handwritten Text Recognition (HTR) is not a new field oftpan recognition. In fact,
HTR had its beginnings in the late 1960s with the recognitibrzip codes on letters or
account and amount information on checks. However, the atengapacity of those days
was not enough for large scale HTR. It is now, when this tadkeisoming an important
research topic. This is mainly due to two reasons, the iistmgan the computer capacity and,
specially because the huge amount of text that is only alaiia handwriting, for example,
almost all historical documents. Many of these documenggjas need to be transcribed in
order to provide historians, other researchers and therglepablic new ways of indexing,
consulting and querying them.

These transcriptions are usually carried out by paleogragperts, who are specialized
in reading ancient scripts, characterized, among otheg¢hiby different handwritten/printed
styles from diverse places and time periods. How long egfakes to make a transcription
of one of these documents depends on their skills and experias well as on the type of
text and the quality of the documents to be transcribed. mmesoases it may take several
hours per page.

On the other hand, up-to-date handwritten text recognisigstem (HTR) cannot sub-
stitute the experts in this task, because there are no effis@utions to perform them au-
tomatically with a good accuracy. HTR systems have indeedqwr useful for restricted
applications involving form-constrained handwriting &rdfairly limited vocabulary (such
as postal addresses or bank check legal amounts), achievihig kind of tasks relatively
high recognition accuracy. However, in the case of uncaimstd handwritten documents
(such as old manuscripts and/or unconstrained, spontaregrt), current HTR technology
typically only achieves results which are far from beingedity acceptable in practice. The
difficulties to segment text lines, the variability of thenldavriting, the complexity of the
styles and the open vocabulary explain most of the issuesuatered by these recognition
systems.

Therefore, once a full recognition process of the documastfmished, heavy human-
expert revision is required to really produce a transaiptdf standard quality. The human
transcriber is, therefore, responsible for verifying andrecting the mistakes made by the
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system. Given the high error rates involved, su¢past-editing” solution is quite inefficient
and uncomfortable for the human corrector, who sometimefes work without any kind
of HTR system.

An interactive scenario, where the automatic HTR systemtl@dthuman transcriber co-
operate to generate the final transcription of the text irmagan allow for a more effective
approach. The rationale behind this approach is to comlibi@eeatcuracy provided by the
transcriptor expert with the efficiency of the HTR systemisTdtenario follows the idea of
developing machines with the aim of assisting human beimdisdir works, instead of fully
automatic devices. This ideas have been previously apigliedchine translation and speech
transcription, where experiments and real field tests hhwess that, by capitalizing on the
human feedback, this kind of systems can save significanuateo@f overall human effort.

The main objective of this thesis is to put forward the théocadframework, as well as to
develop and to assessvaultimodal computer assisted transcription system fordwaitten

text images More precisely, the scientific objectives of this thesis ba divided into four
groups as follows:

1. Computer assisted transcription of handwritten text images. One of the main ob-
jectives of this thesis is to extend the interactive preédkctcenario, previously applied
to machine translation and speech transcription, to theldtien text recognition
problem.

2. Ergonomics. The user is repeatedly interacting with the computer as$isanscrip-
tion of handwritten text images system. So, one of the obstof this thesis is to
make the interaction process friendly and ergonomic to fes.u

3. Response timeThe response time is a critical feature of the system. Thesymust
be able to interact with the human expert in a time efficieny,vadherwise the user
will prefer to transcribe the document without any help. histwork we will study

different implementations trying to obtain a good respatirse without loosing too
much accuracy.

4. Multimodal computer assisted transcription of handwritten text images. To in-
troduce more ergonomic multimodal interfaces should tasuan easier and more
comfortable human-machine interaction. In this thesismtend to develop and to as-

sess a multimodal computer assisted transcription systeichviocus on touchscreen
communication.

The above objectives are sequentially studied in 6 chaptetsover most of the work
developed in this thesis. In Chapter 1, we introduce thelprolthat we are trying to solve
and then, we overview the state-of-the-art of the OCR and EiifdRthe formal Pattern Recog-
nition (PR) framework for multimodal interaction. Latelhetbases, formulations and algo-
rithms related with the HMMs;-gram language models and word-graphs are presented.

In Chapter 2 the four data sets used on the experiments aogluced. We use three
off-line handwritten data sets and one on-line handwrittempus. The first off-line data set
is a corpus based on a realistic application: transcrigifdrandwritten answers from survey
forms in modern Spanish. The second one consist of handwiiitil sentences in modern
English. And the last one, was compiled from a legacy hartdwrdocument written on the
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XIX century. On the other hand, the on-line corpus is an Ehgliataset divided into several
categories: letters, digits, symbols, isolated words atigéntences.

A detailed description of theff- andon-line HTR systems is given in Chapter 3. Both
theoff and theon-line systems follow the classical architecture compoddatiree modules:
preprocessing, feature extraction and recognition. Adsghmodules will be explored and
assessed with the corpora described on Chapter 2.

In Chapter 4, a computer assisted transcription of hantbmriext images system is intro-
duced and assessed on the three off-line handwritten @pvesented in Chapter 2. In order
to improve the quality and ergonomy of the interactive pssadifferent ways to interact with
the system using the keyboard and the mouse are studiedditivadthe character level in-
teraction is developed. To improve the response time, tfferdnt approaches to implement
the decoding process are also derived and assessed on theffdime handwritten tasks.

The multimodal version of the CATTI system is presented amdraatically evaluated
in Chapter 5. A touchscreen communication is studied inra@ebtain an easier and more
comfortable human-machine interaction. The on-line fee®tHTR subsystem is based on
HMMs andn-gram language models. The different ways to join the ofé-land the on-line
information are assessed using both, the off-line and tHeerdataset presented on Chapter
2.

In Chapter 6 implementation details of the approaches etligh previous sections are
presented. In particular, a web-based demonstrator fenaotive transcription of handwritten
text images is introduced.

In Chapter 7, a summary of the work and contributions preskint this thesis are dis-
cussed, followed by an outlook.

Finally, a list of mathematical symbols and acronyms usealidhout this thesis is pre-
sented in Appendix A. Additional experiments of the offdillTR system are presented in
the Appendix B.
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CHAPTER

Preliminaries

1.1 Introduction

Lately, the paradigm for Pattern Recognition (PR) systeaessgsh has been shifting from the
concept of full-automaton, i.e. systems where no humamietgion is assumed, to systems
where the decision process is affected by human feedbacle r€markable PR example
where this feedback can be successfully used is handwdtienment transcription. This
task is becoming an important research topic, speciallalise of the increasing number
of on-line digital libraries publishing large quantitie$ digitized legacy documents. The
vast majority of these documents, hundreds of terabytethvedrdigital image data, remain
waiting to be transcribed into a textual electronic fornfatttwould provide historians and
other researchers new ways of indexing, consulting andyingethese documents.

These transcriptions are usually carried out by expertalieqgraphy, who are specialized
in reading ancient scripts, characterized, among othagshiby different calligraphy/print
styles from diverse places and time periods. How long egpakee to carry out a transcription
of one of these documents depends on their skills and experias well as on the type of
text and the quality of the documents to be transcribed. kamgle, to transcribe many of
the pages of one of the documents used in this thesis, theldwgically spend more than
half an hour per page.

State-of-the-art cursive handwritten text recognitiostsyns (HTR) can by no means
substitute the experts in this task. HTR systems have ingeaeen useful for restricted
applications involving form-constrained handwriting &ovdairly limited vocabulary (such as
postal addresses or bank check legal amounts), achievthgsikind of tasks relatively high
recognition accuracy [SK97, DIMP02]. However, in the cabaronstrained handwritten
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documents (such as old manuscripts and/or unconstraipedtaeous text), current HTR
technology typically only achieves results which are famirbeing directly acceptable in
practice.

Therefore, once the full recognition process of one of tiileseiments has finished, heavy
human expert revision is required to really produce a tm@pison of standard quality. The
human transcriptor is, therefore, responsible for vemifyand correcting the mistakes made
by the system. In this context, the HTR process is perfornfielihe. First, the HTR system
returns a full transcription to all the text lines in the whalocument. Next, the human
transcriptor reads this sequentially (while looking afitkerrespondence in the original page
images) and corrects the possible mistakes made by thevsy&&en the high error rates
involved, such gost-editingsolution is quite inefficient and uncomfortable for the huma
corrector, who often prefers to carry out the transcriptiathout using any kind of HTR
system.

An interactivescenario would allow for a more effective approach. Thisithaims to de-
velop innovative technologies to implemeammputer assistesolutions. These technologies
are based on a recently introduced framework called “iotes@ predictive” (IP) processing
(IPP) [VRCGVO7]. In this framework the automatic HTR systand the human transcrip-
tor cooperate to generate the final transcription of theiteages. The rationale behind this
approximation is to combine the accuracy provided by theseption expert with the effi-
ciency of the HTR system. We call this approach “Computeligisd Transcription of Text
Images” (CATTI). It follows similar ideas as those prevityuapplied to computer assisted
translation [CVC+04, BBC+09] and speech transcription YRZ, VRCGV07], where ex-
periments and real field tests have shown that, by capitglian the human feedback, this
kind of systems can save significant amounts of overall hueffamt. In this approach, at
each interaction step, the system proposes its best outpthd given input data (e.g., its
best transcription for the given text image). If the userdiitdcorrect, then it is accepted
and the process goes on with successive input data. Otleerthis user introduces some
information that the system takes into account in order forove the proposed transcription.

This scenario is fundamentally different from the (gergmahsatisfactory) non-interactive
post-editing solution in at least two relevant aspectsstfihe fact that the user will be in-
volved on the transcription process provides a much moeadity environment, letting the
user be in command of the system, rather than the other wamdroAnd second, the ef-
fort needed by the user to obtain the perfect transcriptfdheinput handwritten text image
can be significantly smaller. It is thanks to the direct papdtained by taking advantage
of the user feedback information to immediately improvetesysresults. That is, when the
user amends some erroneous element found in the systenmt,ahgpgystem reacts with a
revised output where not only this error is fixed, but othdrssguent or related errors can be
corrected.

Another important aspect of this work multimodal processingAs will be discussed
later, human feedback signals in interactive systemsyrdrellong to the same domain as
the one the main data stream comes from, thereby entailimg sort ofmultimodality Of
course, this is the case in CATTI, where the main data areineges and feedback would
consists of keystrokes and/or pointer positioning actidfessertheless, at the expense of loos-
ing the deterministic accuracy of the traditional keyboand mouse, more ergonomic multi-
modal interfaces are possible. It is worth noting, howethet the potential increase in user-
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Figure 1.1: Left: illustration of CATTI multimodal user-interaction using a touch-
screen. Right: page fragment showing a line image being procesgbda partially
corrected system suggestion (in grey and black roman font) and tdps) correc-
tions made by the user through pen strokes and handwriting input miarked.

friendliness comes at the cost of acknowledging new passitsbrs coming from the decod-

ing of the feedback signals. Therefore, solving mgtimodal interaction probleramounts

to achieving anodality synergyvhere both main and feedback data streams help each-other
to optimize overall accuracy. These ideas have recently bgplored in the context of com-
puter assisted translation, using speech signals for fadlyCR+07, VRCGV07].

Among many possible feedback modalities for CATTI, we fobese on touch-screen
operation, which is perhaps the most natural modality towigeothe required feedback in
CATTI systems. Figure 1.1 (left) shows a user interactintp\ai CATTI system by means of
a touch-screen. Both the original text image and the suseesf-line HTR system’s tran-
scription hypotheses can be easily aligned and jointlylaysga on the touchscreen, as shown
in Figure 1.1 (right). This way, the user corrective feedbean be quite naturally provided
by means of pen strokes, exactly registered over the textupes by the system, which are
fed to anon-line HTR subsystem. We will use the shorthand “MM-CATTI” for thisnd
of multimodal CATTI processing. Touchscreen devices are very popularamsoomputer
interfaces for editing tasks. For instance, in [SMWO01] an8QE], respectively, they are
considered for (non-interactive) post-editing and foerattively correcting the output of a
speech recognizer.

A uniform technology, based on Hidden Markov Models (HMMs)used in this work
both for the mairoff-line HTR system and for then-linefeedback HTR subsystem. HMMs
are used in the same way as they are used in the current aidt@petch recognition (ASR)
systems [Rab89]. The most important differences lay in ype tof input feature vectors
sequences; while they represent acoustic data in the ca&8Rf line-image features and
point coordinates of handwritten pen strokes constitugeiniput sequences for off- and on-
line HTR, respectively.

In this thesis we study the CATTI framework and its multimbdersion, MM-CATTI.
We also carry out a comprehensive series of experimentsesashe capabilities of CATTI
and MM-CATTI.

Clearly, in these interactive scenarios, assessing sygeformance should ultimately
require human work and judgement. However, this human jogge is prohibitively expen-
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sive, because, in order to assess the validity of our assoinsgnd estimations, it will not be
enough with just one transcriber expert, but an entire pah&hnscribers will be required.
Each one of these transcribers ought to carry out seveadd,tvivhere each trial round should
include at least one dry-run session, during which the gipgtit is asked to transcribe some
document using the same interface but without the benefitbystem’s predictions. And
it must be taken into account that, using the same documemnartscribe in both sessions
would be unfair, because the user would tend to familiarizesélf with the text during the
dry-run session, thereby apparently achieving much higteetuctivity in the second session.
However, if different texts are used the results will not beparable. Consequently, the best
solution is to work with the same document but allowing a fdiroe to pass between exper-
iments. In addition, for these experiments to lead reliabtailts, appropriate interfaces for
professional use must be implemented. This kind of experisnere carried out in the TT2
project [SdIflV+] in which Interactive-Predictive apprcizes were developed and tested for
hight-quality Computer-Assisted Translation. While thepes-based, objectivestimated
effort reduction measures did provide useful researchbf@gdinformation [BBC+09], only
rather vague, mostly qualitative conclusions could be lfjrdgrived from the (otherwise ex-
tremely expensive) experiments with real users [CCC+09].

In conclusion, to carry out a reliable test with real usersmisch too expensive for the
current stage of the developments and, on the other haraljld by itself become the focus
of a different PhD work.

Fortunately, the very convenient and successful PR assesgmaradigm based on la-
belled corpora is still applicable here to obtain adeqeateanatesof human effort required
to achieve the goals of the considered tasks. To this engorcorresponding to three
handwritten text transcription tasks are considereduitiog the well-known and publicly
available IAMDB corpus [MB99].

In this chapter, first we overview the state-of-the-art off0&d HTR systems in Sec-
tion 1.2. Then, we focus on Interactive Pattern Recognitiorsection 1.3. Next, the bases,
formulations and algorithms related with the HMMs, thegrams and the word-graphs are
enunciated on Section 1.4. Finally, we summarize the déienbjectives of this thesis in
Section 1.5.

1.2 State of the art

Many documents used every day are handwritten document®r &xample, postal ad-
dresses, bank cheques, medical prescriptions, a big tpahtiistorical documents, an im-
portant part of the information gathered by forms, etc. Imyneases it would be interesting
to have these documents in digital form rather than papedhas order to provide new ways
to indexing, consulting and working with these documents.

Handwriting text recognition (HTR) can be defined as theitgtilf a computer to trans-
form handwritten input represented in its spatial form adrical marks into equivalent
symbolic representation as ASCII text. Usually, this harden input comes from sources
such as paper documents, photographs or electronic periswaidscreens.

HTR is a relatively new field of computer vision. The optichhcacter recognition (OCR)
had its beginnings in the year 1951 with the optical readeerited by David H. Shep-
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Hantdwzitten_> PREPROCESSING FEATURE EXTRACTION RECOGNITION |—> ASCII text
ex

Figure 1.2: Diagram representing the different modules of an handwritten texgreco
nition system.

ard. This reader, known as GISMO, was able to read typewrtdgt, Morse and musical
notes [She53]. HTR first appeared in the late 1960s withictstr applications with very
limited vocabulary, such as the recognition of postal askke envelopes or the recognition
of bank cheques. The computer capacity and the availablendémgy of those days was
not enough for unconstrained handwritten documents (saablcamanuscripts and/or un-
constrained, spontaneous text). Even the recognitioniofga text was only adequate on
simplified fonts, for example the font used on credit cards @ince. However, the increase
in computers capacity of these days, the development ofuadedechnologies and the ne-
cessity of processing automatically a big quantity of hariitien documents have converted
handwritten text recognition in a focus of attention botimirindustry as well as the research
community, leading to a significant improvement of the aacyrof these systems.

According to [BRST95, BB08], nowadays, OCR systems are ldapaf accurately rec-
ognizing typewritings in several fonts. However, high rgeition accuracy is still difficult to
achieve in continuous handwritten text. The reason forliasto be seen in the high vari-
ability such as individual writing styles, the number offdient word classes and the word
segmentation problem, which comes with handwriting.

Essentially, the HTR systems follow the classical pattecognition (PR) architecture
composed of three modules (see Figure 1.2):

e Acquisition and preprocessing module:this module is in charge to acquire data and
preprocessing it. Here the noise of the data is filter outhdnedwritten strokes from
degraded images are recover and the variability of the tghdssis reduced.

e The feature extraction module: in this module a feature vector sequence is obtained
as the representation of the handwritten text.

e The recognition module: here the most likely word sequence for the sequence of
feature vectors is obtained.

All HTR systems involve two different phases: training aadagnition. Usually, training
is carried out in the laboratory, where the different prepssing operations, the different
features and the classification methods are studied in twadgroose those that obtain better
results. If the labelled of the samples used for trainingkam@awvn we speak o$upervised
learning However, if only unlabelled examples are given the trajrigcalledunsupervised
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learning Unlike training, recognition is the operative phase of HIER system, and it is in
charge to recognize all the unknown samples that arrivegteyistem.

Current research in HTR mainly follows two different basppeoaches which will be
discussed in the next subsections. The first approach rezasisolated characters or digits.
Therefore, when dealing with non-isolated charactersexample in words or text, the data
has to be segmented beforehand. The origin of this methotbHzes seen in the beginning
of HTR when the input images contained only one single symbo¢ second approach uses
a continuous recognition, meaning that beginning or endfreach character are not needed
before hand and they are hypothesized as a byproduct of dpetprecognition process.

1.2.1 Optical Character Recognition

Optical character recognition, usually abbreviated to QiSRhe mechanical translation of
images of handwritten, typewritten or printed text (ledterumbers or symbols) into machine-
editable text. An historic review of OCR can be found on [MRYBD0O91]. OCR is mainly
divided in two areas: printed character or word recognijtiamd handwritten character or
word recognition. A big improvement on the recognition ofhped text has been obtained
until now, mainly due to the fact that is easy to segment tkeitgéo characters. This im-
provement has made possible the development of OCR systéma wery good accuracy,
around 99% at the character level. However, given the kinexdimage documents involved
in this thesis, OCR products, or even the most advanced O&#areh prototypes [Rat03],
are very far from offering useful solutions to the transtdp problem. They are simply not
usable since, in the vast majority of the handwritten texddges of interest, characters can by
no means be isolated automatically.

In OCR field the recognition is performed using one or sevelasdsifiers. A naive ap-
proach to the recognition of an image containing a singlet®jris the nearest neighbour
(NN) or k-NN approach. More sophisticated algorithms wlachieve better results are artifi-
cial neural networks (ANNs) and support vector machinedMSMLee96, Sri93]. Moreover,
some work has been carried out using tangent vectors anldégprasentations [KPNV02] or
Bernoulli mixture models [JV01, RGJ07, AGJ10] with goodules On [FLS92, Nag00] it is
carried out an overview of the current state-of-the-art @RCand the different applications
of this technology are commented.

1.2.2 Handwritten Text Recognition

HTR can be considered a relatively new field on PR. An ovenabaut the state-of-the-art
can be found on [KGS99, PS00, Vin02]. On [Bun03] a detailezstdption of what has been
made on HTR, what is being made nowadays and the most popsilgeess on a near future
is given.

According to the mode of data acquisition used, automatizihvaiting recognition sys-
tems can be classified intm-lineandoff-line. In Off-line systems the handwriting is given as
an image or scanned text, without time sequence informatio®n-line systems the hand-
writing is given as a temporal sequence of coordinates #mesents the pen tip trajectory.
In this thesis the main system (see Chapter 4) isf&tine system. However, the feedback
provided by the user in the MM-CATTI (see Chapter 5) come$siaform ofon-line data.
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Current off-line handwriting transcription products rely technology for isolated char-
acter recognition (OCR) developed in the last decade., Hirsinput image is segmented into
characters or pieces of a character. Thereafter, an isathegracter recognition is performed
on these segments. On [BS89, KFK02, SR98] this approximasidollowed, using some
segmentation techniques based on dynamic programmingt wasi previously explained,
the difficulty of this approach is the segmentation step. alet,fthe difficulty of character
segmentation for some handwritten documents, makes iniy@ss apply this approach to
this kind of documents.

The required technology should be able to recognize alledkxhents (sentences, words
and characters) as a whole, without any prior segmentatidheoimage into these ele-
ments. This technology is generally referred to as segrientfree “off-line Handwritten
Text Recognition(HTR). HMM technology is widely used in segmentation-freeagniz-
ers [BSM99, PS00, MB01, KSS03, TIJV04, RABO7].

However, the results obtained with these systems are stijl far from offering usable
accuracy. They have proven to be suited for restricted egpdns with very limited vocab-
ulary or constrained handwriting achieving in these kindasks relatively high recognition
rates. However, for (high quality, modern) unrestrictext images, current HTR state-of-
the-art (research) prototypes provide accuracy levelsrgmge from 40 to 80% at the word
level. This fact has lead us to propose the development opaten-assisted solutions based
on novel approaches.

On the other hand, current on-line handwriting transasippproducts are more accurate
than off-line systems [MFW, PLG01, JMRWOL1], reaching 90% wlavkl accuracy in some
cases.

1.3 Interactive Pattern Recognition

The idea of interaction between humans and machines is bysamsmew. In fact, histori-
cally, machines have mostly been developed with the aimg$tisg human beings in their
work. Since the introduction of computer machinery, howgeie idea of fully automatic de-
vices that would completely substitute the humans in aetigies of tasks, has been gaining
increasing popularity. This is the case in areas such as &@ént8ic and technical research in
this area have followed the “full automation” paradigm ftaxhally, even though, in practice,
full automation often proves elusive or unnatural in manglaations where technology is
expected t@ssistrather than replace the human agents.

Placing PR within the human-interaction framework requifendamental changes in
the way we look at problems in this area. Interestingly, ¢helsanges entail important re-
search opportunities which hold promise for a new genaratifotruly human-friendly PR
devices. Some ideas within this Interactive Pattern Reitiogn(IPR) framework were pre-
sented in [VRCGVQ07], where tight interrelations betwerser feedbackmultimodalityand
adaptive learningare examined.

The CATTI and MM-CATTI scenarios presented in this work (Ptea 4 and Chapter 5
respectively) are based on these ideas. Following thess ide review in this section how
human feedback can be directly used to improve the systeforpence and discuss the
multimodal issues entailed by the resulting IPR framewdknce adaptive learning is not

VRG-DSIC-UPV 7



Chapter 1. Preliminaries

considered in this thesis, system operation is supposezldaven byfixedstatistical models.
In traditional PR [DH73], for a given input, a best hypothesis is one which maximizes
the posterior probability:

h = argmaxPr(h | z) (1.1)
heH
where is the set of possible hypotheses. Now, interaction allayasrey moreconditions
h = argmaxPr(h | z, f) (1.2)
heH

wheref stands for the feedback, interaction-derived informatj@ng., in the form opartial
hypothese®r constraintson H. The new system hypothesi&, may prompt the user to
provide further feedback informations, thereby startiniew interaction step. The process
continues this way until the system output is acceptablenbyuser. Clearly, the richer the
feedback signalg in (1.2) the greater the opportunity to obtain better But solving the
maximization (1.2) may be more difficult than in the case affamiliar Pr(4 | z). Adequate
solutions are discussed in the following chapters for HTRliaptions (see Chapter 4 and
Chapter 5) .

It is interesting to note that, in general, the interactieadback informationg do not
naturally belong to the original domain from which the maétajx, come from. This entails
some sort ofnultimodality Therefore, eq. (1.2) corresponds to a fairly conventiomadality
fusionproblem which can be straight-forwardly re-written as:

h = argmaxPr(z, f | h) - Pr(h) (1.3)
heH

In many applications it is natural and/or convenient to assindependence afand f given
h. Consider for instance thatis an image and the acoustic signal of a speech command
possibly describing the image contents. In this casgi@eeBayes decomposition leads to:

h = argmaxPr(x | h)-Pr(f | h)-Pr(h)
heH
~ argmaxPMX (LL' | h) . P]V[F (f | h) . PMH (h) (14)
heH

which allows for a separate estimation of independent n&dédly, Mz and My for the
image and speech components, and the hypothesis prioectesh?. As will be discussed
later in this thesis, the maximization in eq. (1.4) can oftenapproached by means of ad-
equate extensions of techniques available to solve thegmonding search problems in the
traditional non interactive/multimodal framework.

1.4 Theoretical Background

This section gives an overview of the theoretical foundatibthe recognition process. Here
the theoretical bases, formulations and main algorithtasee with HMMs andi-grams are
revised. These statistical models are the basis of thersgsteveloped on this thesis. Finally,
the word-graphs technology, used in the CATTI and MM-CATi$tems, is introduced.

&True” probabilities are written a®r(...), in contrast with model approximations suchBg;, (z | ...)
which, to simplify notation, will be denoted &3(z | . ..) wheneverM, can be understood.
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1.4.1 Hidden Markov Models

The Hidden Markov Model (HMM) is a finite set of states, eachvbfch is associated with
a continuous (generally multidimensional) probabilitgtdbution of “observations”. Tran-
sitions among the states are governed by a set of probasititilled transition probabilities.
In a particular state an outcome or observation can be gek@ccording to the associated
probability distribution. Only the outcomes, not the stedee visible to an external observer
and therefore states are “hidden” to the outside; henceatreerHidden Markov Model.

During the past decades it has become the most successfal meed in Automatic
Speech Recognition (ASR). The main reason for this sucsatswonderful ability to char-
acterize the speech signal in a mathematically tractable waASR, HMM observations
are discrete time sequences of acoustic parameter veGtiven the similarity between ASR
and HTR, the HMMs have seen increased their popularity inHh®& tasks. In HTR, the
HMM observations are also discrete time sequences. Howievinis case, the observations
represent line-image features and point coordinates afiadtten pen strokes.

HMMs can be classified according to the nature of the obsen&t When the observa-
tions are vectors of symbols in a finite alphabet we are spgakidiscrete HMMs. Another
possibility is work with continuous observations; the HMMEed in this case are called con-
tinuous HMMs. Finally, the third class is called semi-cantus HMMs. These models
use discrete observations, but they are modelled usingncmnts probability density func-
tions [Jel98, Lee89] .

Since in this thesis we work with continuous HMMs, the forrdafinition and the for-
mulation related with this kind of HMMSs is summarized on tlexihsubsections.

Continuous HMM

Here, a formal definition of a continuous HMM is given, usinigigar notation presented
in [TosO4]. We assume that the observations can be only gestkat states and not in the
transitions. Moreover, an additional initial state, whétthnot emit any observation, has been
defined, in a similar way as in the case of the end state.

Formally, a continuous HMMV/ is a finite state machine (FSM) defined by the sextuple
(Q,I,F, X,a,b) where:

e () is a finite set of states. In order to avoid confusions with ittdexation of the
different states, we are going to call the states of the masig)...q||—., whereas the
sequence of states that generates the vector sequevitde denoted as; 2s...27.

I is the initial state, an element@f: I € Q. I = ¢

Fis the final state, an element@f F' € Q. F' = qg|—1
e X is the reaki-dimensional space of observatiods:C R¢.
a is the state-transition probability functiof:

a(gi,qj) = P(ztr1 = gjlze = @) ¢ € (Q —A{F}), ¢ € (Q—{I})

b2¢ = ¢; means that the HMM is on the stajeat moment
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Transition probabilities should satisifg;, ¢;) > 0 and
> algig) =1 Vg e (@Q—{F}
;€(Q—{1})
e b is a probability distribution functiorf:
b(qi, @) =Play =Tz =q) ¢ €(Q—{L[,F}), ¥€X

The following stochastic constraints must be satisfigd;, ) > 0 and
[ bandai=1 Ve @-{LFY
Fex

As the observations are continuous then we will have to usensintious probability
density function. In this case probability density funatie defined as a weighted sum@f
Gaussian distributions:

QJ7 Z ng qj)

where,
1

1/~ ’ —1/ =
bg(ij f) = —— ¢ 7§(mt7“]g)2jg (Ti—1jg))
(27m) 4[24
e /1;4 IS the mean vector for the componendf the statey;
e X;, is the covariance matrix for the compongnif the statey;

e c;, is the weighting coefficient for the componenof the statey;, and should satisfy
the stochastic constrain, > 0 and

G
For the sake of mathematical and computational tractgbitiowing assumptions are
made in the theory of HMMs:

1. The Markov assumption. As given in the definition of HMMSs, transition probabilities
are defined asi(g;, ¢;) = P(2:+1 = ¢j]|2: = ¢;). In other words it is assumed that the
next state is dependent only upon the current state; that is,

P(Zt+1|21...2’t) = P(Zt+1|2t)

It is called the Markov assumption and the resulting modebbees actually a first
order HMM.

¢z, = ¥ means that the HMM on the statg gives outz at moment

10 VRG-DSIC-UPV



1.4. Theoretical Background

2. The stationarity assumption. Here it is assumed that state transition probabilities are
independent of the actual time at which the transitionsdgace. Mathematically,

P(zt,+1 = qjl2t, = @) = P(2t,41 = 121, = @i)
for anyt; andt,

3. The output independence assumption.The probability distribution function is de-
fined as:b(q;, &) = p(axy = &z = ¢;). This means that the current output (obser-
vation) is statistically independent of the previous otgpi@bservations) and it only
depends of the current state; that is,

P(xi|zy... @1, 21...2¢) = P(x¢|2¢)

Basic algorithms for HMMs

Once we have an HMM, there are three problems of interest. eVakiation problem, the
decoding problem and the learning problem.

e The Evaluation Problem. This problem consist on computiegarobabilityP (x| ).
Given an HMMM and a sequence of observations: (1 Z,...27) with Z; € ¢, this
is, the probability that the observations are generatethéyrtodel.

e The Decoding Problem. Given a mod&l and a sequence of observatiansthe
problem consist on find the most likely state sequence in thaetthat produced the
observations. In other words, the problem consists on fiathithden part of the HMM.

e The Learning Problem. Given a mod&l and a sequence of observationshow
should we adjust the model paramet&fsn order to maximize the probabiliti (x| M ).

To simplify the notation, in the next sectiongg;, ¢;) will be written asa;;, b(g;, x) as
b;(x) and the observation of the sequencat the moment, Z;, will be written asz, 9.

The Evaluation Problem and the Forward and Backward Algorithms

Letx = (z172...z7) With z; € R? a sequence of real vectors afd= {z = (21 29...27) :
zr=¢q; € (Q—{I,F}),1 <i<|Q|—2} aset of state sequences associated with the vector
sequence. Then, the probability that be generated by the modgf is:

T
P(x|M) = Z <H Az q2bz, (331)) QzpF

zeZ \i=1

wherez is the initial statel: zg = qo = 1.

This calculation involves number of operations in the oafe¥ 7', whereN is the number
of states of the model excluding the initial staté,= |Q| — 1 (Q = {¢0 = I,q1,---,qN -1,
gy = F}), andT is the number of vectors on the sequence. This is very large gthe

dFrom now on, any kind of sequence will be representeld.as; or aslg, according to convenience.
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length of the sequencé, is moderate. Therefore we have to look for an other method for
this calculation.

TheForward algorithm is an efficient algorithm to compul¥x|A/). The time complex-
ity order of this algorithm isO(|Q|?-T'); however, using a left-to-right HMM the complexity
fallstoO(|Q|-T'). In this topology a transition between two staggsy; € ( from the HMM,
it is only possible ifj > 7.

The forward functiony;(t) for 0 < j < N, is defined as the probability of the partial
observation sequeneg z,...z,, when it terminates at the state Mathematically,; (t) =
P(x},q;) and it can be expressed in a recursive way:

aojbj(xl) t=1

a;(t) = B
(Zij\ill it — 1)%-) bj(w)) 1<t<T

with the initial condition thatyy (1) = 1. Using this recursion we can calculate the probability
that the sequencebe emitted by the modél! as:

N-1
P(XIM) = P(<{|M) = an(T) = > ai(T)aix
=1

In a similar way we can define tHeackward function 5;(¢) for 0 < ¢ < N, as the
probability of the partial observation sequenge;z:»...x1 , given that the current state is
i. Mathematically3;(t) = P(x{\,|¢;) and it can be expressed on a recursive way:

aiN t=T
ﬂi(t) - N-1
2jo1 @ijbj(z)Bi(t+1) 1<t<T

with the initial condition thatsy (7)) = 1. Using this recursion the probability that the
sequence be emitted by the modél/ can be calculated as:

P(X|M) = P(x{|M) = ZQOJ (x1)5;(1)

As in the backward algorithm the time complexity @(|Q|?-T'), and using a left-to-right
HMM the complexity falls toO(|Q| - T').

The Decoding Problem and the Viterbi Algorithm

In this case we want to find the most likely state sequence, (z122...27), of the model
M, for a given sequence of observations= (zix2...z7). The algorithm used here is
commonly known as the Viterbi algorithm. This algorithmiimar to the forward algorithm,
but replacing the sum by the dominating term.

aojbj(l‘l) t=1
v;(t) =

(maXie[LN,l] Ui(t — l)aij) bj(l‘t) 1<t<T

12 VRG-DSIC-UPV
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with the condition thaty(1) = 1. The probability of the sequenceto be emitted by the
model M is computed as:

N—
on(T) = Ze[Ilnjziufx . vi(Ta;n < Z T)a;n = an(T)

The time complexity of the Viterbi algorithm isO(|Q|? - T'), and using a left-to-right
HMM the complexity falls toO(|Q| - T').

The Learning Problem and the Baum-Welch Algorithm

The learning problem is how to adjust the HMM parameteys, b; (), ¢4, itjo aNdY;,), SO
that a given set of observations (called training set) iggatied by the model with maximum
likelihood. The Baum-Welch algorithm (also known as FomvBackward algorithm), is
used to find these unknown parameters. It is an expectatadnnization (EM) algorithm.

Let E = {X, = (@p1Zp2...Zp1,) : Ty € X} forl <k < T, A1 <r < Rasetof
R vector sequences, used to adjust the HMM parameters. Thefoesula to estimate the
state-transition probability;; is:

SR ar(®)ab (@) B+ 1)
S B S al ()L (t)

where0 < i < N,0 < j < N andP, = P(x,.|M) is the total probability of the sample
from the set&.

If the probability density function of each state on the HMdvpproximated by a weighted
sum of G Gaussian distributions we must find the unknown parametgrg:;, and ;.
With this purpose we defing’ () as the probability that the vectar.; € ¢ be generated
by the Gaussian componepin theg; state:

aij =

1
L§g<t) = EUf(t)ngbjg(xrt)ﬁ;(t)

where
a0 Zf t=1
Ui (t) =
N-1 .
diiq of(t—1)a;; otherwise

Taking into account the previous definitions, the pararnsetgr 1.,, andX;, can be estimated
as:
fijg = Z%} f;‘Tl‘L;fg(t)th
D1 Dt L (t)
ijg _ Zf:l 221 L7 () (@t — fujg)(@re — fijg)
Zr 1 il Ly (t)
Zr 1 Zt I L)

Cjg = A—
PDURD Dris) Lj (t)
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The time complexity of one iteration of the Baum-Welch altfon is: O(R - |Q|? - T);
however, using a left-to-right HMM the complexity falls@(R - |Q| - T'). This algorithm is
iterated until some convergence criterion is reached.

Sometimes, it is necessary to have a compositiofi 6fMM joined sequentially, for ex-
ample in the case of the different letters that conform aegergt. In this case, the “embedded
training Baum-Welch” algorithm, which re-estimates thegpaeters of the composition 6f
sequentially concatenated HMMs, can be used. This algoniftovides us the possibility to
train the HMM without any prior segmentation of the trainingages into word or characters.
On [Tos04] we can find all the formulas to compute the unknoarameters in this case.

1.4.2 Language modelsNV-grams

Language models (LMs) are used to model text propertiessiykgax and semantic inde-
pendently from the morphological models. They are used inynmatural language process-
ing applications such as speech recognition, machinel#téons or handwritten recognition.
These models try to capture the properties of a languageaandsed to predict the next
word in a word sequence. Language models assign a prolabilé sequence dfwords
W = wq, ws, ..., w;, Which can be expressed as:

l
Pr(w) = Pr(w;) - [] Pr(wiwi™)

=2

wherePr(w; |szl) is the probability of the wordy; when we have already seen the sequence
of wordsws ...w;_1. The sequence of words prior tq is called history.

In practice, estimating the probability of sequences caine difficult since sentences
can be arbitrarily long and hence many sequences are natvedsguring LM training. It
is necessary to note that for a vocabulary with} different words, the number of different
histories is|V|*~1. So, the estimation oPr(w) can be unworkable. For that reason these
models are often approximated using smoothegtam models, which obtains surprisingly
good performance although they only captures short terrardigncies.

An n-gram defines a functiond,, : V* — V™! in which, all sequences finishing with
the same: — 1 words belong to the same equivalence class. NRnwv) can be approximated

as:
l l

Pr(w) ~ [T P(wil@n(wi™h) = [] PwiwiZh 1)) (1.5)
i=1 =1

Owing to the fact that, for the first — 1 words inw, ¢« — n < 0, the Equation (1.5) must
be written as:

n—1 l
Pr(w) & P(wi) - [T Plwiwi™") - T] PlwilwiZ} 1)) (1.6)
=2 i=n

Given a vocabulary” and a transcribed training data or text corpora represdayted—=
wiws...w;, the estimated probability of the worde V', having seen a sequencerf- 1
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wordsv € V"1 is computed as:

Pu|v) =

whereC'(v) is the number of times that the sequerdes appeared on the training sequence
w. This is a maximum likelihood (ML) estimate.

Since not all possible--grams have typically been seen in training, some smoothing
method must be used to allow for unseesgrams in the recognition phase. Two main
smoothing techniques are: interpolation [Jel98] and “Baffk [Kat87]. In this thesis we
are going to pay attention to the “Back-off” method.

The method presented by Katz consists in discounting a sk of probability from
the seen events, and to distribute it between the unseetseeerthose that have been seen
very few times, using & — 1)-gram model also smoothed by “back-off”. This is a recursive
function that can be expressed as:

. _ f(vilvﬁiiﬂ) if C(Vi_41) >k
Pbo(”i|V;:71L+1) = ‘ o
a(ViZl ) Py(ViZ) ) otherwise
where f(v;|ViZ} . ) is a discounting function that reserve some probability srias the
unseen events andVvi_!, . ;) ensures that the model will be consistent.

Essentially, this function means that if thegram has been seéror more times in train-
ing, the conditional probability of a word given its histag/proportional to the maximum
likelihood estimate of that-gram. Otherwise, the conditional probability is equal he t
back-off conditional probability of thén — 1)-gram. The value ok is usually chosen to be
0. However, empirical testing may find better valueskior

There are a lot of successful discount techniques as, fongbea Good-Turing [Kat87],
Witten-Bell [WB91], or the linear and absolute discountingthods [HNK94]. In this work
only the Kneser-Ney discount, presented on [KN95], will sedL

In the Kneser-Ney discounting, the discounted probabititgomputed by subtracting
a constantD from then-gram count. The main idea of Kneser-Ney is to use a modified
probability estimate for lower ordet-grams used for backoff. Specifically, the modified
probability for a lower orden-gram is taken to be proportional to the number of unique
words that precede it in the training data. We can define thenodinted probability as:

C(V’zé—n-&-l) — D0
C(V;:}L-i-l)
n(xv;) — D1

for highest order n-grams

flv) = for lower order n-grams

wheren(xv;) = |v;—1 : C(v;—1v;) > 0| is the number of different words,_; that precede

v; in the training data and where(xx) = |(vi—1,v;) : C(vi—1v;) > 0] = > n(xv;). DO

and D1 represents two different discounting constants, becdeseriginal kneser-ney dis-
counting uses one discounting constant for eagfiam order. These constants are estimated

VRG-DSIC-UPV 15



Chapter 1. Preliminaries

OamONSan®

Unigrams Bigramuw,; _w; Trigram: w; _ow; _qw;

Figure 1.3: Examples ofr-grams represented using a SFSA.

as:
nl

(nl+2-n2)

wherenl andn?2 are the total number of-grams with exactly one and two counts

n-grams modelled by a stochastic finite state automaton

Along this work, is very common use stochastic finite statemation (SFSA) to represent
HMMs, lexical models and language models. Thanks to thisdgeneous finite-state (FS)
nature of all these models, they can be easily integratedairsingle global FS model. The
n-grams can be represented using a SFSA [VTC+05a, VTC+06B]répresented using the
sextupled = (@, V, 4, qo, P, F'), where:

e V is non-empty finite set of symbols

e Q C V"1 U is a finite, not-empty set of states. Each state is definedyubia
vocabulary symbol$” asq = (v;—p41...0;—20;—1) € Q

0 C Q x V x Q is the state-transition function. The transitions is :

(’Uz’—n+1---vi—2vi—1, v, Ui—n+2---11i—1v)

WherE(vi_n+1...Ui_2Ui_1) €Q, (Ui—n+2~-~vi—1'u) €Q, andv € V

qo is the initial statgqp € Q)

e P:§ — RT is the probability transition function. We are using detiistic SFSA,
so0 each transition is identified with only the source state V"' and the transition
symbolv € V. Therefore,P(q,v,q’) = P(v|q)

F : Q — RT is the final state probability function.
Figure 1.3 shows examples of SFSA to represent 1-gram,Bsyemd 3-grams respec-

tively. On Figure 1.4 we can see the example of a back-off sheab-gram presented
using SFSA.
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e - a
P
, >, (IB)

Figure 1.4: Examples of a SFSA representing a back-off smoothegam.

1.4.3 Word-graphs

As we will see on Chapter 4, a direct adaptation of the Vitatgorithm to implement the
CATTI system leads to a computational cost that grows quizdtly with the number of
words of each sentence. This can be problematic for largeisess and/or for fine-grained
(character-level) interaction schemes. In this work wgraph techniques that can achieve
very efficient, linear cost search have been studied. Ingégion the basic word graph
concepts are introduced.

A word graph (WG) is a data structure that represents a finitgokaof word sequences
in a very efficient way. Formally, a WG is represented as a weidirected acyclic graph
(WDAG) defined by the eight tupl&’G = (Q,V, A, n;, F,t,p,w):

e () is a finite set of nodes. Since a WG is a DAG a topological ordethemodes is
assumed. Each nodeis labelled with its corresponding index in this ordep: =

{1,2,...,|Q|}.

V' is a non-empty set of words (vocabulary).

A C @ x @Q is afinite set of edges. Each edgis denoted by its start and end nodes:
e = (i,j) wherei € Q, j € Q andi < j.

ny € Q is the initial noden; = 1.

F C Q is the set of final nodes.
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et : @Q — {1..T} is a function that associates each node with a point (hatd@on
position) of the handwritten image. Typicallyn;) = 1 andV,,cr t(n) =T.

e w: A — V is a function that relates each edge with a word. Typicaliyemy the
nodee = (i, ), the related word(e) is a word hypothesis between horizontal image
positionst () andt(j).

e p: A —[0,1]is an edge probability function. Typically, given an edge (i, j), p(e)
is the probability of the hypothesis thate) appears betweerf:) andt(j).

An example of a word graph is shown in Figure 1.5. This worchgreepresents a set
of possible transcriptions of the handwritten Spanishese# ‘antiguos ciudadanos que en
Castilla se llamabah

The word sequences represented by the WG are formed by worpatbs in the WG
from the initial node to a final node. Formally, given a path= {e; = (1,i1),es =
(i1,92), ..., er = (91-1,%)} on WG, wherei; € F, the word sequence associated to this
path isw = w(ey),w(es),...,w(e;) and its probability is computed as the product of the
probabilities of the edges along the path:

l

P(¢) = [ ple:) (1.7)

i=1
However, given that the WG is ambiguous (for each node and pairdhere may be sev-
eral possible next nodes), in general there is more than atfetlpat generates the sequence
w. If d(w) is defined as the set of all the paths associatedwinde,, is one of these paths,
the probability of the word sequenweis computed as:

Pw)= > P(¢u) (1.8)

PwEd(W)

Given a WG, the word sequence with greater probability cantitéew as:

W=argmax Y P(¢w) (1.9)

PpwEd(W)

It should be noted that the maximization problem stated imefign (1.9) is NP-hard [CHOO].
Nevertheless, adequate approximations can be obtainecebyparof efficient search algo-
rithms, like Viterbi [Vit67]:

P(w) =~ P(W) = max P(¢y) (1.10)
d)wed(W)

W~ W = argmax max P(¢y) (12.11)
w PwEd(W)

For example, given the WG represented in Figure 1.5, the pilityeof the pathh;:

hy ={(1,2),(2,6), (6,8), (8,11), (11,12), (12, 13), (13, 15), (15, 18)}

18 VRG-DSIC-UPV



1.4. Theoretical Background
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is computed as:

P(h1) = p(1,2)p(2,6)p(6,8)p(8, 11)p(11,12)p(12,13)p(13,15)p(15, 18)
=0.6-0.3-0.8-0.8-0.5-0.6-0.6-0.6 = 0.012

The word sequence associated with this pathi;is“antiguos ciudadanos que en el Castillo
sus llamadas However, h is not the only path that generatss,

he ={(1,2),(2,4), (4,8),(8,11),(11,12), (12,13), (13,15), (15,18)}
generates it too. So, the exact probabilityafis:
P(wq) = P(h1) + P(h2) = 0.012 4+ 0.005 = 0.017

and approximating by the Viterbi algorithm, the probabilif w; is the probability of the
path with maximum probability, i.e:

Now, to obtain the word sequence with greater probabilitth&l word sequences on the WG
must be taken into account. Next, we can see all the word seqa®n the WG in Figure 1.5
and its corresponding paths:

e Wwj="antiguos ciudadanos que en el Castillo sus llamé&das
h1 ={(1,2),(2,6),(6,8),(8,11),(11,12), (12,13), (13,15), (15,18)}
he ={(1,2),(2,4),(4,8),(8,11),(11,12), (12,13), (13, 15), (15, 18)}

e Wo="antiguos ciudadanos que en Castilla se llamaban
hs ={(1,2),(2,6),(6,8),(8,11),(11,14), (14,16), (16,19) }
he ={(1,2),(2,4),(4,8),(8,11),(11,14), (14, 16), (16,19) }

e Ww3="antiguos ciudadanos que en Castilla su llamada
hs ={(1,2),(2,6),(6,8),(8,11),(11,14), (14,17), (17,20) }
he = {(1,2),(2,4),(4,8),(8,11),(11,14), (14,17), (17,20) }

e w,="antiguos cuidadores quien el Castillo sus llam&das
hr ={(1,2),(2,5),(5,10), (10,12), (12,13), (13, 15), (15,18) }

e wx="antiguos cuidadores que en el Castillo sus llamddas
hs ={(1,2),(2,5),(5,8),(8,11),(11,12), (12,13), (13,15), (15,18)}

e Wg="antiguos cuidadores que en Castilla se llamaban
he ={(1,2),(2,5),(5,8),(8,11), (11, 14), (14, 16), (16,19) }

e w;="antiguos cuidadores que en Castilla su llamada
hio = {(1,2),(2,5),(5,8),(8,11),(11,14), (14,17), (17,20) }

e Wg="antiguas ciudadanas fue en el Castillo sus llamddas
hi1 ={(1,3),(3,7),(7,9),(9,11), (11,12), (12,13), (13,15), (15,18)}
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e Wy="antiguas ciudadanas fue en Castilla se llamaban
hig = {(1,3)7 (3,7)7 (7, 9)7 (9, 11), (11, 14), (147 16)7 (167 19)}

. wlo—“antiguas ciudadanas fue en Castilla su llamada

and the probabilities are:

P(W;) = P(h1) + P(hs) = 0.012+0.005 = 0.017  P(wg) = P(hg) = 0.014
P(W3) = P(h3) + P(hs) = 0.016 + 0.007 = 0.023  P(w;) = P(h1o) = 0.003
P(w3) = P(hs) + P(hg) = 0.004 + 0.002 = 0.006  P(ws) = P(h1;) = 0.008
P(wy) = P(h7) = 0.009 P(Wy) = P(hy3) = 0.011
P(w;) = P(hs) = 0.010 P(Wyo) = P(hy3) = 0.003

So, the word sequence with greater probabilityisfor both exact probabilitiesi(wy) =
0.023) and probabilities approximated using the Viterbi aldomit(P(W2) = 0.016).

Sometimes, it can be necessary not only to compute the besdtseguences, but also
then-best word sequences in the word graph. In this work we amggoi use the algorithm
known as “Recursive Enumeration Algorithm” (REA) [Jm99hérmain reason that support
this decision is its simplicity to calculate best paths omead.

1.5 Scientific objectives

The main objective of this thesis is to put forward the th&éoad framework, as well as to
develop and to assessvaultimodal computer assisted transcription system fordwaitten
text imagesMore precisely, the scientific objectives of this thesis ba summarized in the
next points:

1. Put forward the theoretical framework and develop a cderpassisted transcription
of handwritten text images system. The intention of thisigtig to test the interactive-
predictive framework, previously applied to machine ttatisn and speech transcrip-
tion, on the handwritten text images recognition problem.

2. The user is repeatedly interacting with the computestesiranscription of handwrit-
ten textimages system. So, one of the objectives of thisstie® make the interaction
process friendly and ergonomic to the user. Different wayisteract with the system,
using the keyboard and the mouse, and different interateigais (at whole word and
at character-keystroke) will be studied in order to imprtheinteraction process.

3. The response time is a critical feature of the system. Vbt must be able to in-
teract with the human expert in a time efficient way, otheewifse user will prefer to
transcribe the document without any kind of help. In this kvae will study differ-
ent implementations trying to obtain a good response timbowt loosing too much
accuracy.
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4. To introduce more ergonomic multimodal interfaces sthoeult in an easier and more
comfortable human-machine interaction. In this thesisntend to develop and to as-
sess a multimodal computer assisted transcription systeichviocuses on electronic
pen or touchscreen communication. These are perhaps thenatosal modality to
provide the required feedback in the handwritten text int@gegnition systems here
considered.

5. Finally, a demonstrator of the multimodal computer dsdisranscription system stud-
ied here will be developed. In this way the theoretical frenmék studied in this work
could be fully tested in practice.

As we will see in Chapter 7, all these objectives have bediilédl to a great extent. In
particular, the multimodal interactive predictive franwWwhas been successfully tested in the
handwritten text images recognition problem. A system faitivhodal Computer Assisted
Transcription of Handwritten Text Images has been develdyased on HMMs and-gram
language models. The system has been automatically testedhe results suggest that,
using the interactive approach, considerable amountsasfaffort can be saved with respect
to non-interactive HTR systems. Different ways to intenaith the system and different
levels have been studied improving the system ergonomy esutcing the number of user
corrections needed to obtain perfect transcriptions.|in@ord-graph technigues have been
studied, obtaining a very efficient, linear cost, whichalahe user interact with the system
in a time efficient way.
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CHAPTER

Corpora

2.1 Introduction

In this chapter, the main features of the different corpbiat have been used throughout
this thesis are exposed. The systems exploited on this werkased on supervised train-
ing, therefore not only the different samples are needetalso the transcriptions of these
samples.

We have used four different corpora. Three of them are n#-liandwritten text corpora,
and the last one is an on-line handwritten text corpus. Thedff-line corpus was compiled
from an historic handwritten document identified as “CrStvador” (CS). The second one,
called ODEC, consists of handwritten answers from survesngo And the last off-line
corpus, called IAMDB, consists of handwritten full Engliséntences based on the Lancaster-
Oslo/Bergen (LOB) corpus. On the other hand, the on-lin@pusrcalled UNIPEN, is an
English dataset divided into several categories: lettdiggts, symbols, isolated words and
full sentences.

2.2 Cristo Salvador

This corpus was compiled from the legacy handwritten docuritem the XIX century iden-
tified as “Cristo-Salvador”, which was kindly provided byetBiblioteca Valenciana Digital
(BIVALDI) 2.

ahttp://bv2.gva.es
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Figure 2.1: Examples of the corpus “Cristo-Salvador”.

This was written by only one writer and scanned3@fdpi. This corpus is a legacy
document and it suffers the typical degradation problentkisfkind of documents [Dri06].
Among these are the presence of smear, significant backdjr@uiations and uneven illumi-
nation, spots due to the humidity, and marks resulting frogrik that goes through the paper
(generally called bleed-through). In addition, other kafdlifficulties appear in these pages
as different sizes in the words, underlined words, etc. Tdmkination of these problems
make the recognition of this document a difficult process.

This is a rather small document composed of 53 colour imafésxbpages. Some of
these page images are shown in the Figure 2.1. On Figure @.2ayosee a detailed portion
of one of these pages.

The page images were preprocessed and automatically diuidie lines (see Section
3.2.1). The results were visually inspected and the fewdiggaration errors (around 4%)
were manually corrected, resulting in a data-set of 1,1xitee images. The transcriptions
corresponding to line images are also available, contgidi®918 running words with a
vocabulary of 3,287 different words.

Two different partitions were defined for this data-set. Ha first one, calleghage (or
soff), the test set is formed by 491 line samples correspondirietdast ten lines of each
document page, whereas the training set is composed of theed8aining lines. On the
other hand, in the second partition, calledok (or hard), the test set is composed of 497
line samples belonging to the last 20 document pages, whéteaemaining 675 lines (the
33 initial pages) were assigned to the training set. All tifermation related witlpageand
bookpartitions is summarized in the Tables 2.1 and 2.2 respagtiv

The number of words of the test partition that does not appeahe training partition
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Figure 2.2: Detailed section of a page from the corpus “Cristo-Salvador”.

Table 2.1: Basic statistics of the partitigpageof the database Cristo-Salvador.

Number of: | Training  Test Total | Lexicon OOV Tr. Ratio
Pages 53 53 53 - - -
Text lines 681 491 1,172 - - -
Words 6,435 4,483 10,918 2,277 1,010 2.8
Characters | 36,729 25,487 62,216 78 0 470

Table 2.2: Basic statistics of the partitidmookof the database Cristo-Salvador.

Number of: | Training  Test Total | Lexicon OOV Tr. Ratio
Pages 33 20 53 - - -
Text lines 675 497 1,172 - - -
Words 6,227 4,691 10,918 2,237 1,050 2.8
Characters | 35,863 26,353 62,216 78 0 460

is shown on the column OOV (out of vocabulary words) in thel@al2.1 and 2.2. On the
other hand, the last column shows theining ratio”, that is, the average number of times
that one word/character has appeared in the training text.

Note that, thepage partition is considered to be easier to recognize tharbtuk one
because its test line samples were extracted from the sages plaat the training text line
samples. On the other hanlpok partition better approaches a realistic transcription pro
cess. That is, the system is initially trained with the firgtdment pages, and then as more
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page images are transcribed, a greater amount of sampiesiriages and transcriptions)
become available to retrain the system and therefore inepitee transcription of the rest of
the document.

It is important to remark that this corpus has quite a smaihing ratio (around 2.8
training running words per lexicon-entry). This is expeldig result in undertrainechfgram)
language models, which will clearly increase the difficufythe recognition task.

2.3 ODEC

This corpus entails casual, spontaneous handwriting phinaages [Tos04, TJV04]. It was
compiled from handwritten answers extracted from survemnfomade for a telecommunica-
tion company.

The handwritten sentences are answers to the suggestiohgidghe forms (see Fig-
ure 2.3 point 8). These answers were written by a heterogsngmup of people, without
any explicit or formal restriction. In addition, since noidelines were given as to the kind of
pen or the writing style to be used, paragraphs become veigbla and noisy. Some of the
difficulties involved in this task are worth mentioning. lorse samples, the stroke thickness
is non-uniform. Other samples present irregular and narsistent spacing between words
and characters. Also, there are words written using diffiecase, font types and sizes intra-
word and some samples including foreign language wordsrdesees. On the other hand,
noise and non-textual artefacts often appear in the pgshgradAmong these noisy elements
appear unknown words or words containing orthographicakéd, as well as underlined and
crossed-out words. Unusual abbreviations and symbolswayretc. are also within this
category. The combination of the writing-styles variaiiind noise may result in partly or
entirely illegible samples and make preprocessing operatsuch as deskew, deslanting, or
size normalization, essential. On the Figure 2.4 we canmae gxamples of this variability.

The images data-set extracted from the ODEC survey formsistsrofd13 binary images
of handwritten paragraphs scanned at 300 dpi. Because oftteeent difficulty of the task,
line extraction was carried out in a semi-automatic way. Midshe paragraphs were pro-
cessed automatically, but manual supervision was apmigifficult line-overlapping cases
such as some of those shown in Figure 2.4. By adequatelyngatste extracted lines, a
single-line (long) image per form was obtained for each dartgee Figure 2.5). The result-
ing set of sentences was randomly partitioned into a trgieét of676 images and a test set
of 237 images. The transcriptions corresponding to the imagealsoeavailable, containing
16, 371 words with a vocabulary df, 308 different words. More information can be found in
Table 2.3.

The transcription of sentences was carried out manualingrto obtain the most detailed
transcription possible. So, the words were transcribedhénsame way as they appear on
the text, with orthographic mistakes, alternating lowsecaith uppercase, in the original
language, etc. Some codes were defined to label the diffdnengs that appear on the text,
such as signs, crossed-out words, arrows, etc.

bData kindly provided by ODEC S.Awgwv. odec. es)
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Figure 2.3: A sample form from the ODEC Database.
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Figure 2.4: Examples of the answers to the suggestion point in the ODEC forms. In
these examples we can see the differences on the stroke thicknesgghkairand non-
consistent spacing between words and characters, the differemties types and sizes

of the words, words containing orthographic mistakes, crosses-autswn
artefacts, etc.

Table 2.3: Basic statistics of the database ODEC.

on-textual

Number of: Training  Test Total | Lexicon OOV Tr. Ratio
Writers/phrases 676 237 913 - - -
Words 12,287 4,084 16,371 2,790 518 4.4
Characters 64,666 21,533 86,199 80 0 808

2.4 1AM database

This corpus was compiled by the Research Group on CompustorVand Artificial In-
telligence (FKI) at Institute of Computer Science an Apglidathematics (IAM) in Bern

34
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Figure 2.5: Three (short) sample sentences from the ODEC Database after selgqua
pasting the extracted lines.

(Switzerland). The database was first published in the ICWRrnational Conference of
Document Analysis and Recognition) in 1999 [MB99]. In thea®d version of the database
a segmentation scheme was used, which is documented in [ZBA8 IAM-database as of
October 2002 is described in [MBO02]. It is publicly accessiand freely available upon re-
quest for non-commercial research purposes. The IAMDB asagrrespond to handwritten
texts copied from the Lancaster-Oslo/Bergen (LOB) cor@isf95, JLG78], which encom-
passes around 500 printed electronic English texts of ap@02words each and about one
million total running words.

The text in the LOB corpus is of quite diverse nature, bec@éuseomposed of different
categories (editorial, reportage, religion, skills, higlshscience fiction, ...). The LOB corpus
(see [JLG78]) was compiled by researchers form Lancastéo &hd Bergen between 1970
and 1978. It contain about one million words in 500 printedg®f British English. The text
in the corpus were split into fragments of about 3 to 6 ser@emdth at least 50 words each.
These text fragments were copied onto forms and differerstoms were asked to write the
text on one or more of the forms by hand. No restriction wasoisepl on the writing style
or the type of pen to be used. The forms of unconstrained hattelmvtext were scanned at
a resolution of 300dpi and saved as PNG images with 256 gvaisleOn Figure 2.6 we can
see an example of one of these forms.

The IAMDB version 3.0 (the latest at this moment) is compostd,539 scanned text
pages, handwritten by 657 different writers. This datasetovided at different levels: sen-
tences, lines and isolated words. In this thesis we are gmingork with the sentences
partition [ZCBO06]. Line detection and extraction, as well(enanually) detecting sentences
boundaries, was carried out by the IAM institute [MBO1]. ktgsthis information, lines could
be easily merged into whole sentence line-images. In Figuteve can see some examples
of handwritten lines images from this corpus. All the infation related with the partition
used on this thesis is summarized on Table 2.4.

Table 2.4: Basic statistics of the database IAM.

Number of: | Training  Test Total | Lexicon OOV Tr. Ratio
Writers 448 100 548 - - -
Sentences 2,124 200 2,324 - - -
Words 42,832 3,957 46,789 8,017 921 5.3
Characters | 216,774 20,726 237,500 78 0 2,779
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Sentence Database A01-000

A MOVE to stop Mr. Gaitskell from nominating any more Labour life Peers is to
be made at a meeting of Labour M Ps tomorrow. Mr. Michael Foot has put down
a resolution on the subject and he is to be backed by Mr. Will Griffiths, M P for
Manchester Exchange.

A MOVE 1o stoe Mr.  Galklkell froru

ot wad g Ay wowe  Lobowr e "Paoro

o o UL wace_ ak & M-QQJ‘;\&%U-Q‘ LoQorn~
MPs domorrow. My-, Micae\ Toov Uon
P Fowm o vesolatonm o bhal sudigue
om0~ W o do e backed by M Wi

Gl by | P Rove Monomade) Cxcraosgl_

Name:

Figure 2.6: A sample form from the IAM Database.
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A MOVE o shoe Mr. Godlb ke Q0 frern
TA&J mlemc’ }-a Si“ OULSic\e Hne MM'SM' C.C Bﬁﬁ(@mg@

compressed o wa'} and  Somed imes mwbéimj

~— .

Figure 2.7: Some sample lines from the IAM Database.

Following [BBO8], three additional text corpora have besedito train the:-grams and
lexicon for the recognition task, namely, the full LOB cospi{except the sentences for the
image test set), the Brown corpus and the Wellington corpus.

The Brown corpus was published by Francis and Kucera in 18B44]. It was the first
modern computer readable corpus and it corresponds to tBedo@pus in size and content,
but contains words in American English.

The third corpus, which also equals the LOB corpus in sizecamtdent is the Wellington
corpus [HVJ98], it contains words in New Zealand English.

Table 2.5 gives more information of the three text corpora.

Table 2.5: Description of the text corpora.

Number of: LOB Brown Wellington
Lines 52,676 49,362 56,745
Running words 1,119,904 1,045,213 1,144,401
Vocabulary size 52,724 53,115 58,919
Running Characters 5,803,916 5,582,023 6,055,820

2.5 UNIPEN

The UNIPENTTr ai n- RO1/ V07 dataset is an English publicly available on-line HTR cor-
pus. It comes organized into several categories [GSP+94] sadoveer and upper-case
letters, digits, symbols, isolated words and full sentendsccording to the UNIPEN cate-
gorization, isolated digits category is identifiedlzs isolated lowercase letters category is
identified aslc and isolated symbols category is labelled wiith
This corpus is used here to test the multimodal text cowratn the MM-CATTI sys-

tem described in Chapter 5. Unfortunately, the UNIPEN isalavords category does not
contain all (or almost none of) the required word instanoeset handwritten by the user in
the MM-CATTI interaction process with the ODEC, IAMDB, or @&t images. Therefore,

°For a detailed description of this dataset, see http://vanipen.org.
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the needed on-line handwritten words were generated byabemating random character in-
stances from three UNIPEN categoriés: (digits), 1¢ (lowercase letters) artd (symbols).
Some character examples from these categories are shovguire 2.8.

T P e —>
‘ 2 R s T 5
\..

S -
e
o

Figure 2.8: Some examples from the categoridsa, 1c and 1d in the
Tr ai n- R0O1/ VO7 dataset .

Table 2.6 shows the basic statistics of the different categof the UNIPEN dataset and
the corresponding partition definitions.

Table 2.6: Basic statistics of the UNIPEN categoridsa, 1¢ and 1d in the
Tr ai n- RO1/ VO7 dataset and their corresponding partition definitions.

Number of: Train Test Total| lexicon
digits (1a) 9,032 6,921 15,953 10
letters (1c) 39,354 18,894 58,248 26
symbols (1d)| 10,321 6,849 17,170 32
All Together | 58,707 32,664 91,371 68
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CHAPTER

Handwritten Text Recognition

3.1 Introduction

Handwritten text recognition (HTR) is not an easy task. Tifficdlties to segment text
lines, the variability of the handwriting, the complexitithe styles and the open vocabulary
make that the HTR systems do not obtain acceptable resultmomnstrained handwritten
documents. However, humans being seem to carry out thisegsoeffortlessly and in a
natural way. Observing the way in which the humans do thisgeition, it seems clear
that this human ability is due to the inter-cooperation lestvdifferent levels of knowledge.
These levels are: morphological, lexical and syntacticaledge.

The situation in automatic speech recognition (ASR) is \@milar [Jel98]. So, it is
natural that both ASR and HTR are tackled with techniquesdbas the cooperation of all the
aforementioned knowledge sources [BS89, EYGSS99, SRIE),M8B01]. The different
knowledge levels can be modelled using finite state modatd) as HMMs, grammars or
automata.

As mentioned in Chapter 1, depending on the mode of data sitiquiused, automatic
handwriting recognition can be classified into on-line affdine. In this thesis the main
system (see Chapter 4) is afi-line system. However, the feedback provided by the user in
the MM-CATTI (see Chapter 5) comes in the formaf-line data. In this chapter a gen-
eral overview of both off-line and on-line HTR systems isgameted in Sections 3.2 and 3.3,
respectively. The off-line system is applied in three taskdifferent nature. These tasks
involve the transcription of handwritten answers from syrforms, handwritten full English
sentences of different categories (editorial, religioctidn, love, humour, ...) and a legacy
handwritten document written in the year 1853. On the otlardh the on-line system is
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tested on an English dataset divided into several categdeters, digits, symbols and iso-
lated words (see Chapter 2).

Handwritten text

ACQUISITION AND

PREPROCESSING Transcriptions of Additional

Handwritten text Text corpora

Normalized Handwritten text

l

FEATURE
EXTRACTION

!

Feature vector sequences

TRAINING

v

HMM Training LM Training

Character HMMs LM and lexical models

RECOGNITION

|

ASCII text

Figure 3.1: Overview of the HTR system.

Both, the off-line and the on-line HTR systems presentetiim¢hapter follow the clas-
sical architecture composed of three main modules: pregedeg, feature extraction and
recognition. The preprocessing module is in charge to redle variability of text styles.
In the feature extraction module a feature vector sequenobtained as the representation
of a handwritten text image or pen trajectory. And the reébmm module obtains the most
likely word sequence for the sequence of feature vectoraddiition, there is another module
in charge to train the different models used on the recagmiiep: Hidden Markov models,
language models and lexical models. On Figure 3.1 we candiagi@am of this architecture.
It needs to be mentioned that the recognition module useusrchapter will be adapted in
Chapter 4 in order to cope with interactively produced \athdl prefixes.
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3.2. Off-line Handwritten Text Recognition

3.2 Off-line Handwritten Text Recognition

This section presents the off-line HTR system used in thikwbhe following three subsec-
tions describe each of the main modules (preprocessintyiréeaxtraction and recognition)

in detail. Then, the different experiments carried out,absessment measures used and the
results obtained are explained in Subsection 3.2.4 an8.3RE2nally, some conclusions are
drawn in Section 3.2.6.

3.2.1 Preprocessing

Itis quite common for handwritten documents, and aboveoathhcient documents, to suffer
from degradation problems [DRI06]. Among these are thegmres of smear, background
of big variations and uneven illumination, spots due to tamidity or marks resulting from
the ink that goes through the paper (often called bleedatitth In addition, other kinds of
difficulties appear in these pages as different font typessares in the words, underlined
and/or crossed-out words, etc. The combination of theskelgmts contributes to make the
recognition process difficult, therefore a preprocessiongue becomes essential.

There is not a general, standard solution to carry out thprpoessing, and it can be
said that each handwriting recognition system has its oartiqular solution. In the prepro-
cessing module used in this work the following steps takeepldackground removal and
noise reduction, skew correction, line extraction, slopgaction, slant correction and size
normalization.

Note that IAMDB and ODEC corpora are provided at sentenogl |eo the skew correc-
tion and line extraction operations will only be appliedra CS corpora.

Background removal and noise reduction

It is quite common in handwritten documents to suffer frongrdelation problems. These
problems are factors that impede (in many cases may dighklé&gibility of the documents.
Therefore, appropriate filtering methods should be dewsldp order to remove noise and
improve their quality and do the documents more legible. hifvithis framework, noise is
considered anything that is irrelevant for the textual infation (i.e, the foreground) of the
document image.

In this work, background removal and noise reduction aréopmed by applying a 2-
dimensional median filter [KS06] on the entire image and suing the result from the
original image. Then, a grey-level normalization to inae#he foreground/background im-
age contrast is applied (see Figure 3.2).

Skew correction

The skew is a distortion introduced during the document sicgnprocess. It is understood
as the angle of the document paper with respect to the scaoostinates system. So, skew
correction must be carried out on each whole document imagaligning their text lines
with the horizontal direction. This process makes it eagyfdiocess of line and paragraph
extraction. The skew correction is carried out by searclfdnghe angle which maximizes
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Figure 3.2: Background removal, noise reduction and skew correction example: a
original image; b) skew correction, background removal, noiseatashs and increase
of contrast.

the variance of the horizontal projection profile and theplypg a rotation operation with
this angle [iGO7].

Some authors often refer to this misframing as skew [AF00,. 03, other authors define
skew as the angle between the horizontal direction and tketatin of the line on which the
writer aligns the words, what is called slope in this work [MB Vin02, MMS99], and some
authors use it interchangeably to refer to the misframintp@fentire page, and for the wrong
alignment of the words with the horizontal direction.

Figure 3.2 (right) illustrates a page image after backgdotemoval, noise reduction,
increase of contrast and skew correction.

Line extraction

The next step consists in dividing the page image into sépéne images. The method used
is based on the horizontal projection profile of the inputgealocal minima in this projec-
tion are considered as potential cut-points located betweasecutive text lines. When the
minimum values are greater than zero, no clear separatmosible. This problem has been
solved using a method based on connected components [MBO1].

Figure 3.3 (right) shows the resulting line images extrdtem the highlighted region
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Figure 3.3: Line extraction example: Left) Image with cutting lines; Right) separated
line images from the highlighted region.

in the page image of the left after applying the method aboestioned. In Figure 3.4 (top)
we can see in more detail one of the resulting line images.

Slope correction

The slope is the angle between the direction of the line orclvtiie writer aligned the words
on a text line and the horizontal direction. The slope cdiveqrocesses an original image
to put the text line into horizontal position by applying dation operation with the same
slope angle, but in the opposite direction. As each word dtiward segment in the text line
may have a different slope angle, the original image is @tithto segments surrounded by
wide blank spaces and slope correction is applied to eachesgigseparately. This is not to
obtain a segmentation of the text line into words an it is restassary for each segment to
contain exactly one word.

This division is usually based on more or less sophistichgdistics. A minimum size
of blank space is used to define segments of words. In this,wor#efine this minimum
blank space a vertical projection of the image is carried ant the average size of all the
spaces is computed. All space of the projection for whiclttag level is below a threshold
will be considered blank space.

To obtain the angle we use a method based on horizontal fimojecvery similar to the
method used on the skew correction operation [iGO7, TIK+04]
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Figure 3.4: Slant and size normalization example: Top) A separated line image; Mid-
dle) Slant correction; Bottom) Size normalization.

Slant correction

Slant correction shears the isolated line image horizyntalbring the writing in an upright
position. The slant angle is determined using a method baseertical projection profile
(see [PTV04, PTRV06]). The method is based on the observétiat the columns distri-
bution of the vertical projection profile presents a maximuamiance for the non slanted
text. Figure 3.4 (middle) shows an example of an image afiplying the slant correction
operation.

Size normalization

The purpose of the this preprocessing operation is to maksystem invariant to character
size and to reduce the areas of background pixels which reameihe image because of the
ascenders and descenders of some letters. Since each wgrdyp of words) of the main
body can have a different height, the original image is didithto segments surrounded by
wide blank spaces in the same way that it is explained on fbpéscorrection”. Then, upper
and lower lines of each segment are computed. For this peypies algorithm “Run-Length
Smoothing Algorithm” (RLSA) [KYWW82] is applied and upper atalver contours for
each segment are detected. Then, eigenvector line fittigugitim [DH73] is applied to the
contour points to compute upper and lower baselines. Thess $eparate the whole main
text body from the zones including ascenders and descenders

In order to obtain an uniform text line, i.e. where all thedggments have the same height,
it is necessary to set the same normalization height fohalhtain body segments. To this
end, we compute the average of the size of the main body dfeadlédgments and linearly scale
the main body heights of each segment to this value. Findlyascenders and descenders
are linearly scaled in height to a size determined as an @malhyr chosen percentage of
the new main body vertical size (30% for ascenders and 15%dscenders). Since these
zones are often huge blank areas, this scaling operatiothéasfect of filtering out most of
the uninformative image background. It also accounts ferléinge height variability of the
ascenders and descenders as compared with that of the xidiody [RPTV06].

The image on the bottom of the Figure 3.4 shows this last stéei preprocessing mod-
ule.
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3.2.2 Feature extraction

Our HTR system is based on Hidden Markov Models (HMMs), sdhgaeprocessed text
line image has to be represented as a sequence of featuoesveBeveral approaches have
been proposed to obtain this kind of sequences [BSM99, MBRKRO0O]. The approach
used in this work follows the ideas described in [BSM99].

First, given a text line image of,. x n. pixels, a grid is applied to divide the text line
image intoN x M squared cellsN is chosen empirically and/ = p"c ,i.e. M is choose
so thatM /N is proportional to the original normalized line image astpano [TIK+04]. p
is the factor of proportionality and its value is chosen emplly. Each cell is characterized
by the following features:

1. Normalized gray level
2. Horizontal gray level derivative
3. Vertical gray level derivative

The normalized gray level provides information about tlaeérdensity on the analysed cell.
On the other hand, the derivatives give information abowt tios density varies along dif-
ferent directions.

To obtain smoothed values of these features, feature ¢ntnds not restricted to the cell
under analysis, but extended t@ & s cells window, centered at the current cell. The values
of r ands are chosen empirically.

To compute the normalized gray level, the analysis windosmsothed by convolution
with a 2-d Gaussian filter. So, the gray level of each pixetc#d by the Gaussian, on an
analysis window withh x m pixels, is computed as:

)

Finally, the gray level for the cell under analysis is congouas the average of the gray level
from the pixels on the window:

i g I yg)
nm

The horizontal derivative is calculated as the slope ofitiewnhich best fits the horizontal
function of column-average gray level. The fitting criteris the sum of squared errors
weighted by a 1-d Gaussian filter which enhances the role mfalepixels of the window
under analysis. The vertical derivative is computed in dlaimvay. The average grey level
for each column is computed as:

I'(z,y) = I(x,y) exp [—

> i I(@iyy))
n

Linear regression is applied in order to determine thegttdine ax = b which distance/
to the pointgx;, g(x;)) is minimum:

g(z;) =

J = Zwt z;) — (az; +b))?
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wherew; is a Gaussian filter function for the position:

el 4

the computed value of the paramete(straight line slope) is the horizontal derivative value
for the cell under analysis:

_ (T wig(@)) i wims) — (05 wi) (37 wig(wi)wi)

Columns of cells (also callefdlameg are processed from left to right and a feature vector
is constructed for eadiiameby stacking the three features computed in its constitueltd.c
Hence, at the end of this process, a sequendd §fV x 3}-dimensional feature vectors\{
normalized gray-level components aidhorizontal and vertical derivatives components) is
obtained. This process is similar to that followed in [BSN9% Figure 3.5 an example of
the feature vectors sequence for a fraction of a separadntiage is shown graphically.

Figure 3.5: Example of the feature vectors sequence for a portion of a separated lin
image.

3.2.3 Recognition
Probabilistic Framework

As explained before, a handwritten sentence image can beseted by a sequence of any
number) of feature vectors of dimensiaN x 3, X = (z1 o2 ... 75r) z; € RV 3. There-
fore, the traditional handwritten text recognition prahlean be formulated as the problem
of finding the most likely word sequence, = (w; wy ... wy), for the given handwritten
sentence image represented by the feature vector segxience

W = argmaxPr(w|x) (3.1)
w

48 VRG-DSIC-UPV



3.2. Off-line Handwritten Text Recognition

Using the Bayes' rule:

W= ar maXPr(x|W) Pr(w)
—ang Pr(x)

Since,Pr(x) is the same for any likely word sequeneethe probabilityPr(w|x) is decom-
posed into two probabilities as shown in equation (3E)x|w) andPr(w), representing
morphological-lexical knowledge and syntactic knowledgspectively:

(3.2)

W = argmaxPr(x|w) Pr(w) ~ argmaxP (x|w)P(w) (3.3)

Pr(x|w) is typically approximated by concatenated character nspdsblially Hidden Markov
Models [Jel98, Rab89], anbr(w) is approximated by a word language model, usualy
grams [Jel98].

In practice, the simple multiplication d?(x|w) and P(w) needs to be modified in order
to balance the absolute values of both probabilities. Thetmmoemmon modification is to
use a language weight (Grammar Scale Factor, GSF), which weights the influencéef t
language model on the recognition result, and an insergolpy G (Word Insertion Penalty,
WIP), which helps to control the word insertion rate of theogatizer [OTI98]. In addition,
we are going to use log-probabilities to avoid the numerarfiow problems that can appear
using probabilities. So, the problem consists on findingitbed sequence that maximizes
the scorep(w):

o(wW) = log P(X|W) + « log P(W) + (3 (3.4)

wherel is the word length of the sequenae Now, Equation (3.3) can be rewritten as:

W = argmaxlog P(X|w) + « log P(w) + 3 (3.5)
w
wherea and/3 are optimized for all the training sentences of the corpus.

Character, Word and Language Modelling

HMMs have received significant attention in handwritingaguaition during the last few
years. As in speech recognizers for acoustic data [aBHBBMSs are used to estimate the
probability for a sequence of feature vectors represerdimgindwritten text image. Sen-
tences models are built by concatenation of word modelstwtliicturn, are often obtained
by concatenation of continuous HMMs for individual chaeast

Basically, each character HMM is a stochastic finite-staeic that models the suc-
cession, along the horizontal axis, of feature vectors whie extracted from instances of
this character (see Section 1.4.1 for a formal definition bf\). Each HMM state gener-
ates feature vectors following an adequate parametricaibistic law; typically, a Gaussian
Mixture.

The required number of Gaussians in the mixture dependsgalith many other fac-
tors, on the vertical variability typically associated vitach state. On the other hand, the
adequate number of states to model a certain characteraeparthe underlying horizontal
variability. For instance, to ideally model a capital “H"atacter, only three states might be
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enough (one to model the first vertical bar, other for thezwnal line, and finally the other
for the last vertical bar). Note that the possible or optidslank space that may appear be-
tween characters should be also modelled by each charatielr. ihe number of states and
Gaussians define the total amount of parameters to be estimaéherefore, these numbers
need to be empirically tuned to optimize the overall perfance for the given amount of
training vectors available.

Taking this into account, the HMMs have two implicit stoctieed process: one of them
describes the different parts that conform the object @ttar) and the other the variability of
these parts. For HTR it is adequate to use left-to-right HM3fspropriate to the horizontal
direction of extraction process of feature vector sequelmcinis models a transition between
two statesy;, g; € @ from the HMM, itis only possible iff > 4. Figure 3.6 shows an example
of how a HMM models two feature vector subsequences correlpg to the character “a”.

- «f

L | b
wlllf i r ™ B
J e - -l-.‘# 2"y ‘l-’l

{5 A
0.3| |0,2|| 01||0.2

0.7 0.8 0.9 0.8 0.8

Figure 3.6: Example of 5-states HMM modelling (feature vectors sequences of) in-
stances of the character “a” within the Spanish word “Castilla”. The stateshared
among all instances of characters of the same class.

Once an HMM topology (number of states and structure) has bdepted, the model
parameters can be easily trained from images of continydwsidwritten text (without any
kind of segmentation) accompanied by the transcriptiome$é images into the correspond-
ing sequence of characters. This training process is daprieusing a well known instance
of the EM algorithm called forward backward or Baum-Welckg$Section 1.4.1).

The concatenation of characters to form words is modellegilmple lexical models.
Each word is modelled by a stochastic finite-state automatunoh represents all possible
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concatenations of individual characters that may complesevbrd. This automaton takes
into account optional character capitalizations. By endegl the character HMMs into
the edges of this automaton)exical HMM is obtained. These HMMs estimate the word-
conditional probabilityP(x|w) of Equation (3.3). An example of automaton for the word
“the” is shown in Figure 3.7

t h

Figure 3.7: Automaton for the lexicon entry “the”.

Finally, the concatenation of words into text lines or sen&s is modelled by an-
gramlanguage modelith Kneser-Ney back-off smoothing [Kat87, KN95], whickas the
previousn — 1 words to predict the next one; that is,

N
Pr(w) ~ [ [ Plwilw,=).,) (3.6)

i=1

N-gram models estimate the probabillRy(w) in Equation (3.3). A simple example of LM
is shown in Figure 3.8

interesting

Figure 3.8: A simple language model.

Once all thecharacter word andlanguagemodels are available, recognition of new test
sentences can be performed. Thanks to the homogeneoussfatite(FS) nature of all these
models, they can be easilytegratedinto a singleglobal FS model by replacing each word
character of the n-gram model by the corresponding HMM. HBaech for decoding the input
feature vectors sequenganto the output words sequendg is performed over this global
model. This search is optimally done by using the Viterbioalhm [Jel98]. This algo-
rithm can be easily adapted also for the search requirecei€fT Tl interactive framework
explained in Chapter 4.

All the above mentioned things have been made at word leva@keder, it can be similar
done at character level by replacimgwhit ¢ at the Equation (3.4). So, now the problem can
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be formulated as the problem of finding the most likely chemasequence , for the given
feature vector sequenge

¢ = argmaxPr(x|c) Pr(c) ~ argmaxP(x|c) P(c) (3.7)

Pr(x|c) can be modelled by Hidden Markov Models dndc) is approximated by.-grams.

In this case, the language model will model the way in whiehdharacters can be concate-
nated into text lines or sentences. On the other hand, timlexodel will be describing the
different characters that can be recognized during thegrétion process.

3.2.4 Experimental Framework

The experimental framework adopted to assess the effaetgnf the HTR system presented
here is described in the following subsections. These stibss include some details of the
different corpora, the performance measures used and dputestof the values used for the
different parameters tested on the experiments.

Corpora

Experiments have been carried out using the three diffef@tine corpora explained in the
Chapter 2.

To train the character HMMs of the different corpora, we ¢desall the elements ap-
pearing in each handwritten text image of the training sethsas lowercase and uppercase
letters, symbols, abbreviations, spacing between wordscharacters, crossed-words, etc.
However, to train the:-gram models we imposed certain usual/useful restrictiotended
to simplify the experiments and additionally allowing theémbe fully reproducible. This
restrictions consist in converting uppercase charactlemtercase and eliminating the punc-
tuation signs. On CS and ODEC corpora only the text corredipgrto the training partition
has been used to train thegrams. However, the extra words that appear on the tedtipart
are added to thé-gram. In this way, we are working with closed vocabularyeTiumber
of words of the test partition that do not appear on the trairifion is represented in the
column OQV of the tables that summarize the corpora dataeiCtiapter 2.

For the IAM Dataset the training of the-grams is not restricted only to the text tran-
scription of the train sentences, but the full LOB, Brown aNellington text corpora have
been used after removing the test sentences.

Assessment Measures

Two different measures have been used to asses the qualitye afanscriptions obtained
with the HTR system. These measures are the well known wood ete (WER) and the
character error rate (CER).

The WER counts the number of different words between thedrgrigon proposed by the
system and the reference transcription. This measure lessused to assess the accuracy of
automatic speech recognition (ASR) systems. The computafithis measure is not trivial,
because the hypotheses length can be different from therefelength. Therefore, the WER
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is defined by means of an alignment between the two word seqgaerin this alignment 4
different situations can occur:

e correct word: the reference word coincides with the aligned hypothesisiwo
e substitution: the reference word is aligned with a different word from tlypdthesis.

e insertion: a word has been inserted in the hypothesis that can not breedligith any
word from the reference.

e deletion: a reference word does not appear in the hypothesis.

The optimal alignment is defined as the alignment that minésithel evenshteirdis-
tance [SK83]; i.e., the minimum number of insertions, detet and substitutions between
the two word sequences. This value can be obtained usingrdgqeogramming. WER can
be defined as the minimum number of words that need to be githstjdeleted or inserted to
convert a sentence recognized by the system into the conmdsyy reference transcription,
divided by the total number of words in the reference trapson:

N; + N, + Ny
N, + Ns+ N,

whereN; is the number of insertiongy, is the number of substitutiondj, is the number of
deletions andV,. is the number of correct words.
Note, that if the number of insertion is too high, the WER camgteater than 100%.
The definition of the CER is analogous to the previous one shbstituting words by
characters.

WER =100 -

Parameters

There are some basic parameters that need to be adjustesigo de accurate recognizer
with our approach. They are:

e N is the vertical number of cells in which the image is divided.

p is the factor of proportionality to the original normaliziak image aspect ratio. This
value is used to compute the number of horizontal cells irctvkiie image is divided
(M) computed asM = pZ je. M.

r x s is the size of the analysis window used during the featunaetibn process.

Ny is the number of states for each character HMM.

Ng is the number of Gaussian densities used in each state of\ié. H

« is the grammar scale factor (GSF)

e [ is the word insertion penalty (WIP)

VRG-DSIC-UPV 53



Chapter 3. Handwritten Text Recognition

Automatic determination of optimal values for these paranseis not an easy task. In
particular, it is difficult to determine independent, opginvalues of Ng and N for each
character HMM. For simplicity, we decided to use the sameeaslof Ng and Ng for all
HMMs. The best parameter values were empirically tuned doheask.

Feature extraction was applied to the preprocessed dambmsbtain a sequence bf
(3N)-dimensional feature vectors for each handwritten imagediscussed in Section 3.2.3,
left to right continuous density HMMs a¥ s states andv; Gaussian densities per state were
used for character modelling. Each HMM has only two traasegiper state (one at the same
state and the other one to the next state). In addition, cialyothal covariance matrix for
each Gaussian on the mixture were used. These HMMs weredr#inough four iterations
of the Baum-Welch algorithm. This algorithm was initializby a linear segmentation of
each training image into a number of equal-length segmemtso(ding to the number of
characters in the orthographic transcription of the sexaen For each test sentence, the
Viterbi algorithm was performed on the integrated finitatstnetwork to obtain the desired
recognized transcription.

Another parameter that must be adjusted is the order af-dpam language model. Here,
we have carried out experiments using language models at lexl and at character level.
Taking into account previous results we decided to test theel\anguage model using bi-
grams. However, to test the language model at charactdrdeders ranging from 2 to 9
were used.

3.2.5 Results
Results with word language models

We have carried out experiments with the different off-lowepora presented at Chapter 2.
First we can see the results obtained with the corpora C8ateador.

Figure 3.9 shows the HTR WER(%) obtained for the corpora €&stlivador in its page
partition as a function of the number of states per HMMs(= 6,8,10,12,14) and for
different values of the paramet&f = 16, 20, 24, fixing p = 2 (left) andp = 3 (right). The
size of the analysis windows used heréis 5, that is the size that has provided the best
result. On the appendix B the complete set of experimentgedaout is shown.

The best WER30.5%, has been obtained usifdg = 20, Ng = 12 andp = 3. From now
on, we are going to use this baseline to continue lookingHfertest value of the parameters
Ng, aandg. The tested values of this parameters a&¥g: = 32,64, 128; o = 60, 70, 80, 90
and 3 = —140,—-160,—180. On Figure 3.10 we can see the evolution of WER for an
increasing value of the parameterand different values of the parametgrfixing N¢g to
32. The results forNg = 64 and 128 are shown on Appendix B. The best resak,5%
is obtained for = 90 and = —140. This result will be the baseline of the experiments
carried out on the next chapters.

For the CS corpora on its book partition we assume that thevblges of the parameters
for the feature extraction module are the same previousigdwn the CS corpora for its
page partition. It is because we are using the same corpanaevér, the bi-gram language
model trained in this case will be different to the bi-gramiried on the page partition. So,
we need to tune the parametersand 5 for this partition. On Figure 3.11 we can see the
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CS-PAGE / p=2 CS-PAGE / p=3
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Figure 3.9: WER (%) for varying number of states per HMM and different values of
the parameteN. p = 2 has been used on the left graph, ang 3 on the right. In both
casesr x s = 9 x 5 has been used.
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Figure 3.10: WER for different values of the parameterand different values of the
parameterg on the page partition of the CS corpora.

WER obtained as a function of the parameteaind for different values of the parameter
The best result33.5% is obtained for the values = 80 and3 = —160. This value will be
used as baseline for the experiments carried out on the hagters. Additional experiments
can be seen on Appendix B.
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Figure 3.11: WER for different values of the parameterand different values of the
parameters on the book partition of the CS corpora.

The results obtained with the CS corpora in its page pantiiee better than the results
obtained in the book partition. It is mainly due to the fadittthe test text line samples of
the page partition were extracted from the same pages thataming text line samples.
However, book partition better approaches a realisticsteption process as was explained
in Section 2.2.

Similar experiments have been carried out with the otherderpora, where the tested
values of the parameters of the feature extraction modwle been the same for both ODEC
and IAMDB corpora. The tested values for the paraméfeare: 16, 20 and 24, angd= 1
and 2. The different tested values for the analysis windoes3ax 3,3 x 5, 5% 3,5x5,5x%9,

9 x 5 and9 x 9. Finally the number of states areNg = 4,6,8. Tables 3.1 and 3.2 show
the HTR WER(%) obtained for the ODEC and IAMDB corpora respebt for the different
values of the parameterés and N, beingp = 1, r x s = 5 x 3 on the ODEC corpora and
5 x 5 on the IAMDB corpora. The rest of the experiments are showAmpendix B.

Table 3.1: WER of the basic off-line HTR system for different values of the patanse
Ns and N, fixing p = 1 andr x s = 5 x 3 on the ODEC corpora. All results are

percentages.
N
Ns| 16 20 24
4 275 33.7 456
6 |23.2 241 293
8 |41.4 26.6 25.3

The values of the parameters that obtain the best resultldesia.1 and 3.2 are fixed on
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Table 3.2: WER of the basic off-line HTR system for different values of the paranse
Ns and N, fixing p = 1 andr x s = 5 x 5 on the IAMDB corpora. All results are

percentages.
N
Ns| 16 20 24
4 [ 353 342 406
6 | 29.4 253 265
8 |41.0 259 2598

the experiments to look for the bedt;, o and3. On Figures 3.12 and 3.13 we can see the
obtained WER for ODEC and IAMDB as a function of the Grammai&Eactor,, and for
different values of the Word Insertion Penalfy, The values of the parameters used on the
ODEC corpora to obtain the best res@20%) are: N = 16,p=1,r x s =5x%x 3, Ng = 6,

Ng = 32, a« = 20 andg = —10. For the IAMDB, the best result (25.3%) is obtained using
N=20,p=1,rxs=5x5,Ng =6, Ng =64, =40 ands = 0.

ODEC

36
34
32
30 ¢
28
26 |
24
22

WER (%)

10 20 40 60
Grammar Scale Factor (o)

Figure 3.12: WER for different values of the parameterand different values of the
parameterg on the ODEC corpora.

Note that the best WER obtained for IAMDB (25.3%) is compagaliith state-of-the
art results published for this data-set. Specifically in B08], similar results are reported
using a system based also on HMMs andrams, but with a completely different feature
extraction approach.

Table 3.3 summarized the best results obtained with therdiiit corpora studied in this
section.
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Figure 3.13: WER for different values of the parameterand different values of the
parameterg on IAMDB corpora.

Table 3.3: WER of the basic off-line HTR system for different corpora. All resalts
percentages.

CS-page| CS-book | ODEC | IAMDB
28.5 335 22.9 25.3

Results with character language models

To carry out the experiments with character language mogelbave used the HMMs that
best results have obtained in the previous section. Therpdhameters: and s have been
tuned for eacl-gram order. Table 3.4 shows the best results (at charaster CER) ob-
tained for eacm-gram order after tuning the and. The column WLM (Word Language
Model) is the CER obtained with the best parameters valueg adanguage model at word
level, that correspond with the best values obtained posiyo

Table 3.5 is analogous to the Table 3.4. However, in this dasehown results are at
word level, i.e the best WER% obtained using character lagguaodels for each-gram
order after tuning ther andg is shown.

We can see on the results that using word language modelshettdsr than using lan-
guage models at character level. It is due to the fact thaivtird language model provide
better information about how characters and words must heatenated to obtain correct
sentences.
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Table 3.4: CER obtained with different.-grams at character level. All results are
percentages.

Corpora n-gram order WLM
2 3 4 5 6 7 8 9
ODEC 317 26.6 22.6 21.421.4 21.7 21.8 22.1 12.8
IAM-sentences 37.4 32.0 27.6 25.224.3 245 24.6 24.6 14.8
CS-page [33.1 29.6 27.2 25.7 25.7255 25.6 25.6| 15.4
CS-book |29.7 26,5 24.3 23.7 23.823.8 23.9 23.9 18.2

Table 3.5: WER obtained with differenti-grams at character level. All results are
percentages.

Corpora n-gram order WLM
2 3 4 5 6 7 8 9
ODEC 64.4 60.9 49.8 46.7 46.746.6 46.9 47.6| 22.9
IAM-sentences 85.6 68.6 55.6 47.846.2 46.3 46.9 46.9 25.3
CS-page |72.8 63.0 51.1 50.8 51.060.9 51.0 51.1] 28.5
CS-book |67.7 59.3 51.7 49.6 49.849.6 49.9 50.2] 33.5

3.2.6 Summary and Conclusions

In this section, an off-line HTR system based on Hidden MatWodels and:-grams is pre-
sented. The HMM developed has a hierarchical structure ehiginacter models at the lowest
level. These models are concatenated into words and intéevlemtences. To incorporate
linguistic information using:-grams, two different approaches have been studied hee. Th
first one usesi-grams at word level, whereas on the second onentigeams are used at
character level. From the results, we can conclude thagusigrams at word level provide
better information and so, the results are better. The bdaiesults can be considered as a
baseline in the Computer Assisted Transcription of Textgesa(CATTI) system and in the
Multimodal CATTI (MM-CATTI) system that we are going to styith the next chapters.

3.3 On-line Handwritten Text Recognition

The on-line HTR system presented in this section, is useHignvtork to intend to decode
the feedback touchscreen data for multimodal text coweain the MM-CATTI system; i.e.
to recognize the pen strokes (words) written by the userdoessive CATTI interactions in
order to correct or replace the errors produced by the mé#ine HTR decoder. In general,
touchscreen data consists of a series of pen-positigng; ), sampled at regular time instants
t =1,2,.... Each sample of thistfajectory’ can be accompanied by information about the
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pen pressure, or at least by one bit indicating whether theéspactually touching the screen
or not. In this work no pressure information is used. The epiwal architecture adopted for
the on-line HTR system is analogous to that used in the o&HTR system, with exception
of the preprocessing and feature extraction modules, wdnetexplained hereafter.

3.3.1 Preprocessing

An overview of preprocessing techniques for on-line HTR barseen in [HZKO07]. In this
work, the preprocessing of each trajectory involves onlyg simple steps: repeated points
elimination and noise reduction.

Repeated points elimination: Repeated points appear in a trajectory when the pen remains
down and motionless for some time. These uninformative degarivially removed, along
with the points marked agpén-up.

Noise reduction: Noise in pen strokes is due to erratic hand motion and inacguof
the digitalization process. To reduce this kind of noisejnapke smoothing technique is
used which replaces every poifit;,y;) in the trajectory by the mean value of its neigh-
bours [JMRWO1].

Note that the temporal order of the data points is presetueaigthout these preprocess-
ing steps.

3.3.2 Feature Extraction

Each preprocessed trajectory is transformed into a newdsahpequence of 6-dimensional
real-valued feature vectors [TPV07, MAEO5]. The coordinatis not used as a feature
because of range for different instances of the same character, cgngraatly depending
on the position of the character into a word. The six feataoesputed for each sample point
are:

Normalized Vertical Position ,: the coordinate pairs of each trajectory point are linearly
scaled and translated to obtain ngwvalues in the rang€, 100], preserving the original
aspect-ratio of the trajectory.

Normalized First Derivatives: z; andy; are calculated using the method given in [YOO+97]:

Amy Ayy
o = Tt TU (3.8)
VIl VIl

where,

Az = Zl (Teqi —we—) Ay = Zl Wi —ye—) VI =y Az® + Ay,
i=1 i=1

andr defines a window of siz2r + 1 which determines the neighbour points involved in the
computation. Setting = 2 has provided satisfactory results in this work.
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It is worth noting that the normalization of derivatives pgA|| implicitly entails an ef-
fective writing speed normalizatianIn our experiments, this has proved to lead to better
results than using explicit speed normalization preprsicgstechniques such &sce seg-
mentation based on resampling the trajectory at equal-length (rdkttae equal time) inter-
vals [PTV05, VLOKO1].

Second derivatives: z; andy,, are computed in the same way as the first derivatives, but
usingz; andy; instead ofr; andy;.

Curvature: ki, is the inverse of the local radius of the trajectory in eagimp It is calcu-
lated as: . Y
[ i (3.9)

3/2
(9322 - yéz)

Although this feature is an explicit combination of the poas features, it has lead to slightly
but consistently improved results in our experiments.

3.3.3 Recognition

Modelling and search for on-line recognition follows almtiee same schemes used in off-
line recognition, described in Section 3.2.3.

As in the off-line case, we use left-to-right continuous signcharacter HMMs with
a mixture of Gaussian densities assigned to each state. udownastead of using a fixed
number of states for all HMMs, in this case it is variable facle character class. The number
of statesVg.. chosen for each HMM character clas was computed a&'s. = I../ f, where
l. is the average length of the sequences of feature vectaldasminM,., andf is a design
parameter measuring the average number of feature vectmelled per statesfate load
factor). This rule of setting upVs. tries to balance modelling effort across states. On the
other hand, lexical modelling is carried out in exactly thene way as in the off-line HTR
case.

Language modelling and search are simpler in this case becaa we will see in Sec-
tion 5.4, we restrict our MM-CATTI study to single whole-vebtouchscreen corrections.
That is, the language models used in the MM-CATTI search afityv one word per user-
interaction.

3.3.4 Experimental Framework

On this section the experimental framework adopted to askesccuracy of the HTR system
presented in this section is described. The corpus usedeoexiberiments, the assessment
measures and the parameters to test are defined.

Corpora

The experiments carried out in order to test the effectigera the on-line HTR system
studied here use the on-line UNIPEN corpus presented in ¢ic6d® 2.5. As previously

VRG-DSIC-UPV 61



Chapter 3. Handwritten Text Recognition

discussed, the on-line handwritten words needed to assegsetformance of the on-line
HTR feedback subsystem used on the MM-CATTI system (seet€hapwere generated by
concatenating random character instances from three UNIBegories: digits, lowercase
letters and symbols.

In order to tune the parameters of the 68 on-line characteMdMeeded, experiments
were carried out on each of the 1a, 1c and 1d UNIPEN categpagstioned into the training
and test sets shown in the Table 2.6.

Assessment Measures

Since only single-character classification is considetteel conventional classification error
rate (ER) will be used to assess the accuracy of the on-lirie ${/6tem. The ER is computed
by comparing the character proposed by the system with fhesrece character, computing
the percentage of characters misclassified.

Parameters

Two parameters must been adjusted in order to design anadeaecognizer. These param-
eters are the number of Gaussian densities andttte load factor(f) that measures the
average number of feature vectors modelled per state.

3.3.5 Results

Different experiments have been carried out to assess #dséflity and potential of the on-
line HTR system presented here.

All the samples were preprocessed using the preprocessihfpature extraction meth-
ods outlined in Sections 3.3.1 and 3.3.2. In order to tungodrameters of thé8 on-line
character HMMs needed, experiments were carried out on efthe 1a, 1c and1d
UNIPEN categories, partitioned into the training and tess shown in the Table 2.6. In this
case 16 (diagonal) Gaussian densities were found to be aldtimthe HMM state mixtures.
On the other hand, th&tate load factor( f) was tuned through isolated character classifica-
tion experiments, with best results obtained foe 10. The classification error rates (ER)
obtained for digits, letters and symbols weér&%, 5.9% and21.8%, respectively. These re-
sults are comparable with those of the state-of-the-aginét for this dataset. For example
in [AKVGPO04] classification error rates (ER) 5% and6% are reported for isolated digits
and letters, respectively, by using Support Vector Machihereover in [PLG01], employing
neural networks, ER 8% and14% for digits and letters are presented. Finally in [Rat03],
an online scanning n-tuple classifier system is used fosiflasg isolated digits, letters and
symbols, obtaining in this case ER bfi%, 7.6% and20.4% respectively.

3.3.6 Summary and Conclusions

Here, the on-line feedback HTR system that we are going tarugees MM-CATTI is pre-
sented. In the same way that the off-line HTR system predent8ection 3.2, this system is
based on Hidden Markov Models andgrams. The parameters values defined here will be
used to train the HMMs on the Chapter 5.
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CHAPTER

L Computer Assisted Transcription of Handwritten
Text Images

4.1 Introduction

In this chapter the application of the IPR framework outlirie Section 1.3 about the tran-
scription of handwritten documents is discussed. Thisiegipbn is calledComputer Assisted
Transcription of Text Imagg€ATTI) [TRPV09, TRRV07, RTRV07] and, rather than full au-
tomation, aims at assisting the humans in the proper retiogftranscription process; that
is, facilitating and speeding up their task of transcriptid handwritten texts. The new inter-
active, on-line framework, combines the efficiency of theaatic handwriting recognition
system with the accuracy of the human transcriptor, integgahe human activity into the
recognition process and taking advantage of the user'véetd

Figure 4.1 shows a schematic view of these ideas. Note HB&ZATTI system presented
follows the same architecture used on the Chapter 3, cordpi$eur modules: preprocess-
ing, feature extraction, training and recognition. Themdifference is that the recognition
module used here must be adapted to cope with the user féedNaw, by observing the
handwritten text image and the transcription hypothesisttie system derives from the im-
age, the human transcriptor must provide some feedbaclkhwhay interactively help the
system to refine or to improve its hypothesis until it is fipa@tcepted.

Note that the user provides feedbackin only to the recagmitiodule. However, a more
general user interaction approach would not necessarilgdigcted only to this module. The
user could interact directly with the preprocessing moduterder to correct segmentation or
preprocessing errors that the system take into accountmira the recognition accuracy.
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Handwritten text

ACQUISITION AND

PREPROCESSING Transcriptions of
Handwritten text Text corpora
Normalized Handwritten text
l —
TRAINING
FEATURE
EXTRACTION
l HMM Training LM Training
Feature vector sequences
R
Character HMMs LM and lexical models
Feedback RECOGNITION
USER -
3
ASCII text

Figure 4.1: Overview of the CATTI system.

In this work, the detection and segmentation of text linesfeach page has been carried out
in a semi-supervised way, and we assume that it is error-free

The process starts when the HTR system proposes a full tiptign § of a feature vector
sequence, extracted from a handwritten text image (see Section 3T2en, the human
transcriptor (hamed user from now on) reads this transoripintil he or she finds a mistake;
i.e, he or she validates a prefiX of the transcription which is error-free. Now, the user
can enter a wordy, to correct the erroneous text that follows the validateefipr This
action produces a new prefix (the previously validated prefip’, plus the amendments
introduced by the user). Then, the system takes into account the new prefix to stigges
suitable continuation to this prefix (i.e., a ngythereby starting a new cycle. This process
is repeated until a correct, full transcriptidnof x is accepted by the user.

An example of this process is shown in Figure 4.2. It is woiting in this example that
non-interactive post-editing would have required the tseorrectfive errors from the orig-
inal recognized hypothesis whereas, with the interacealback, onlywo user-corrections
(the italic and underlined text in the final transcriptibpare necessary to get the final error-
free transcription.

Next, the formal framework of CATTI will be explained on Sects 4.2, 4.3 and 4.4
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X 4/13/////4;1/ 22 20 20 e see ity vo pren don
7 R
INTER-O p
S=w antiguos cuidadores que en el Castillo sus Illamadas
p’ antiguos
INTER-1 v ciudadanos
p antiguos ciudadanos
S gque en el Castillo sus Illamadas
p’ antiguos ciudadanos que en
INTER-2 v Castilla
p antiguos ciudadanos gque en Castilla
S se llamaban
FINAL v #
p=T antiguos ciudadanos que en Cadilla se llamaban

Figure 4.2: Example of CATTI interaction to transcribe an image of the Spanish sen-
tence“antiguos ciudadanos que en Castilla se llamabanfnitially the prefix p is
empty, and the system proposes a complete transcription of the input imagex. In
each interaction step the user reads this transcription, accepting agrefik. Then,

he or she types in some word, to correct the erroneous text that follows the validated
prefix, thereby generating a new prefiXthe accepted ong plus the wordv added by
the user). At this point, the system suggests a suitable continatiahis prefixp and
this process is repeated until a complete and correct transcription ofpthesignal is
reached. In the final transcriptioR, the underlined italic words are the words typed by
the user. In this example the estimated post-editing effort (WER) is 5/7 ) AdiPtle

the corresponding interactive estimate (WSR) is 2/7 (29%). This resultséatamated
effort reduction (EER) of 59% (see Section 4.7.1 for definitions of RVB/SR and
EER).

and some modifications to make the system more ergonomicremdifier to the user will
be explained on Sections 4.5 and 4.6. Then, some experirasntshown on Section 4.7.
Finally, the conclusions are drawn in Section 4.9

4.2 Formal Framework

Formally, the CATTI framework can be seen as an instantiatibthe problem formulated
in Equation (1.2) where, in addition to the given imagea user-validateghrefix p of the
transcription is available. This prefix, which correspotwithe feedback in Equation (1.2),
contains information from the previous system'’s predittus user’s actions, in the form of
amendment keystrokes. The HTR system should try to comthietgrefix by searching for
the most Iikelysuffixé(iz in Equation (1.2)), according to:

§=argmaxPr(s| x,p) = argmaxPr(x | p,s) - Pr(s| p) ~ argmaxP(x | p,s) - P(s| p)
s S S
(4.1)

Equation (4.1) is very similar to (3.3), being the concatenation g ands. As in Sec-
tion 3.2.3,P(x | p,s) can be approximated by HMMs arfé(s | p) by ann-gram model
conditioned byp. The main difference is that nogvis given. Therefore, the search must be
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performed over all possible suffixe®f p and the language model probabili}(s|p) must
account for the words that can be written after the prefix

In order to solve Equation (4.1), the signatan be considered split into two fragments,
x? andx{)‘il, whereM is the length oi. By further considering the boundary poinas a
hidden variable in Equation (4.1), we can write:

§~ argmax Z P(x,b|p,s)- P(s|p)
S 1<b<M

—argmax > P(x},x%, [ p,S)- P(s|p) (4.2)
S 1<b<M

We can now make the naive (but realistic) assumption xhatoes not depend on the
suffix andx}? ; does not depend on the prefix, to rewrite Equation (4.2) as:

s~argmax > P(x} [p)- P(x%, |S)- P(s|p) (4.3)
S 1M
Finally, the sum over all the possible segmentations carppeoaimated by the dominating
term, leading to:

§ ~ argmax P(xt . P(xM .P 4.4
S agsalgllfgw (X371 p)- P(Xp41 |'S)- P(s|p) (4.4)

This optimization problem entails finding an optimal bourydgoint, b, associated with
the optimal suffix decoding. That s, the signat is actually split into two segments,, = x’
andx; = xgjr . Therefore, the search for the best transcription suffik¢banpletes a prefix
p can be performed just over segments of the signal correspgpmal the possible suffixes
and, on the other hand, we can take advantage of the infemetiming from the prefix to
tune the language model constraints modelledy| p). P(x} | p) andP(x}, | s) can be
modelled by HMMs.

4.3 Adapting the Language Model

Perhaps the simplest way to deal witfis | p) is to adapt am-gram language model to cope
with the consolidated prefix. Given that a conventiomaram models the probabilit§? (w)
(wherew is the concatenation gf ands, i.e the whole sentence), it is necessary to modify
this model to take into account the conditional probabilts | p).

As discussed in [RCV07], lgt = w} be a consolidated prefix asd= w} | be a possible
suffix. We can comput®(s | p) as it is shown in Equation (4.5).

P(p,s)
P(p)

1 -

[Tizi P(wi | W7’L"7}7.+1)
% P

Hizl P(w; | sziH»l)

l
=TT Pl Wit (4.5)

P(s|p) =
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Moreover, for the terms fromk+1 to k+n—1 of this factorization, we have additional
information coming from the already known word$ allowing us to decompose Equa-

. n+21
tion (4.5) as:
k+n—1 l
P(s|p) H P(w; | Wi 31+1) : H P(w; |W; }z+1)
1=k-+1 i=k+n
: : j 1
= H P(s; | p£7n+1+jvsi H P(s; |S7 nt1) (4.6)
j=1

The first term of Equation (4.6) accounts for the probabihtghe n — 1 words of the sulffix,
whose probability is conditioned by words from the validbprefix, and the second one is
the usuah-gram probability for the rest of the words in the suffix.

4.4 Searching

In the first iteration of the CATTI procesp,is empty. Therefore, the decoder has to generate
a full transcription ofx as shown in Equation (3.3). Afterwards, the user-validgmesfix

p has to be used to generate a suitable continuatiionthe following interactions of the
interactive transcription process.

We can explicitly rely on Equation (4.4) to implement a déoggrocess in one step, as in
conventional HTR systems. The decoder should be forcetktohthe previously validated
prefixp and then continue searching for a suffixccording to the constraints (4.6) [RCVO07].

In this section, two possible implementations of the CAT&tdder are described. The
first one is based on the well known Viterbi algorithm [Je|98)d the other one is based
on word-graph techniques (see Chapter 1) similar to thoseritbed in [BBC+09, LS06] for
Computer Assisted Translation and for multimodal speedt-pditing. The computational
cost of the second one is much lower than using the naivebVidglaptation, at the expense
of a moderate accuracy degradation. Therefore, using gaph techniques the system is
able to interact with the human transcriptor in a time-eéfitiway.

4.4.1 Viterbi-based approach

The search problem corresponding to Equations (4.4) ar§) ¢an be solved by build-
ing a special language model which can be seen as the “coat@ate’ of alinear model
which strictly accounts for the successive wordp snd a “suffix language model” of Equa-
tion (4.6). First, am-gram is built from the available training set. Then, a lin@@del which
accounts for the validated prefix is constructed. Finatlgse two models are combined into
a single model. An example of this combination is shown tlgrifé 4.3.

Owing to the finite-state nature of this special language ehdtie search involved in
Equation (4.4) can be efficiently carried out using the Vtezlgorithm. Apart from the
optimal suffix decodings, a correspondingly optimal segmentation of ke then obtained
as a byproduct.
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Training samples (L) Original Bigram ( L)

de la edad media
de edad media
de la epoca media

de la epoca actual
de la actual
de actual

Prefix (Lp) =enla

Model for the Prefix (L)

COoO—=—Co—2—

Final Combined Model (L, L)

media

ooy

Figure 4.3: Example of a CATTI dynamic language model building. Firstpagram

(L) for the training set of the figure is built. Then, a linear modgJ)(which accounts

for the prefix ‘en I&' is constructed. Finally, these two models are combined into a
single model {, Ls) as shown.

4.4.2 Word-graph based approach

It should be noted that the direct adaptation of the Vitelgmathm, explained on the previous
section, to implement these techniques leads to a compu#htost that grows quadratically
with the number of words of each sentence. This can be pratiierfor large sentences
and/or for fine grained (character-level) interaction sche. Nevertheless, using word-graph
techniques very efficient, linear cost search can be eadiligeed.

In this case, the search problem is solved using searchiteembased on word graphs.
As explained on Section 1.4.3, a word graph (WG) is a datatstreithat represents a set of
strings in a very efficient way. In handwritten recognitia)VG represents the transcriptions
with higherPr(w | x) of the given image text sentence. In this case, the word gsajuist
(a pruned version of) the Viterbi search trellis obtainecewlranscribing the whole image
sentence. An example of a word graph is shown in Figure 1.& Wbrd graph represents a
set of possible transcriptions of the Spanish sentencétarg ciudadanos que en Castilla se
llamaban”.

As previously mentioned on Section 1.4.3 on Equations @nd)(1.8), the probability of
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a word sequencey, in a word-graph is computed as the sum of the probabilitfesdhe
paths that generate, d(w):

l
Pw)= > J]ple) (4.7)
pwEd(w) i=1

whereg,, is a sequence of edges, e, ..., e; such thatv = w(e;),w(ez), ...,w(e;). Given a
WG, a word sequence with greatest probability can be writsen a

I
w=argmax Y []p(e:) (4.8)

dwed(w) i=1

However, as this maximization problem is NP-hard, we appnate it by means of the effi-
cient Viterbi search algorithm:

P(w) ~ max e 4.9
= e TToce) @9)
!
W =~ argmax max p(e;) (4.10)
w ¢wed(w) i=1

In handwritten recognition, the probability of an edgge), wheree = (4, 7), is the

product of the morphological lexical probability of the igeaelement between its start and
end node point?(xig)) |w(e)), times the language model probability of the given word at th
edgeP(w(e)). Thatis,

p(e) = PO, |w(e) - P(w(e)) (4.12)
In order to avoid the numeric underflow problems that can appsing probabilities we are
going to use log-probabilities. So, the Equation (4.11) lwamewritten as follow:

ple) = log P(x,(2)|w(e)) + log P(w(e)) (4.12)

In addition, the simple multiplication is modified to balanthe absolute values of both
probabilities. The most common modification is to usedgreEmmar scale factqra (GSF),
and theword insertion penaltys (WIP), as it is used in Equation (3.4). So, now the score of
each edge is computed as:

ple) =log P(x, [w(e)) + alog P(w(e)) + (4.13)

Note, that Equations (4.12) and (4.13) are identical when 1 andg = 0.

During the CATTI process the system has to make use of thisl woaph in order to
complete the prefixes accepted by the human transcriptothbr words, the search problem
consists in finding the target suffsthat maximizes the posterior probability given a prgfix
as described in Equation (4.1).
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To solve this problem, first the decoder parses the prewousdidated prefixp over the
WG. This parsing procedure will end defining a set of nodgscorresponding to paths
from the initial node whose associated word sequenge iFhen, the decoder continues
searching for the suffigfrom any of the nodes iy, that maximizes the posterior probability.
Therefore, the boundary poihin Equations (4.2)-(4.4) is now restricted to valuég) Vq €
@, and Equation (4.4) is now approximated as:

& = argmaxmax P(x.@ | p) - P(X}(y11 19 - P(s|p) (4.14)

s q€Qp

This search problem can be efficiently carried out using dyogrogramming. In order
to make the process faster, first, we apply the Viterbi atboribackwards from the final
node to the initial one. In this way, we compute the best pathits probability from any
node to the final node. Then, we look for the set of boundaryesqgy,. Finally, we only
have to multiply the probability computed from the initiadde to any node € @, times
the probability fromgq to the final node (previously computed) and choose the notle wi
maximum probability.

Error-correction parsing

The word graph is a representation of a lasgdsetof the possible transcriptions for a
source handwritten text image, where the number of postibhscriptions depends of the
word graph density. So, it may happen that some prefixes giyéime user can not be exactly
found in the word graph. The solution is not to ysbut looking for the prefixp,, from all
the possibles prefix on the word graph, that best match tlemgivefix. So, now the problem
consist in looking for the suffis that maximizes the posterior probability and the prefix
that best match the given prefix This problem can be formulated as:

(P.,$) ~ argmaxP(p,,s | X, p)

Pe:S

= argmaxP(x | p,p,,s) - P(P.,s| p)

PesS

= argmaxP(x | p,p,,s) - P(s| p,p.) - P(p. | p)

Pe,S

= argmaxy) _ P(x,q | p,p,.s) - P(s|p,p,) - P(p, | p) (4.15)

PeS  co

We can make the naive assumption tkainds do not depend agb and only depend gb, to
rewrite Equation (4.15) as:

(P..8) ~ argrr;axz P(x,q|p..s) - P(s|p,)- P(p, | p) (4.16)
7 geQ
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and following similar assumptions made on Equations (4r®8) @.4) we can rewrite the
previous equation as:

(p..8) = argmaxnax P(x"' [ p,) - P(xi{y 1 |9 - P(s|p.) - PP, |P)  (4.17)

p.,s 94€

whereP(p, | p) gives the probability op, givenp and its value depends on the similarity
betweermp, andp.

V- {w(e)}

Figure 4.4: Example of edges added to a WG between the nodad; for probabilis-

tic error correcting parsing. The edge labelled with the wofd) is the original edge
and correspond to the operation of replacing the wofel) with itself. The group of
edges labelled with" — {w(e)} represent the substitution af(e) for another word.
Here we have an edge for each word in the vocabulary exe@pt The edge labelled
with A (empty symbol) models a deletion. Finally, the last group is for insertiors, in
volving an edge for each word in the vocabulary from a state to itself.

P(p, | p) can be modelled in terms of probabilistic error correctiagsing. This can
be easily done by expanding the WG with a set of edges thatsepre¢he different edit-
ing operations. In Figure 4.4 we can see an example of all ddechedges between two
nodes [JE98].

Here the probabilities of the expanded edges are consigeopdrtional taexp—4(v1-v2),
wherevy,vo € V U XA andd(-, ) is the Levenstein distance betwegrandvs. Until now, an
edge was represented using its start and end node. Howeéserat possible now, because
there is more than one edge between this two states. So, dgehneust be represented
using its start and end node and the word related with thig,edg= (i, j,v). Using log-
probabilities the score of the different edges can be foated| as:

log P(xy()) | w(e)) + alog Pw(e)) + f — yd(w(e),v) i #j,
(i, j,v) = veVULA
B —~d(A,v) i=j
(4.18)
wheree is the original edge between the nodeand j and the parametey weights the
penalization due to the number of different characters.vdtse has to be greater thén
because, otherwise, we will be encouraging paths which are wifferent from the given
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prefix. Note that ifw(e) = v the number of different characters will l9e therefore the
Equations (4.18) and (4.13) will become identical.

This heuristic can be implemented using dynamic progrargnaind it can be further
improved by visiting the states in WG in topological order§8k and incorporating beam-
search techniques [Low76] to discard those states whodesbe® is worse than the best
score at the current stage of the parsing multiplied by angdenstant. Moreover, given the
incremental nature gf, the error-correcting algorithm takes advantage of thizuparity to
parse only the new suffix gff provided by the user in the last interaction.

4.5 Increasing interaction ergonomy

X dc'/z,l,/,/////d‘/' M%%&(M /4&/’ W74 46////%/// //@444‘/024/
{
INTER-O p
s antiguos cuidadores gque en el Castilo sus llamadas
m T
p’ antiguos
INTER-L | - - - - | mmm o m i i oo e
S cortesanos gue en el Castillo sus llamadas
v ciudadanos
p antiguos ciudadanos
INTER-2 5 que en el Castillo sus Illamadas
m T
p’ antiguos ciudadanos gue en
S Castilla se Illamaban
FINAL v #
p=T antiguos ciudadanos que en Castlla se llamaban

Figure 4.5: Example of CATTI operation. Starting with an initial recognized hypoth-
esiss, the user validates its longest well-recognized prpfixmaking a mouse-action
(m), and the system proposes a new suffixAs the new hypothesis does not correct
the mistake the user types the corrects wardenerating a new validated prefix(v
concatenated tp’). Taking into account the new prefix the system suggests a hew hy-
pothesiss starting a new cycle. Now, the user validates the longest ppéfixhich is
error-free. The system takes into account the new pggfito propose a new suffig
one more time. As the new hypothesis corrects the erroneous word eycestart.
This process is repeated until the final error-free transcrifti@obtained. Underlined
italic word in the final transcription is the only one which was corrected by #es. u
Note that in the iteration 1 it is needed a mouse-click to validate the longest fivafi

is error-free and then, to type the correct word. However, the iter&tionly needs a
mouse-click.

In CATTI applications the user is repeatedly interactinghwihe system. Hence, making
the interaction process easy is crucial for the successdfyttem. In conventional CATTI,
before typing a new word in order to correct a hypothesis,us®r needs to position the
cursor in the place where she wants to type the word. Thisne ¢y performing a Mouse
Action (MA) (or equivalent pointer-positioning keystrake By doing so, the user is already
providing some very useful information to the system: heabdating a prefix up to the
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position where he positioned the cursor, and, in additienistsignalling that the following
word located after the cursor is incorrect. Hence, the systan already take advantage
of this fact and directly propose a new suitable suffix in vihilee first word is different to
the first wrong word of the previous suffix. This way, many éipluser corrections are
avoided [RTCV08, RTV09].

In Figure 4.5 we can see an example of the CATTI process withnw interaction
mode. As in the conventional CATTI, the process starts wherHTR system proposes a full
transcriptions of the input imagex. Then, the user reads this prediction until a transcription
error is found ¢) and makes a MA) to position the cursor at this point. This way, the
user validates an error-free transcription pr@fixNow, before the user introduces a word to
correct the erroneous one, the HTR system, taking into axt¢ba new prefix and the wrong
word that follows the validated prefix, suggests a suitablgiouation to this prefix (i.e., a
news$). If the news corrects the erroneous wore) @ new cycle starts. However, if the néw
has an error in the same position that the previous one, #recan enter a word, to correct
the erroneous text This action produces a new prefixthe previously validated prefiy;,
followed bywv). Then, the HTR system takes into account the new prefix tgestga new
suffix and a new cycle starts. This process is repeated ugtii@ct transcription ok is
accepted by the user.

Note that in the example shown in Figure 4.5, without intéoac a user should have to
correct aboufive errors from the original recognized hypothesis. If the eortional CATTI
is used the user only has to corréato words. However, with the new interaction mode
only one user-correction is necessary to get the final déreertranscription. Note that in
the iteration 1 a (single) MA does not succeeds and the domrea needs to be physically
typed. However, the iteration 2 only needs a MA.

This new kind of interaction needs not be restricted to alsipginter-positioning MA.
Several scenarios arise, depending on the number of tireegsir performs a MA. In the
simplest one, the user only makes a MA when it is necessarispdade the cursor (single-
MA). In this case the MA does not involve any extra human ¢ffoecause it is the same
action that the user should make in the conventional CATTpdsition the cursor before
typing the correct word. Another scenario that can be camsitl consists in performing a
MA systematically before writing, even in those cases whheecursor is already in the
correct position. In this case, however, there is a costcées®sal to this kind of MAs, since
the user does need to perform additional actions, which mayay not be beneficial. This
scenario can be easily extended allowing to the user to malara MA before deciding to
make an explicit word correction.

Since we have already dealt, in the Section 4.2, with thelprolof finding a suitable
suffix Sswhen the user validates a prefixand introduces a correct wotd we focus now on
the problem in which the user only makes a MA. In this case #der has to cope with
the input image, the validated prefip’ and the erroneous word that follows the validated
prefix e, in order to search for a transcription suffix

§=argmaxPr(s| x,p’,e) = argmaxP(x | p’,s,e) - P(s| p’,e) (4.19)

Similar assumptions and developments as those followeddtiéh 4.2 can be made to model
P(x | p’,s,e). On the other handP(s | p’,e) can be provided by a language model con-
strained by the validated prefiX and by the erroneous word that follows it.
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45.1 Language Model and Search

P(s| p’,e) can be approached by adaptingraigram language model so as to cope with
the validated prefiyp’ and with the erroneous word that follows ét, The language model
presented in Section 4.3 would provide a model for the pritibat(s|p’), but now the first
word of sis conditioned by. Therefore, some changes are needed.

Letp’ = w} be the validated prefix argl= Wﬁqﬂ be a possible suffix. Considering that
the wrongly-recognized worelonly affects the first word of the suffix,1, P(s| p’,e) can
be computed as:

k+n—1 l
; k - -
P(s|p’,e) = P(wk+1 | Wiio_p.€) - H Plw; | W) - H P(w; | W::—711,+1)
i=k+2 i=k+n

(4.20)
Now, taking into account that the first word of the possibl#isuv,, has to be different to
the erroneous word, P(wy41 | Wi, ,_,, €) becomes:

_ 6(wrp1,€) - P(wpg |WZ+2—n)
T YL, 0Whe) P W, )

whered(v,v') is 0 whenv = o’ and1 otherwise. Since},, 5(v',e) - P(v' | W, , ) is
the same for any;. 1, during the search process®fEquation (4.19)) we can approximate
P(wit1 | Wigo_ys€) by S(wipr,€) - Plwpsr | Wiio_,,).

As in the conventional CATTI the search problem involvedtie Equation (4.19) can
be solved by building a special language model, but now theff{SLanguage Model” of
the Equation (4.20) is modified in accordance with Equaté2Y). Thanks to the finite-
nature of this special language model, the search involvétjuation (4.19) can be carried
out using the Viterbi algorithm. However, an easier implatagon can be carried out using
word-graphs. The restrictions entailed by (4.21) can béyeiasplemented by deleting the
edge labelled with the word after the prefix has been matched. An example is shown in
Figure 4.6. This example assumes the user has validatedrefig fantiguos ciudadanos
que en” and the wrongly-recognized word was’. Hence, the new word-graph has the edge
labelled with the wordel” disabled.

Pwiir | Wi pne) (4.21)

4.6 CATTI at the character level

Until now, for the sake of clarity, human feedback for CATTdshbeen assumed to come
in the form of whole-word interactions; i.e, the system dnesstart a new cycle until the
user enters a whole-word. This allows us to properly comgiageestimated user-effort re-
duction achieved by CATTI with respect to conventional paditing of automatic transcrip-
tions. Nevertheless, character-level keystroke intemastcan allow for more ergonomic and
friendly interfaces. In this section this new level of irgtetion is presented. Now, as soon as
the user introduces a new keystroke, the system proposes suitable continuation.

In Figure 4.7 we can see an example of the CATTI process ahctarlevel. As in the
conventional CATTI, the process starts when the HTR systeapgses a full transcription
§ of the input imagex. Then, the user validates the longest prefix that is errar gireand
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qLIH:‘H

cuidadores
llamadas
] que TN e
antiguos ciudadanos P15 IR
.'1 -t V18
’sus e
_____ ) 13 ,
Castlllo e llamaban
ue
cortesanos q en :q
antiguas
Q—v: / Castilla

ciudadanas

llamada

Figure 4.6: Example of word-graph generated after the user validates the prefix “a
tiguos ciudadanos que en”. The edge corresponding to the wrongsieed word “el”
was disabled.

enters a characterto correct the erroneous text that follows the validatedixrproducing a
new prefixp. The last word of this new prefix is not necessary completghsosystem must
suggest a suitable continuation, whose first part comptatemcomplete word validated by
the user. This process is repeated until a correct tranggripf x is accepted by the user.

X 427//41/ M&/Aa%ea&//” JLL0 Lty 4///2//.4/ //%/W
7 T
INTER-O p
S=w antiguos cuidadores gque en el Castilo sus Illamadas
p’ antiguos c
INTER-1 c i
p antiguos ci
s udadanos que en el Castillo sus llamadas
p’ antiguos ciudadanos gue en
INTER-2 c C
p antiguos ciudadanos que en C
S astilla se llamaban
FINAL c #
p=T antiguos dudadanos que en Castilla se llamaban

Figure 4.7: Example of CATTI operation at character level. Starting with an initial
recognized hypothesi the user validates its longest well-recognized prefixand
corrects the following erroneous charactergenerating a new validated prefix(c
concatenated tp’). This new prefixp is submitted as additional help information to
the recognition system, which based on this proposes a new &uffhis process goes
on until the final error-free transcriptioh is obtained. Underlined italic characters in
the final transcription are those which were corrected by user.

Two different approaches to develop the character-lewgtkeke interaction can be car-
ried out. The first one consists on using language modelsaaticter level. In this case a
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degeneratdexicon model is used to describe the different charactersdan be recognized
during the recognition process, and the language modeaegibunt for the concatenation of
characters into text lines or sentences. All the explanatgrried out in previous sections
has been made at word level. However, it can be extended itatbalevel replacingy with

¢, wherec is a sequence of characters. In Chapter 3 we have carriekpetiments using
character language models and the obtained results shaitwnstiing this language models do
not provide so information as the language models at wowrl.|&o0, we have decided do not
study this approach and using only word language models.

On the second approach we work with language models at weetidgactly as we have
done previously. In this case, the system looks for the ntatgble word that begins with the
incomplete word that the user has validated. In order tod@arnplete” the last incomplete
word of the prefix and propose a suitable continuation, waerasgshat the prefip is divided
into two fragmentsp” andwv,. p” is the part of the prefix formed by completed words and
vy, is the last incomplete word of the prefix. In the example presiin Figure 4.7 in the first
interaction, INTER-1p” will be “antiguos” andv, will be “ci”. In this case the decoder has
to cope with the input image, the validated prefip” and the incomplete word,, in order
to search for a transcription suffsx whose first part is the continuation of the incomplete
word vy,

§=argmaxPr(s| x,p", vp)
S
= argmaxPr(x | p”,v,,s) - Pr(s| p”,vp)
S

~ argmaxP(x | p”,vp,S) - P(s| p”, vp) (4.22)
S

Assumptions and developments similar to those followectictiSn 4.2 can be made here
in order to modelP(x | p”,v,,s). On the other handP(s | p”,v,) can be provided by a
language model constrained by the part of the prefix formedooypleted wordg” and by
the incomplete word that follows it,.

4.6.1 Language Model and Search

To modelP(s|p”, v,) we assume that the suffids divided into two fragmentsys ands’. v,

is the first part of the suffix that correspond with the finaltdithe incomplete word of the
prefix, i.e,v,vs = v wherev is an existing word in the task dictionary, asids the rest of the
suffix. In the example shown in Figure 4.7, in the interacfief is “udadanos” and’ is “que

en el Castillo sus llamadas”. So, the search must be pertbaver all possible suffixesof

p, and the language model probabil®(v,, s'|p”, v,) must ensure that the concatenation of
the last part of the prefix,, and the first part of the suffix,, form an existing word«) in
the task dictionary. This probability can be decomposedl tiwb terms:

P(vs,s" | p",vp) = P(S"| ", vp,vs) - P(vs | P, 0p) (4.23)

the first term accounts for the probability of the whole-wid the suffix, and can be mod-
elled with the language model presented in Section 4.3. gbarsl term ensures that the first
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llamadas

antiguos

llamaban
ciudadanos

en
Castilla
ciudadanas

fue

antiguas

llamada

Figure 4.8: Example of word-graph generated after the user validates the prefix “a
tiguos ci” interacting at character-level. The edge whose word dodsegit with “ci”
are disabled.

part of the suffixv,, will be a possible suffix of the incomplete worg, and can be written
as:

— P(Up,’t)s | p”)
Zv; P(’Up,’l); | p")

To cope with the higher computational demands entailed b sufine-grained opera-
tions, word graphs are used as in the conventional CATTI. rEs&ictions entailed by the
Equation (4.24) can be easily implemented by deleting tlgegdabelled with a word that
does not begin with, after the prefix has been matched. An example is shown in &8
In this example the user has validated the préfitiguos ci”. Hence, in the new word-graph
all the edges with a word that does not begin wiihafter matching the prefix are disabled. If
no edge is labelled with a word that begins wit}; the system looks for the word in the word-
graph vocabulary and then applies the error-correctingritlgn explained in Section 4.4.2.
Finally, if no word in the word-graph vocabulary begins withy the system looks for the
word in the task vocabulary, applying then the error-cdimngcalgorithm. This process will
be called “CATTI autocompleting” from now on.

P(vs | p”,vp) (4.24)

4.7 Experimental framework

The experimental framework adopted to assess the effeetbgeof the CATTI system pre-
sented in this chapter is described in the following sulisest In addition some experiments
in order to test the interaction at the character level artth wiouse actions as additional
information are defined.

The experiments have been performed using the three efisbnpora presented in Chap-
ter 2 whit the same assumptions made in Section 3.2.4.
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4.7.1 Assessment Measures

Different evaluation measures have been adopted to asse€SAT Tl system. On the one
hand, the quality of non-interactive transcription can bepprly assessed with the well
knownWord Error Rate(WER). The WER is a good estimate of post-editing user effort.

On the other hand, the effort needed by a human transcriptpraduce correct tran-
scriptions using the CATTI system is estimated by\Werd Stroke RatigWWSR), which can
be also computed using the reference transcription of tteérteage considered. The WSR
can be defined as the number of (word level) user interactlatsare necessary to achieve
the reference transcriptions of the text images considatistied by the total number of
reference words.

This definition makes WSR and WER comparable. Moreover, thaivel difference
between them gives us a good estimate of the reduction in heff@rt that can be achieved
by using CATTI with respect to using a conventional HTR sgsfellowed by human post-
editing. ThisEstimated Effort Reductiorill be denoted as “EFR”.

To assess the interaction method using mouse actions, mwelute théNord Click Rate
(WCR). It can be defined as the number of additional mousé&scfier word that the user has
to do using the new user interaction mode. Note that the iaddithuman effort needed for
the verification of the transcription and positioning thestu in the appropriate place in the
conventional CATTI is the same as in the new single-MA usAI-O interaction system. In
both cases the user should read the transcription propgste Isystem until he or she finds
an error and then positions the cursor in the place whereaWwenord has to be typed.

All the measures defined until now assess CATTI for wholedamteraction. However,
character-level or keystroke interaction is also studiethis chapter. Therefore, some em-
pirical measures must be introduced in order to comparedtimated user-effort reduction
obtained by CATTI with respect to conventional post-edjtat character level. On the one
hand, the quality of the transcription without any systesesunteractivity is given by the well
known Character Error Ratd CER). It is defined as the minimum number of characters that
need to be substituted, deleted or inserted to convert titersees recognized by the system
into the reference transcriptions, divided by the total banof characters in these transcrip-
tions. The CER is a rough estimate of character-level pdisitng user effort. In order to
make the post-editing process more accurately compamalie tCATTI autocompleting ap-
proach, we introduce a “post-editing autocompleting” agh. Here, when the user enters a
character to correct some incorrect word, the system autcalig completes the word with
the most probable word on the task vocabulary. Hence we disfirfeost-editing Key Stroke
Ratio (PKSR), as the number of keystrokes that the user must ensathieve the reference
transcription, divided by the total number of referencerabters.

On the other hand, the effort needed by a human transcribprouce correct tran-
scriptions using the CATTI system with autocompleting isneated by theKey Stroke Ratio
(KSR), which can be also computed using the reference trigtisnis. The KSR can be de-
fined as the number of (character level) user interactioasdhe necessary to achieve the
reference transcription of the text image consideredddiiby the total number of reference
characters.

These definitions make PKSR and KSR comparable in a fair wayebVer, the relative
difference between them gives us a good estimate of the tiedun human effort that can
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be expected by using CATTI with autocompleting with resgieatsing a conventional HTR
system followed by human autocompleting post-editing (ERRte that EFR can also be
used to compare CER with PKSR and CER with KSR. However, CERKESR can not be
compared in a fair way. For KSR we are using a system with thecampleting, however
it is not the case on the CER result. So if we compare the KSR thi#¢ CER in addition
to the advantage obtained by the CATTI system we are aclgj@nnextra advantage by the
autocompleting approach.

4.7.2 Parameters

To obtain an accurate CATTI system some parameters neechttjiited. Since, the CATTI
system is based on HMMs, the parameters corresponding ttelign of these HMMs need
to be adjusted. However, in this chapter we are going to usédlst HMMs obtained in the
previous chapter for conventional HTR in each task.

On other hand, as explained on Section 4.4.2, when wordagseprch is adopted an
additional weighted component that penalizes the scoraaif edge must be introduced. So,
the parametey (Error Correcting Penalty- ECP) that weights this pengilimemust be tuned.
The values tested of this parameter were: 100, 200, 300,5000and 600.

4.8 Results

Here the results obtained with the different approachepqs®d in this chapter are shown.
First, we performed experiments using the Viterbi-basegr@gch to make sure that the
CATTI system presented here could be useful for the user avellsuman effort. Then, ex-

periments were carried out using the word-graph based apprihat, although it can loose
some accuracy, incurres a much lower computational cdstyialy the user to interact with

the system in real time. Then, results using MA in the CATTteraction process are re-
ported. Finally, some experiments at the character-l¢hat,can allow for more ergonomic
and friendly interfaces, are carried out.

Viterbi-based approach

In the experiments carried out here, we have used the samea@EWIP values employed
to obtain the baseline, non-interactive results preseant&eaction 3.2.5. Table 4.1 shows the
estimated interactive human effort (WSR) required for eash,tin comparison with the cor-
responding estimated post-editing effort (WER from Tab®).3lt also shows the estimated
effort reduction (EFR), computed as the relative diffeeshetween WER and WSR.
According to these results, to produce 100 words of a cotranscription in the ODEC
task, for example, a CATTI user should have to type only Ikas 20 words; the remaining
80 are automatically predicted by CATTI. That is to say, thTl user would save about
80% of the (typing and, in part thinking) effort needed todarce all the text manually. On
the other hand, when interactive transcription is comparigu post-editing, from every 100
(non-interactive) word errors, the CATTI user should havénteractively correct only less
than 83. The remaining 17 errors would be automaticallyesied by CATTI, thanks to the
feedback information derived from other interactive coti@ns. It is important to remember
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Table 4.1: Performance of non-interactive off-line HTR (WER) and CATTI (WSR
along with the relative difference between them (Estimated Effort-ReduetiBFR)
using the Viterbi-base search. All results are percentages.

Corpus WER WSR | EFR
ODEC 22.9 18.9| 175
IAMDB 25.3 21.1| 16.6
CS-page | 285 26.9 5.7
CS-book | 33.5 32.1 4.2

here, that these results do not take into account the ert@da page segmentation into
lines. This fact may affect optimistically to the compapatbetween producing all the text
manually and use the CATTI system. However, it does not affex comparation between
the post-editing approach and the CATTI system, becaudantim cases, it is necessary to
previously correct the errors of page segmentation ingslin

The different performance figures achieved in the diffetasks can be explained by
quality differences in the original images and also by tHatree lexicon sizes and bigram
estimation robustness. The later is particularly probkima the case of CS which, in addi-
tion, suffers from a segmentation into relatively shorptagtically meaningless lines, which
further hinders the ability of the bigram language modelaptare relevant contextual infor-
mation.

On the other hand, it is interesting to realize that CATTI isreneffective for lines or
sentences that have several errors; clearly, if a sentesgubt one (word) error, inust
be interactively corrected by the user and the best CATTIdmis to keep the remaining
text unchanged. Obviously, this is not guaranteed by Equdd.1) and, in the worst case,
a single word change made by the user may lead to more eraitsisi WSR> WER. To
analyse this behaviour, Figure 4.9 presents WER, WSR and EleBs/or increasing initial
numbers of errors per sentence.

As expected, the estimated effort reduction increasestwiémumber of errors per sen-
tence, which clearly assess the ability of CATTI to correotr@than one error per interaction
step in sentences with several misrecognized words. Adsgetences with a single error,
CATTI does not help at all or is even worse than post-editiftgerefore, in practice, a good
implementation of a CATTI user interface should allow therus disable CATTI predictions
when doing some (single-word) corrections.

Taking this into account, Table 4.2 shows the same resulf@ble 4.1, but excluding
from the computation all the sentences with zero and onesris expected, the estimated
effort reductions are better under this assumption.

Word-graph based approach

In Figure 4.10 we can see the WSR and the EFR obtained for esiclusang word-graphs
search for different values of the parametein comparison with the corresponding WER.
The word-graphs used in the experiments were generatedheitame GSF and WIP values
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Figure 4.9: WER, WSR and EFR (all in %) for varying number of errors per sergenc

used for the baseline results. Table 4.3 summarizes thé\fgRtand EFR obtained for each
task.

According to these results and just as we expected, thetsashthined using the Viterbi
based search are better than those obtained with word-grdplis is owing to the fact that
the word-graph is just a pruned version of the Viterbi sedreltis. Therefore, not all the
possible transcriptions for the input handwritten textgmare available, leading to the loose
of some system accuracy. However, the computational cossiof word-graphs is much
lower than use the Viterbi adaptation allowing the humandcaiber to interact with the
system in real time.

Otherwise, it is clear from the results that the estimatetidmu effort (EFR) to produce
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Table 4.2: Performance of non-interactive off-line HTR (WER) and CATTI (WSR
along with the relative difference between them (Estimated Effort-ReduetiBFR),
excluding the sentences with zero and one post-editing errors. Alltegpmesults are

percentages.
Corpus WER WSR | EFR
ODEC-M3 30.7 25.2| 17.9
IAMDB 30.2 246 | 184
CS-page 36.7 34.1 6.9
CS-book 42.0 40.0 4.8
ODEC IAMDB
25.9 WER 8 26.9 WER 13
WSR —&— 75 WSR © 12.5
252 fEFR —&— 26.2 F[EFR —&—
7 12
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& i
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Figure 4.10: WER, WSR and EFR (all in %) for different values of the parameter

error-free transcriptions with this CATTI approach is reéd in all the tasks.

As previously explained CATTI is more effective for linessantences that have several
errors. Figure 4.11 presents WER, WSR and EFR values for isiagitial number of
errors per sentence and the results are very similar to thiatséned in Figure 4.9, showing
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Table 4.3: Performance of non-interactive off-line HTR (WER) and CATTI (WSR
along with the relative difference between them (Estimated Effort-ReduetiBFR)
using the word-graph based search. All results are percentages.

Corpus WER WSR | EFR
ODEC 22.9 215 6.1
IAMDB 25.3 225| 111
CS-page | 285 27.7 2.8
CS-book | 335 32.3 3.6

that the EFR increases with the number of errors per sentefatgle 4.4 shows the same
results of Table 4.2, but using word graphs. As happenedjuisanViterbi search, the EFR is
better if we only take into account the sentences with maaa tine error.

Table 4.4: Performance of non-interactive off-line HTR (WER) and CATTI (WSR
along with the relative difference between them (Estimated Effort-ReduetiBFR),
excluding the sentences with zero and one post-editing errors usinggnapds. All
reported results are percentages.

Corpus WER WSR | EFR
ODEC 30.7 28.6 6.8
IAMDB 30.2 26.3| 12.9
CS-page 36.7 35.3 3.8
CS-book | 42.0 40.3 4.1

Using MA in the CATTI interaction process

Owing to the easy implementation and the low computatior, ¢be new user-interaction
with the CATTI system has been tested only in the word-grggir@imation. Table 4.5
shows the results obtained with the new single-MA intetactinode (explained in Sec-
tion 4.5). The fist row shows the WSR obtained using the siMgeinteraction mode.
On the second row we can see the relative difference betvireeWER obtained using the
single-MA interaction mode with respect to the WSR obtaingidgithe conventional CATTI
(table 4.3). Finally, the last row shows the estimated effeduction using the single-MA
interaction mode with respect to using a conventional HT®esy followed by human post-
editing (WER of Table 4.3).

According to Table 4.5, the estimated human effort to predeicor-free transcription
using MA is significantly reduced with respect to using a @nional HTR system or the
conventional CATTI (in both approximations). For examptethe IAMDB task, the new
interaction mode can save about 26% of the overall efforereds the conventional CATTI
would only save 11.1% using the word-graph approach, oR4@using the Viterbi search.

Figure 4.12 shows the WSR, the Estimated Effort-Reducti¢gtR)gwvith respect to WER
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60 FEFR —e— = 7 7] 60 fEFR —e—
WSR —e— 50 WSR —e—
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40 | ] 40 |

30 | ] 30 |

20 | ] 20 |

10 } 1 10 } ///\/

-10 ¢
1 2 3 4 5 6 7 >7 1 2 3 4 5 6 7 >7
Number of errors per Sentence Number of errors per Sentence
CS-PAGE CS-BOOK
80 FEFRR = }] 80 FEFR &
70 WSR —&— 1 70 WSR —&—
60 WER ——=— | 60 WER ——=—
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Figure 4.11: WER, WSR and EFR (all in %) for varying number of errors per sergenc

and the Word Click Rate (WCR) as a function of the maximal nundfeMA allowed by
the user before writing the correct word. The first poitit ¢orresponds to the results of
the conventional CATTI, and the point “S” corresponds to the single-MA interaction
considered in the previous table. A good trade-off is olgdiwhen the maximum number
of clicks is around 3, because a significant amount of expedutienan effort is saved with a
fairly low number of extra clicks per word.
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Table 4.5: Performance of the new single-MA interaction with CATTI system (WSR
single-MA), along with Estimated Effort-Reduction for WSR single-MA witlspect
to WSR (EFR1) and WSR single-MA with respect to WER (EFR2). All resules a

percentages.
ODEC |IAMDB CS-PAGE CS-BOOK
WSR single-MA 18.2 18.6 23.7 28.4
EFR1 15.3 17,3 14.4 12.1
EFR2 20.5 26.5 16.8 15.2
ODEC |IAMDB
WSR —e— 2 WSR —e— )9,,//0 2
50 fEFR —o&— 50 [EFR —e— o
CR —&— .| 16 CR —&— ///e" 16
40 7 40
x / 1.2 i 1.2
i 30 / § 4 3]
0 2 ] =
2 (N 0.8 B 0.8
0.4 0.4
0 0
0SS 1 2 3 4 5 6 0Ss 1 2 3 4 5 6
N. max. clicks N. max. clicks
CS-PAGE CS-BOOK
50 WSR —e— e 2 50 WSR —e— 2
1.6 1.6
o o
h 1.2 g h 1.2 g
& = 3 E
= 0.8 = 0.8
0.4 0.4
0 0
0SS 1 2 3 4 5 6 0SS 1 2 3 4 5 6
N. max. clicks N. max. clicks

Figure 4.12: WSR, Estimated Effort-Reduction (EFR) and WCR as a function of the
maximal number of MA allowed by the user before writing the correctdvdihe first
point (0) correspond to the conventional CATTI, and the pathtorrespond to the
single MA interaction discussed in Section 4.5.

CATTI at the character level

Table 4.6 shows the obtained results at character levelethtiee corpora, CS on its page
and book partitions, ODEC and IAMDB, using the HTR systemhwaitt any system-user
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interactivity. We can see an estimation of the reductionuman effort (EFR) achieved
by using the conventional HTR system with the autocompigtiost-editing approach with
respect to the plain HTR post-editing. Note that in the HTRtes without interactivity,
the autocompleting approach only consists in looking ferrttost probable word in the task
vocabulary. That is, when the user corrects a charactesyftem automatically proposes a
different word that begins with the given word prefix but, mwsly, the rest of the sentence
is not changed.

Table 4.6: CER and PKSR obtained with the post-editing autocompleting approach on
the HTR system. EFR for PKSR with respect to CER is also shown. All reardts
percentages.

CORPUS| CER | PKSR| EFR
ODEC | 12.8| 9.0 | 29.7
IAMDB | 14.8| 13.5 | 8.8
CS-page| 15.4| 129 | 16.2
CS-book| 18.2| 15.5 | 14.8

Table 4.7 shows the obtained results using the CATTI systémautocompleting. On
the column called “KSRvsCER” we can see the relative difieesbetween using a CATTI
system with autocompleting with respect to using the plalirRHbost-editing system. How-
ever, as discussed in the previous section, this compaigsoat very fair, because on the
KSR we are using a system with autocompleting, whereas ibighre case on the CER
result. On the other hand, the relative difference betwe8R lind PKSR, shown on the col-
umn called “KSRvsPKSR?”, is totally fair, because in thise#se two compared systems are
working with the autocompleting approach. According to tesults, the estimated human
effort to produce error-free transcription using CATTI lvihe autocompleting approach is
significantly reduced with respect to using the conventibiidR system with autocompleting
post-editing. The new interaction level can save more ti@&a af overall effort.

Table 4.7: KSR obtained with the CATTI autocompleting approach. EFR for KSR
with respect to CER and KSR with respect to PKSR are also shown. Allsese

percentages.
EFR
CORPUS| KSR | KSRvsCER| KSRvsPKSR
ODEC | 75 41.4 16.6
IAMDB | 9.6 35.1 28.9
CS-page| 10.5 31.8 18.6
CS-book| 12.5 30.7 18.7
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4.9 Conclusions and future work

In this chapter, we have proposed a new interactive, onflaraework, which combines the
efficiency of automatic HTR systems with the accuracy of thke@graphy experts in the
transcription of handwritten documents. In this propos@, words corrected by the expert
become part of a increasingly longer prefixes of the finalamgnscription. These prefixes
are used by the CATTI system to suggest new suffixes that theresan iteratively accept
or modify until a satisfactory, correct target transciptis finally produced.

This system has been tested in three different tasks, ODEDB and Cristo-Salvador.
These tasks involve the transcription of handwritten amsdrem survey forms, handwritten
full English sentences of different categories (editoraligion, fiction, love, humour, ...)
and an ancient handwritten document written in the year 1B8&pectively. In spite of the
extreme difficulty that entails the corpora used in the expents, the obtained results are
encouraging and show that the CATTI approach speed up thamemor-correction process.

Two different implementations have been tested. The firstierbased on the Viterbi
algorithm, whereas the other one is based on word-grapmitpeds. From the obtained
results we can conclude, that, although the results olitaising the Viterbi-based approach
are better than the results using word-graphs, the wordhgagproach is preferable. It is
because the accuracy lost using word-graphs is not too Wwigite, the computational cost is
much lower. This allows the human transcriptor to interaithwhe system in real time.

In order to make the CATTI interaction process more comfiletawe have proposed a
new way to interact with the CATTI system, by considering Mafssan additional informa-
tion source: as soon as the user points to the next system @csystem proposes a new,
hopefully more correct continuation. We have shown that tiew user feedback can pro-
duce significant benefits, in terms of word stroke reductiénsimple implementation using
word-graphs has been described and some experiments haweéeied out. It is worth
noting that alternative (n-best) suffixes could also beiabthwith the conventional CATTI
system. However, by considering the rejected words to meple alternative suffixes, the
interaction methods here studied are more effective ané cmnfortable for the user. More-
over, using the single-MA interaction method, a secondrzétive suffix is obtained without
extra human effort.

In this chapter, character level interaction has been etuttio. The interaction in con-
ventional CATTI was in the form of whole-word interactioris.the new interaction level, as
soon as the user introduces a new character the system psogposw suitable suffix. A sim-
ple implementation of this new interaction level using wgrdphs has been described and
some experiments have been carried out. Considering thiksebtained in the experiments,
we can conclude that using this new interaction level noy alibws for a more ergonomic
and friendly interfaces, but a significant amounts of hunféortén the handwritten text tran-
scription process can be saved. For example, on the padgegoadf the CS corpus 18.6%
of human effort can be saved, whereas using the CATTI systevoral-level interaction the
human estimated effort reduction was around 2.8%.

It is worth noting, however, that results obtained at therabizzr and word levels are not
directly comparable. A word-level correction encapsuddterly well all the cognitive and
physical human efforts needed to locate an error and typeditrection. This is true both
for off-line editing (WER) and for CATTI corrections (WSR) attierefore word-level EFR
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figures can be considered quite fair. However, it is alsordles word-level corrections are
less comfortable to users, in general. On the other handactea-level corrections are much
preferred by users, but is is unclear whether the numberysitiekes can be fairly used for
assessment purposes. A corrective keystroke generaliismeesignificant cognitive effort

since, in most cases, itis part of the correction of an ajrel@tiected error. In other words, nor
the CER neither the KSR account well for the cognitive congmmof corrective actions and
it does not seem easy to establish a single, adequate scatartbat captures correctly the
two kinds of human efforts involved at the character levelthle future we plan to carry out

adequate field tests which will hopefully provide a more igtigl assessment of the relative
advantages of interacting at the character or at the worl.lev
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CHAPTER

LMultimodal Computer Assisted Transcription of
Handwritten Text Images

5.1 Introduction

Furthering the goal of making the interaction process ttiien to the user, led us to the de-
velopment oMultimodal CATTI(MM-CATTI) [TRPV09, TRV08]. As discussed in Chap-
ter 4, traditional peripherals like keyboard and mouse @nded to unambiguously provide
the feedback associated with the validation and correatfdhe successive system predic-
tions. Nevertheless, using more ergonomic multimodakiates should result in an easier
and more comfortable human-machine interaction, at theresgoof the feedback being less
deterministic to the system. This is the idea underlying MMFTI, which focus on touch-
screen communication, perhaps the most natural modalipyaeide the required feedback
in CATTI systems. It is worth noting, however, that the uséhig more ergonomic feedback
modality comes at the cost of new, additional interacti@pstneeded to correct possible
feedback decoding errors. Therefore, solving the multiahoderaction problem amounts to
achieving a modality synergy where both main and feedbatksteeams help each-other to
optimize overall performance.

As shown in Figure 1.1 (right) of the Chapter 1, the successiistem’s transcription
hypotheses can be easily displayed on the touchscreen anteadback corrections can be
made through on-line pen-strokes and text which are exagityen over the text produced
by the system.

On Figure 5.1 we can see a schematic view of the MM-CATTI sygbeesented in this
chapter. The main part of the system is the same presentbd Figure 4.1 for the CATTI
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5.2. Formal Framework

system. However, since now the user feedback is providedrin bf pen-strokes, an on-

line HTR subsystem is introduced. This HTR subsystem fallthee same architecture that
the main HTR system and it is in charge to decode the feedbaskded by the user. The

feedback recognition module used here must be adapted e@cathkantage of interaction-
derived information to boost its on-line HTR accuracy.

5.2 Formal Framework

More formally speaking, lex be the input image angd' the longest error-free prefix of the
transcription. Lett be the on-linetouchscreen pen strokeprovided by the user. These
data are related to the suffix suggested by the system in théops interaction step and
are typically aimed at accepting or correcting parts of thiffix. Moreover, the user may
additionally type some keystrokes)(on the keyboard in order to correct (other) parts of this
suffix and/or to add more text. Using this information, thsteyn has to suggest a new suffix,
s, as a continuation of the previous prefix the on-line touchscreen strokeand the typed
textx. That is, the problem is to finsigivenx and a feedback information composedbft
andk, considering all possibldecodingsd, of the on-line data (i.e., lettingd be a hidden
variable).

According to this very general discussion, it might be assdithat the user can type with
independence of the result of the on-line handwritten decpgrocess. However, it can be
argued that this generality is not realistically useful magiical situations. Alternatively, it
is much more natural that the user waits for a specific systaetcome ¢) from the on-line
touchscreen interaction datg, (prior to start typing amendments)(to the (remaining part
of the previous) system hypothesis. Furthermore, thiswallihe user to fix possible on-line
handwritten recognition errors th

In this more pragmatic and simpler scenario, each intemactiep can be formulated in
two phases. In the first one, the system relies on the inpugémand the validated prefix of
the previous interactive stqp in order to search for a transcription suffix

§ = argmaxPr(s| x, p) (5.1)
S

Oncesis available the user validates the longest preadix,which is error free and pro-
duces some (may be null) on-line touchscreen data,the second phase, the system has to
decodet into a word,d:

d = argmaxPr(d | x,p’, 5 t) (5.2)
d

This action produces a new prefix the previously validated prefig’, plusd. If d is not
correct, the user can enter adequate amendment keystroded produce a new consolidated
prefix, p, based on the previoys, d andx. The process continues in this way uniis
accepted by the user as a full correct transcriptior. of

An example of this kind of inter-leaved off-line image read@n and on-line touch-
screen interaction is shown in Figure 5.2. In this example,are assuming that on-line

3Pen strokesire assumed to be sequences of real-valued vectors. SeenSe8tfor details.
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« %'/Z?[ld&/’ Cerbyblpcca ) e s 4///%/// //WM/
( T e
INTER-0 p
S=w antiguos cuidadores gque en el Castilo sus llamadas
p,t antiguos Cndodoras
INTER-1 d ciudadanas
K os
p antiguos ciudadanos
5 que en el Castilo sus Illamadas
p,t antiguos ciudadanos que en Co.std‘o.._
INTER-2 d Castilla
K
p antiguos ciudadanos que en Castilla
s se llamaban
FINAL K #
p=T antiguos ciudadanos gue en Cadtilla se llamaban

Figure 5.2: Example of multimodal CATTI interaction with a CATTI system, to tran-
scribe an image of the Spanish sentefargiguos ciudadanos que en Castilla se llam-
aban”. Each interaction step starts with a transcription prpftkat has been fixed in
the previous step. First, the system suggests a stiffixd the user handwrites some
touchscreen text, to amends. This defines a correct prefiX, which can be used by
the on-line HTR subsystem to obtain a decoding. dffter observing this decodingﬁn
the user may type additional keystrokesto correct possible errors ih(and perhaps
to amend other parts &f. A new prefix,p, is built from the previous correct prefiX,
the decoded on-line handwritten text,and the typed text. The process ends when
the user enters the special character ‘System suggestions are printed in boldface and
typed text in typewriter font. User corrections are shown in red. In tha firanscrip-
tion, T, typed text is additionally underlined. Assuming all interactions as wholetwo
corrections, the post editing WER would be 5/7 (71%), while the MM-CATTERMs
3/7 (43%); i.e., 2 touch-screen + 1 keyboard word corrections.

handwriting is the modality preferred by the user to makeesdions, relaying on the key-
board mainly (or only) to correct eventual on-line text ddiog errors. Note that the po-
tential increase in comfort of this setting comes at expafisehopefully small number of
additional interaction steps using the keyboard. In thsngple the user would nedtree
interactive corrections using MM-CATTI, compared with the keyboard-only corrections
using CATTI and with thdive post-editing word corrections required by the original;lwfe
recognized hypothesis.

Since we have already dealt with Equation (5.1) in Chapté&quétion (4.1)-(4.4)), we
focus now on Equation (5.2). As compared with Equation (hg2je the tripletX, p’, s) and
t would correspond to the two modalitiesand f, respectively. Therefore, assumptions and
developments similar to those of Equation (1.3)-(1.4) lead

d ~ argmaxP(d | x,p’,8) - P(t | d) (5.3)
d
As in Chapter 4,P(t | d) is provided by (HMM) morphological models of the word
in d (see Section 3.3.3 for details). On the other hand, hB(€, | x,p’,$) can be pro-
vided by a language model constrained by information ddrfivem the input image, the
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previous prefiyp’ and by the suffis produced at the beginning of the current iteration. Equa-
tion (5.3) may lead to several scenarios depending on therggins and constraints adopted
for P(d | x, p’, §). We examine some of them hereafter.

The simplest one corresponds to a conventional, non-ictieeaon-line HTR setting,
where all the available conditions are ignored; ile(d | x,p’,8) = P(d). This scenario is
considered here astaseline

A more informative setting arises by taking into accounbinfation derived from the
previous off-line HTR predictiors. The user introduces the touchscreen dataorder to
correct the wrong worde( = §;) that follows the validated prefip’. Therefore, we can
assume aerror-conditionedmodel such a$(d | x,p’,8) = P(d | e); clearly, knowing the
word that the user has already deemed incorrect shouldigréwe on-line decoder making
the same error.

If, in addition toe, the information derived by the accepted prefix is also takémac-
count, a particularly useful scenario arises. In this caselecoding of is further constrained
to be a suitable continuation of the prefix accepted s@fathat is:

Pl | x,p,8=P(d|p,e)

This model [TRVO08] is the one studied in more detail here.

Finally, the most informative scenario corresponds to tamtaklly using the information
of the input image, as in Equation (5.3). In this case theilmaHTR decoder should find
suitable continuations that are also good partial off-traascriptions of the input text image.
This potential source of increased performance is leftdture studies.

5.3 Adapting the Language Model

Language modelling needed for the on-line HTR feedbackystes in MM-CATTI is es-
sentially similar to that described in Section 4.3 for thémmaff-line HTR system. Language
model constraints are implemented on the base of n-grarpendeng on each multimodal
scenario considered.

The simplestbaselinescenario does not take into account any interaction-derine
formation andP(d) could be provided by the same n-gram used for the off-lineodec
However, since only single whole-word touchscreen coimastare assumed, only uni-grams
actually make sense.

The single-word assumption also simplifies éner-conditionedanguage modeP(d | e)
as follows:

0 d=ce
P(d|e) = P(d) (5.4)
1-p@ 7°

Finally, in MM-CATTI the language model probability is agpimated byP(d | p’,e).
Thatis, the on-line HTR subsystem should produce a hypisthidésr the touchscreen strokes
t, taking in account a user-accepted prgbix,and the first wrong word;, in the off-line HTR
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suggestion. In this case, arguments similar to those in@eét3 apply and, under the same
single whole-word assumption, we can use Equation (4.8)gihgs with d, leading to:

0 d=¢e

PP =1 PAIPE s 55)
TPl o)

wherek is the length ofy’.

5.4 Searching

A simple implementation of Equation (5.5) is shown in Figar8. In this examplegy’ ="de
| a” and the user wants to correct the wrong off-line recognieedd “medi a”, by hand-
writing the word ‘edad” (for example) on the touchscreen. If the on-line HTR subtsyn
uses a bigram model, it is conditioned by the context ward"(which is now the initial
state) and the word transition edgegdi a” is disabled.

Original Bigram Model ( L) Conditioned Bigram Model (L 4)

_.media

»{ media

actual

Figure 5.3: Example of MM-CATTI dynamic bigram language model generatian.

is the original bigram model used by off-line HTR system, wherkass the bigram
sub-model, derived fronfi, which takes as initial state that corresponding to the prefix
“I' a”. This simplified language model is used by the on-line HTR sub-systeettgr
nize the touchscreen handwritten wortfad”, intended to replace the wrong off-line
recognized wordrfedi a”, which was disabled ir.,.

As shown in the example, and unlike it happened in CATTI, thedr language model
of the prefixp’ is no longer required, because the corresponding on-linghsrreen data of
the prefixp’ do no exist in this case. Moreover, as we are assuming orndyesivhole-word
corrections, only the direct transitions from the startiogle (the I' a” node in the example)
need to be considered.

As in CATTI searching (Section 4.4), owing to the finite-statture of the n-gram lan-
guage model, the search involved in Equation (5.5) can beiegffly carried out using the
Viterbi algorithm.
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5.5 Experimental Framework

The experimental framework adopted to assess the effaetigeof the MM-CATTI system
presented in this chapter is described in the following satisns.

5.5.1 Corpora

The experiments have been performed on the three off-lingoca presented in Chapter 2
whit the same assumptions made in Section 3.2.4. To traiortHme HTR feedback subsys-
tem and test the MM-CATTI approach, the on-line handwritifglPEN corpus was chosen.
As explained in Section 2.5, the UNIPEN data come organiatalseveral categories such
as lower and uppercase letters, digits symbols, isolatedsvand full sentences. Unfortu-
nately, the isolated words category does not contain alllfapst none of) the required word
instances that would have to be handwritten by the user iMildeCATTI interaction pro-
cess with the ODEC, IAMDB, or CS text images. Therefore, ¢hesrds were generated
by concatenating random character instances from thre@BNIicategoriesla (digits), 1¢
(lowercase letters) ant (symbols).

To increase realism, the generation of each of these tesiswaas carried out employing
characters belonging to the same writer. Three arbitrariergrwere chosen, taking care
that sufficient samples of all the characters needed for émemtion of the required word
instances were available from each writer. Each charaeteded to generate a given word
was plainly aligned along a common word baseline, excepthiid a descender, in which
case the character baseline was raised 1/3 of its heighthdtigontal separation between
characters was randomly selected frone to three trajectory points. The selected writers
are identified by their name initials as BS, BH and BR. Figudeshows examples of on-line
word samples generated in this way, along real samples afaime words written by two
writers in our labs.

Words from concatenated UNIPEN chars Real word writing
@(Cm&a% prendonS prendos W\@”&*S mm‘oS

i le WMG oile | b whife

Figure 5.4: Examples of words generated using characters from the three selected
UNIPEN test writers (BH, BR, BS), along with samples of the same wondtenw
by two other writers in our labs.

Training data were produced in a similar way using 17 difiel@NIPEN writers. For
each of these writers, a sample of each of the 42 symbols gitd deeded was randomly
selected and one sample of each of 110 most frequent Spanish and English words was
generated, resulting i84 714 training tokens 7114 isolated characters plag 000 generated
words). To generate these tokeh86 881 UNIPEN character instances were used, using as
many repetitions as required out of the177 uniquecharacter samples available. Table 5.1
summarizes the amount of UNIPEN training and test data usedriexperiments.
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Table 5.1: Basic statistics of the UNIPEN training and test data used in the experiments.

Number of different:| Train Test| Lexicon
writers 17 3 -
digits (1a) 1301 234 10
letters (1c) 12298 2771 26
symbols (1d) 3578 3317 32
total characters 17177 6322 68

5.5.2 Assessment Measures

In order to assess the MM-CATTI system accuracy, differeatuation measures have been
adopted. As in Chapter 4 the WER and the WSR are used to assesdlity gf non-
interactive transcriptions and the CATTI system respettivThe WSR of the MM-CATTI
system will be decomposed into TS (touchscreen) and KBD l§eyd). TS represents the
percentage of corrections successfully made through tH;merHTR feedback modality.
KBD is the percentage of corrections for which the feedbaetoder failed and the cor-
rection had to be entered by means of the keyboard. On the loéimgl, as in CATTI, the
EFR will give us a good estimate of the reduction in humanretfoat can bee achieved
by using MM-CATTI with respect to using a conventional HTRsem followed by human
post-editing.

Finally, since only single-word corrections are considetee conventional classification
error rate (ER) will be used to assess the accuracy of thenerHTR feedback subsystem
under the different constraints entailed by the MM-CAT Ttkeiraction process.

5.6 Results

The aim of these experiments is to assess the effectiveddMaCATTI in the scenarios
described in Section 5.2. Multimodal operation offers emoy and increased usability at the
expense of the system having to deal with non-determirfistidback signals. Therefore, the
main concern here is the accuracy of the on-line HTR feedBackding and the experiments
aim to determine how much this accuracy can be boosted hygékio account information
derived from the proper interaction process. Ultimatekpegiments aim at assessing which
degree of synergy can actually be expected by taking intowatcboth interactivity and
multimodality.

In order to establish a word decoding baseline accuracyéon-line HTR feedback sub-
system, a simple word recognition experiment was carriedAaidiscussed in Section 5.5.1,
the words needed to train and test the feedback subsyste@adbrtask were generated by
concatenating adequate UNIPEN characters. Thereforechavacter HMMs were trained
from these training words, using the parameters previowslgd through the isolated char-
acter recognition experiments (see Section 3.3.5). Onttier band, since only single words
are to be recognized, a uni-gram language model was traoredach off-line task (CS-
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page, CS-book, ODEC and IAMDB) to estimate the correspangiior word probabilities.
Table 5.2 shows the basic statistics of the data used in Xipisrienent, along with the ER
achieved by the non-interactive on-line HTR subsystemértifferent tasks, using GSF val-
ues optimized for each language model. The words used dsdeledorrespond to the words
that the user must to introduce during the CATTI processguamimplementation based on
the Viterbi algorithm. Similar experiments could be cadraut using the words that the user
must to introduce using an implementation based on worghkgraln fact, the demonstrator
presented on Chapter 6.3 has been implement using the wapt-based approach.

Table 5.2: For each off-line HTR task: statistics of the sets of on-line words used
as feedback to correct the off-line HTR and baseline performatessification error —
ER) of the corresponding on-line HTR subsystem without using any ttteraderived
contextual information (using plaih-grams).

Task #Words  #Unig-Words  Lexicon| ER(%)
ODEC-M3 753 378 2790 5.1
IAMDB 755 510 8017 4.6
CS-page 1196 648 2277 6.4
CS-book 1487 703 2237 6.1

Note that these ER values are obtained without taking adganof any interaction-
derived contextual information (i.e., just using plain 4gnams). Therefore these figures
represent the highest accuracies that could be expected ifan off-the-shelf on-line HTR
system where adopted to implement the MM-CATTI feedbaclodec

Table 5.3: Writer average MM-CATTI feedback decoding error rates for theediff
ent corpora and three language models: plain unigranb@seling, error-conditioned
unigram (W) and prefix-and-error conditioned bigram.{BThe relative accuracy im-
provement for B with respect to U is shown in the last column.

0, 0,
Corpus LIjeedback ER (%) | Rel.Improv. (%)
ODEC-M3 5.1 5.0 3.1 39.2
IAMDB 4.6 4.3 35 23.9
CS-page 6.4 6.2 5.8 9.3
CS-book 6.1 5.9 55 8,2

As explained in Section 5.2 information derived from themattion process can be taken
into account in order to improve the accuracy of the on-linERHsubsystem. Table 5.3
presents the writer average feedback decoding error ratekd ODEC, IAMDB, CS-page
and CS-book corpora and three language models which emibodyaisingly strong inter-
action derived constraints. The first one is the plain umgestimation ofP(d), already
reported in Table 5.2 astmseline The second is an error-conditioned unigram estimation of
P (d | e) (Equation (5.4)). The third model is a prefix-and-error dboded bigram esti-
mate ofP(d | p’, e) (Equation (5.5)). All these models are derived from theiogblanguage
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Figure 5.5: MM-CATTI feedback decoding error rates for different writersypara
and prefix-constrained language models.

models employed for the main, off-line HTR system, as exygdiin Section 5.4. As observed
in Table 5.3, feedback decoding accuracy increases significas more interaction-derived
constraints are taken into account.

Individual recognition error rates of each of the three UBNPwriters used in the exper-
iments are plotted in Figure 5.5 for the different languagelets and corpora. The accuracy
for the three writers is very similar, being WrBS who bettesulés obtained.

Table 5.4 summarizes all the CATTI and MM-CATTI results obéal in this work. The
third and forth columns show the CATTI WSR decomposed intgtreentage of corrections
successfully made through the on-line HTR feedback madélite touch-screen, TS) and
those for which the feedback decoder failed and the comettad to be entered by means of
the keyboard (KBD). These figures correspond to the thréensraveraged decoding errors
reported in Table 5.3. The last two columns show the ovestlimated effort reductions
(EFR) in the CATTI and MM-CATTI approaches. The MM-CATTI ERfcalculated under
the simplifying (but reasonable) assumption that the cbkegboard-correcting a feedback
on-line decoding error is similar to that of another on-lioechscreen interaction step. That
is, each KBD correction is counted twice: one for the failealch-screen attempt and another
for the keyboard correction itself.

According to these results, the expected user effort fomtloee ergonomic and user-
preferred touch-screen based MM-CATTI, is only slight Egkthan that of CATTI in the
ODEC and on the IAMDB corpora. On the CS corpora the resultgvatthat the expected
user effort is very similar to the expected effort on a patitieg system. However, this extra
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human effort entails an human-machine interaction morieeasd comfortable.

Table 5.4: From left-to-right: post-editing corrections (WER), interactive corretio
needed (WSR), contributions of both input modalities: on-line touchesc(€S) and
keyboard (KBD), and overall estimated effort reduction (EFR) agiddy the proposed
approaches. All results are percentages.

Corpus Post-edit CATTI | MM-CATTI Overall EFR
WER WSR | TS KBD |CATTI MM-CATTI
ODEC 22.9 188 |[181 0.7 | 17.5 14.8
IAMDB 25.3 211 (204 0,7 | 16.6 13.8
CS-page] 28.5 269 |254 15 5.6 0.4
CS-book| 33.5 321 |304 1,7 4.2 -0,8

5.7 Conclusions

In this chapter the use of on-line touch-screen handwnitamstrokes is studied as an alterna-
tive mean to input the required word CATTI corrections. Weéhealled this new approxima-
tion “multimodal CATTI” (MM-CATTI). From the results, we aderve that (in many cases)
this much more ergonomic feedback modality can be impleetewithout significantly in-
creasing the number of interaction steps due to errors ddwsthe decoding of the feedback
signals. This is achieved thanks to the constraints defiwed the interactive process.

It should be mentioned here that, in addition to the laboyatxperiments reported in
previous section, a complete MM-CATTI prototype has beeplémented (see Chapter 6)
and already submitted to preliminary, informal tests widalrusers. According to these
tests, the system does meet the expectations derived f@talibratory experiments; both
in terms of usability and performance. This is particuldrlye for the on-line HTR feedback
decoding accuracy: even though the on-line HTR HMMs weriedcfrom artificially built
words using UNIPEN character samples, the accuracy in galation with real users is
observed to be similar to that shown in the laboratory reshdte reported. Of course even
higher accuracy can be easily achieved by retraining thestaadth the text handwritten by
the actual users.
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CHAPTER

lA Web-based Demonstrator to Interactive Multimodal
Transcription

6.1 Introduction

In this chapter a web-based demonstrator of the interaoiiviimodal approach presented
in this thesis is introduced. In this web-based demonstth user feedback is provided
by means of pen strokes on a touchscreen [RLA+09, RLTV09k T$er feedback allows
to improve the system accuracy, while multimodality insessystem ergonomics and user
acceptability. Figure 1.1 (left) of the Chapter 1 shows a irgeracting with this demo. Both
the original image and the system’s transcription hypahesn be easily aligned and jointly
displayed on the touchscreen (right).

Although, the actual system is only a demonstrator, in afugdte, such web-based MM-
CATTI system will allow to carry out collaborative tasks Withousands of user across the
globe, thus reducing notably the overall image recognifimtess. Since the users operate
within a web browser window, the system also provides cptaform compatibility and
require no disk space on the client machine.

It is important to say here, that this demonstrator has begeldped with the collabora-
tion of several persons. Specifically, the web interfaceliessn developed by Luis A. Leiva
and the Application Programming Interface (API) that akoglient and server applications
to communicate through sockets has been developed by \Adabau.

A description of the user interaction protocol of the pragmbglemonstration is given in
Section 6.2. Then, an outline about the demo is detailed otiddes.3. Finally, some results
and conclusions are drawn in Section 6.4.
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6.2

User Interaction Protocol

In the MM-CATTI web-based demonstrator, the user is diyeicivolved in the transcription
process, where following a preset protocol, he/she is resipte of validating and/or correct-
ing the HTR output during the process. The protocol thatsrthés process was presented in
the Chapter 5 and can be summarized in the following steps:

The HTR system proposes a full transcription of the inputaitten text image.

The user validates the longest prefix of the transcriptioitkvis error-free and enters
some on-line touchscreen pen-strokes and/or some amehémestrokes to correct
the first error in the suffix.

If pen strokes are available, an on-line HTR feedback subsyts used to decode this
input.

In this way, a new extended consolidated prefix is producesgdban the previous
validated prefix, the on-line decoding word and the key&ratendments. Using this
new prefix, the HTR suggests a suitable continuation of it.

These previous steps are iterated until a final, perfecstrgstion is produced.

The interaction between the user and the system is not amiyeli to write the full
correct word, but other different operations can be camigidusing both pen-strokes and/or
keystrokes. The types of operations that can be carriedreut a

6.3

Substitution: The first erroneous word is substituted byctreect word. The accepted
prefix consists of all the words preceding the substituteddvand the new correct
word.

Deletion: The incorrect word is deleted. The accepted prafisists of all the words
preceding the deleted word plus the word that follows theteelword.

Single click validation: This operation correspond witle thlouse Action operation
studied in Section 4.5. All the words that precede the iremirwvord constitute the
validated prefix. The system proposes a new suffix where tstenford is different to
the incorrect word.

Insertion: A new word is inserted. The validated prefix atehed word precedent the
inserted word, the inserted word and the word that follovesitiserted word.

Accept Final Transcription: The proposed transcriptiovaidated.

System description

The demonstrator presented in this chapter is publiclylavig at “http://catti.iti.upv.es”.
On this web-based demo the client-server communicationadenthrough sockets. Using
sockets has several advantages. On the one hand the iimtenaaicess is quite faster and,
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Web Server Online HTR

=7 -
Il Online Models
n E——
Web Browser MM-CATT| Server  Offline Models

Figure 6.1: System architecture. First, the web client requests a web page with an index
of all available pages in the document to be transcribed. The user thigates to a
page and begins to transcript the handwritten text images line by line. 8haale
corrections with pen strokes and also use the keyboard. If pen stiokevailable, the
MM-CATTI server uses an on-line HTR feedback subsystem to dettueta. Then,
taking into account the decoded word an the off-line models, the MM-QGAETver
responds with a suitable continuation to the prefix validated by the user. idlatmns

are stored in plain text logs on the MM-CATTI server, so the user cakedtem in

any moment.

on the other hand, the multiuser environment can be easflieimented, so that, several users
across the globe can work concurrently on the same task diti@ud the web server and the
MM-CATTI server do not need to be physically at the same plabeerefore, a dedicated
transcription server can be run per task to deal with high @Btdanding corpora, or several
servers can be set up with the same task to serve an increasimgnt of users. Figure 6.1
shows a schematic view of the system’s architecture.

On the next subsections the API, the MM-CATTI server and theb\terface are de-
scribed.

6.3.1 Application Programming Interface

Based on the previously presented protocol, a generic sobggimitives were extracted,
and a client-server Application Programming Interface IjARat allows client and server
applications to communicate through sockets was designed.

Three basic functions summarize the API:

e set_source selects the source phrase to be transcribed.

e set_prefix: sets the longest error free prefix and amends the first eitbrtie key-
board.

e set_prefix_online: sets the longest error free prefix and amends the first eritbr w
pen strokes.

VRG-DSIC-UPV 111



Chapter 6. A Web-based Demonstrator to Interactive Multimodal Traoigm

6.3.2 MM-CATTI server

The MM-CATTI server combines all the information receivedr the client and compute
a suitable solution. It follows the approach presented oap@r 5, where both online and
offline HTR systems are based on HMM amdjram language models.

The offline system is implemented using word-graphs. These\graphs are a pruned
version of the Viterbi search trellis obtained when traitsiog the whole image sentence.
In order to make the system able to interact with the user ima efficient way, they are
computed beforehand.

Once the user selects the line to be transcribed, the clmglication send to the MM-
CATTI server theset_sourcemessage. The MM-CATTI server loads the word-graph corre-
sponding to the selected line and proposes a full trangmnipis explained in the Section 3.2
of the Chapter 3.

When the user makes some correction, if pen strokes are laleailhe MM-CATTI server
uses an on-line HTR feedback subsystem to decode them.pgképrocessing and extracting
the features, as it is explained in Section 3.3 of the Chahténe pen strokes are decoded
following the last scenario presented in Chapter 5, takimig account information derived
from the validated prefix and the previous suffix as shown Eqng5.5).

Once the pen strokes have been decoded, a new prefix can tratgdrtaking into ac-
count the validated prefix, the new decoded word and the tiperdhat the user has carried
out (substitution, deletion, insertion, ...). Then, thmanprefix is parsed on the off-line
word-graph and a suitable continuation of it is provideddieing techniques described in
Chapter 4. It can be possible that the prefix is not on the woaghs, so, the error correcting
parsing explained in Section 4.4.2 is applied.

All the corrections made by the user are stored in plain tegs lon the MM-CATTI
server. In this way, the user can retake them in any moment.

6.3.3 Web Interface

The Web Interface is responsible for showing the user iateraind capturing the user actions
on the different modalities of interaction, i.e, keyboand en strokes.

On the main page of the demonstrator (“http://catti.iN.eg”) does not only appear the
link to the demonstrator, but a lot of information relatedhwit, such as videos, projects,
awards, publications or teaching (Figure 6.2 shows a sarapture of this main page). To
begin to work with the demo, the user must select the opfiog & live MM-CATTI demb
and a new page with the different documents to transcribeappear (see Figure 6.3). The
user must choose one of the available documents by clickirnge‘transcribe€ button. By
clicking on “use custom servettink, the user can specify a custom CATTI server while her
session is active (see Figure 6.4).

Once the user has selected the document to transcribe, a eleywage with an index of
all pages in the corpus appears, allowing the user navigaaey page. On Figure 6.5 we
can see the different pages of the legacy handwriting dontifrem the nineteenth century
“Cristo Salvador”.

To begin with, once the user selects a thumbnail page froninthex, the full page is
loaded (Figure 6.6). The center block is the page to trabsdtself. The tidy menu on the
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@ © interactive Multi-Modal Transcription of Text Images - Moxilla Firefox

Archivo Editar Ver Historial Marcadores Herramientas Ayuda
G D - @ U 4 B ntpycatti.itiupv.es/

s visitados v g Getting Started [Latest Headlines v

v/ [~ @

eractive Multi-Modal Transcri...| &

Interactive Multi-Modal Transcription of Text Images

) ‘Welcome to the MM-CATTI project,
W% partof MIPRCV (Consolider Ingenio 2010).

Videos Demos Related Projects
© Watch a system's screencast. © Try a live MM-CATTI demo.

© CATTI in the News (Canal9) o Read an overview of the system.

Awards Publications Teaching
o Best Demo at ECDL 2009 Coferences and Workshops Courses
o ICDAR: 2007, 2009 © RES @ IARFID Master
: 2009

Tutorlals
© ICDAR: 2009

© MLMI: 2008, 2009

Journals.

© Pattern recognition: 2009

MM-CATTI © 2010 MIPRCY & PRHLT, ITI, UPV
HTML CSS AA Browse Happy

Terminado

-

Figure 6.2: The main page of the web-based demonstrator. In addition the link to the
demonstrator, a lot of information related with it is shown: videos, projestards,
publications and teaching.

@ © interactive Multi-Modal Transcription of Text Images - Moxilla Firefox

Archivo Editar Ver Historial Marcadores Herramientas Ayuda
¢ & v @ O & B hupicatiitiupv.es/sysioginphp

[BMés visitados v b Getting Started [5] Latest Headlines v

E M @

eractive Multi-Modal Transcri...| &

Interactive Multi-Modal Transcription of Text Images

Cristo Salvador (page) Cristo Salvador (book)
50 pages 21 pages

MM-CATTI © 2010 MIPRCY & PRHLT, IT1, UPV

XHTML CSS AA Browse Happy

Terminado

Figure 6.3: All the documents to transcribe.

right side is a pagination item. With that pagination itera tiser can browse all the pages
quickly. By using the page browser located above the cerstge pthe user can browse all
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Cristo Salvador (book)
21 pages

use custom server?

| kant3.iti.upv.es:3333 |

Figure 6.4: By clicking on “use custom servetink, the user can specify a custom
CATTI server while her session is active.

the pages visually. The bottom menu is intended to help teewish common tasks, such as
closing session, changing document, displaying apptinathortcuts, or exploring the API.

Then, the user can select a line from the current page byimtjakn its image, and the
system will propose an initial, full transcription (see g 6.7). If no error is detected,
the user chooses another text line image to be transcribédn@se, the user validates the
longest prefix of the transcription which is error-free andrects the first error in the suffix.

If an e-penis available, the system uses an on-line HTR feedback stdweyte recognize
the user corrective pen-strokes. Then, taking into accthenfmultimodal) user corrections,
the system responds with a suitable continuation to thexpvafidated by the user.

The interaction between user and system can be carried iogt pesn-strokes on a touch-
screen or using traditional peripherals like keyboard amaise. On the next subsections
these different interactions modes are explained.

6.3.4 Electronic Pen or Touchscreen Interaction

This is the default interaction mode. The application camged with any kind of pointing
device, such as a electronic pen or a PC tablet. The compugasencan be also used.
However, this option is discouraged. That is because thgpaten mouse, unfortunately, is
not too good at writing with precision.

By using pen-strokes, the user can directly write the comecd, or also introduce some
gestures to indicate different error types. These intiitign-based gestures greatly simplify
the error correction effort. On Figure 6.8 the differenttgess to interact with the system are
shown:

e Substitution: Place the e-pen over an incorrect word antbwidown the correct text.

e Deletion: Drawing a diagonal line over an incorrect word &nalill be deleted. The
deletion gesture must begin outside the text field bounslarie

114 VRG-DSIC-UPV



. System description

@ © Interactive Multi-Modal Transcription of Text Images - Mozilla Firefox
Archivo Editar Ver Historial Marcadores Herramientas Ayuda

¢ & v @ U @ [Bntpycatiitupy.esmainphp

[Més visitados v @b Getting Started (5] Latest Headlines v
| B2 interactive Multi-Modal Tramscri...| <

Interactive Multi-Modal Transcription of Text Images

Cristo Salvador (book)

Your session More Demos.

5 P
Thcoer | Bttt |y o] | B camite

MM.CATTI © 2010 MIPRCV & PRHLT, [TI, UPV
L CSS AA Browse Happy

© Encontrar: | Romero <aAnterior g Siguiente . Resaltartodo || Coincidencia de maytsculas/mintisculas

Terminado

Figure 6.5: A thumbnail for each page of the document chosen by the user is shown
In this case the thumbnails belong to pages of the “Cristo Salvador” book.

e Single Click Validation: By clicking on a word the system poses a new suffix where
the clicked word has changed. This gesture can be underatadRejection” opera-

tion.

e Insertion: Draw a vertical line between two words and theitemiown the text to

insert.

e Accept Final Transcription: Draw a verification gesturdike) after the last corrected
word to accept the full proposed transcription. The nextgenéine will be loaded

automatically.

6.3.5 Keyboard Interaction

If the user prefers, she can works with traditional periphelike keyboard and mouse. To
switch to keyboard mode any key over the application interfaust be pressed. It is impor-
tant to remark that while the stylus pen is moved over the wtneé focus is updated. So,
since the keys work as expected, take these examples whishisigito keyboard mode:
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Interactive Multi-Modal Transcription of Text Images
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Figure 6.6: The selected page to be transcribed.
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Figure 6.7: The HTR system proposes a full transcription of the input handwritten text
line image.

e Clicking the space or delete key will delete the text.

e Clicking the TAB key will change to the next word in the tab joo
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las: carppapas la  casa  continuo

los valencianos fueron | Ao crtes e e e

Figure 6.8: Four interaction gestures to generate and/or validate an error-frée. pre
From top to bottom: substitution, deletion, single click validation and insertion.
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e Clicking any alphanumeric or punctuation key will ovenerthe word text.

e Clicking non-character keys (UP, CTRL, CAPS, ALT, etc.) lwilve focus to the cur-
rent word.

On Figure 6.9 is shown an example of the demo in the keyboaedaiction mode. The
different interactions in the keyboard mode are:

o uizes /4 7 ///% Lo re vt 4 G Mty by Gicr fity Lidva )/z:{
/9‘/&!.'/ ter Iéfyﬁ//i( Zical fra a///‘ V7 77 /r’//f/:—.-’ ,/’ ’z/tt/ﬂ‘ // e
/éyfmj ¥ /e// /’A'z;f;/fmﬁ' e g se /ffaf;fma ‘2 / Sn. I

pues  de las  parroguias como  que  Incorporo | la pro-

7 - T

Ledide) 9/;/ Ve Avesirea- [giAN 4//57;/&'_ X, /// ./4// A
Vi

1213/ ) S asap et B //n.:*x //;/// A sz, . /z/zwﬁﬂz/rz{ //f;

/”:’d’»; (05’4/) d{‘-dd{y cAze ’frzfAQ/ MM&\/ s ey

- A7) 2 V7P

Figure 6.9: The keyboard mode.

e Substitution: Once the incorrect word has been changedsipgeENTER or going to
the next word (with the TAB key) the validated prefix will bense

e Deletion: Pressing “CTRL + DEL" will delete the selectedttégld.

e Single click validation: this is similar to the “Single dkovalidation” presented on
the previous subsection, but now using the mouse insteag-iem. This also can be
carried out using the keyboard, pressing “CRTL + UP” theeystvill propose a new
transcription and the previous one will be stored on a irgtiebnffer. Pressing “CRTL
+ DOWN?” will load the previous transcription from the intetrmuffer.

e Insertion: Pressing the keys “CTRL + SPACE” will insert a ntnt field to the right
of the selected word. If the “SHIFT” key is also pressed, the field will be inserted
to the left of the selected word instead.

e Accept Final Transcription: Pressing “CTRL + ENTER” thel fuloposed transcription
will be accepted. The final transcription will be until thett&eld with focus. The next
image line will be loaded automatically.

6.4 Results and Conclusions

The results of the automatic evaluation metrics discusseth® previous chapter were in-
tended to give us a rough idea of how the system could be eegbéperform when used by
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real transcriber. In addition to the laboratory experimrsetite complete MM-CATTI proto-
type presented in this chapter allow us to carry out inforist with real users.

According to these tests, the system does meet the expectatérived from the labora-
tory experiments. This is particularly true for the on-lii€R feedback decoding accuracy:
even though the on-line HTR HMMs were trained from artifilgidluilt words using UNIPEN
character samples. The accuracy in real operations witlisess is observed to be similar to
that shown in the laboratory results. From the tests aldovislthat the interactive scenario
implemented in the MM-CATTI server is really more comfoitalnd friendlier to the user
than the post-editing approach.

The obvious next step is to carry out formal field tests tosstee validity of our assump-
tions and estimations under real working conditions of ex{aleography) transcribers of
handwritten documents.
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CHAPTER

Conclusions and Future Work

7.1 Conclusions

In this work, we have proposed a new interactive, on-lineraggh to the transcription of
handwritten documents, which combines the efficiency obmatic HTR systems with the
accuracy of users (e.g. paleography experts). This apptied@sed on a recently introduced
framework called “interactive predictive’ (IP) procesgifiPP) [VRCGVO07]. We have called
this approach “Computer Assisted Transcription of Textdes! (CATTI). Here, the correc-
tions made by a human transcriber become part of a prefix dinhktarget transcription.
This prefix is used by CATTI to suggest a new suffix that the hutr@nscriber can accept or
modify in an iterative way until a satisfactory, correctgatrtranscription is finally produced.
Empirical tests presented in this work clearly support teadiits of using this approach
rather than traditional HTR followed by human post-editiniyvo different CATTI imple-
mentation have been studied. The first of them consists Idibgia special language model
and the second one in more sophisticated word-graph tasbsign the word-graph based
implementation, it was necessary to adapt, implement aedrate efficient error-correcting
parsing algorithms in order to guarantee low response titmnig\preserving adequate tran-
scriptions.

The use of Mouse Actions (MA) as an additional informatioarse has been also stud-
ied. As soon as the user points out the place where the next isrfound, the system
proposes a new, hopefully more correct, continuationgiwetrying to anticipate up-coming
user corrections. Obtained results show that a significanétit can be obtained, in terms
of word-stroke reductions. It is worth noting that alteimat(n-best) suffixes could also be
obtained with the conventional CATTI system. However, bypsidering the rejected words
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to propose the alternative suffixes, the MA interaction rodtts more effective and more
comfortable for the user.

The interaction in the CATTI system presented comes in tha faf whole-word inter-
actions. However, in order to make the interaction processee and more comfortable to
the user, a character-level interaction has been studiedsi@ering the results obtained in
the experiments, we can conclude that using this intenadéieel not only allows for more
ergonomic and friendly interfaces, but significant amowftsuman effort in the handwritten
text transcription process can be saved. Itis worth notingiever, that results obtained at the
character and word levels are not directly comparable. Adwevel correction encapsulates
fairly well all the cognitive and physical human efforts ded to locate an error and type
the correction. This is true both for off-line editing Wordr& Rate (WER) and for CATTI
corrections Word Stroke Ratio (WSR) and therefore wordilBatimated Effort Reduction
(EFR) figures can be considered quite fair. In contrast,adtar level corrections are pre-
ferred by users, but it is unclear whether only the numbeegéktokes can be fairly used for
assessment purposes. A corrective keystroke generaltismeesignificant cognitive effort
since, in most cases, it is part of the correction of an ajreflected word error. In other
words, nor the Character Error Rate (CER) neither the KegkBtRatio (KSR) account well
for the cognitive component of corrective actions and itsdnet seem easy to establish a
single, adequate scalar score that captures correctiyth&ibhds of human efforts involved
at the character level.

We have also studied the use of on-line touch-screen hatteivpen strokes as a com-
plementary means to input the required CATTI correctionlbaek. We call this multimodal
approach “MM-CATTI". From the results, we observe that tise wf this more ergonomic
feedback modality comes at the cost of only a reasonablyl smalber of additional inter-
action steps needed to correct the few feedback decodiagsefhe number of these extra
steps is kept very small thanks to the MM-CATTI ability to uisteraction-derived constraints
to considerably improve the on-line HTR feedback decoditueacy. Clearly, this would
have not been possible if just a conventional, off-thefdreline HTR decoder were trivially
used for the corrections steps.

The advantage of CATTI and MM-CATTI over traditional HTR limived by post-editing
goes beyond the good estimates of human effort reductidms\veed. When difficult tran-
scription tasks with high WER are considered, expert usarsrgdly refuse to post-edit con-
ventional HTR output. In contrast, the proposed interactipproaches constitute a much
more natural way of producing correct text. With an adequagg interface, CATTI or MM-
CATTI let the users be dynamically in command: If prediciare not good enough, then
the user simply keeps typing at his/her own pace; othenhistshe can accept (partial) pre-
dictions and thereby save both thinking and typing effort.

We should mention here that, in addition to the laboratopegxnents reported in previ-
ous chapters, a complete MM-CATTI prototype has been imptgatand already submitted
to preliminary, informal tests with real users. Accordinghese tests, the system does meet
the expectations derived from the laboratory experimeiitss is particularly true for the
on-line HTR feedback decoding accuracy: even though thinerHTR HMMs were trained
from artificially built words using UNIPEN character sanmpléhe accuracy in real operation
with real users is observed to be similar to that shown indbedatory results here reported.
Of course even higher accuracy can be easily achieved lamigig the on-line models with
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the text handwritten by the actual users.
Summarizing the main contributions of this thesis are tieviong:

1.

First a set of experiments have been carried out to tundiffteeent parameters of the
off- and on-line HTR systems. In this way results comparabth the state-of-the-art
have been obtained for the different tasks used in the expets.

. The interactive predictive framework has been develagpadi successfully tested in

HTR. A computer assisted transcription of handwritten imdges (CATTI) system
has been developed based on HMMs angram language models. The system has
been automatically tested on three corpora of handwrittehitnages and, the results
suggest that, using the interactive approach, consideeabbunts of user effort can be
saved with respect to post-editing the output of non-irttdra HTR systems.

. Mouse Actions (MA) as an addition information source hagen studied. The CATTI

system can automatically change its prediction as sooreasstér points out the place
where the next error is found. This way, many explicit userexions are avoided.

. Character-level keystroke interaction has been stualieldhew empirical measures to

compare the estimated user-effort reduction obtained ByTTAith respect to conven-
tional post-editing at character level has been introduddwe system has been fully
developed and then tested on three corpora. Considerimgsbé#s, we can conclude
that using this interaction level, a significant amount aflam effort can be saved and,
moreover, it allows for more ergonomic and friendly inteda.

. A direct adaptation of the Viterbi algorithm to implemehe CATTI system would

lead to a computational cost that grows quadratically with humber of words of
each sentence. This can be problematic for large sentemciésrdor fine-grained
(character-level) interaction schemes. Here word-graghrtiques that can achieve
very efficient, linear cost search have been used. In additi@ adapt well-known
error-correcting algorithms in order to be integrated iht®word-graph based CATTI
system. This system has been evaluated on three handwaienwith good results.

. A touchscreen interface has been studied in order torobtaeasier and more com-

fortable human-machine interaction. The touchscreemdnt®n is perhaps the most
natural modality to provide the required feedback on the TOAJystem. The on-line
feedback HTR subsystem is based on HMMs angfram language models. The re-
sulting multimodal system, called MM-CATTI, has been tdstsing an on-line hand-
written corpus and three off-line handwritten corporajwiatomising results.

7.2 Publications related with this work

Parts of this thesis has been published in internationakstaps, conferences and journals.
In this section, we review these publications pointing defrtrelation with this thesis.

e Publications related with new technologies for converglomon-interactive) hand-

written text recognition (Chapter 1):
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— Verénica Romerg Adria Giménez, and Alfons Juan. “Explicit Modelling of
Invariances in Bernoulli Mixtures for Binary Images”. Brd Iberian Confer-
ence on Pattern Recognition and Image AnalyHi®RIA 2007), volume 4477
of Lecture Notes in Computer Science (LNCS), pages 539-Sg6inger-Verlag,
Girona (Spain), 2007.

¢ Publications related with (conventional, HMM-based) teabgy used in handwritten
text recognition and the preprocessing techniques (Chajute

— Moisés Pastor, Alejandro H. ToselNferonica Romerg, and Enrique Vidal. “Im-
proving handwritten off-line text slant correction”. FProceedings of the Sixth
IASTED international Conference on Visualization, Imagiand Image Process-
ing (VIIP 06), pages 389-394. Palma de Mallorca, Spain, 2006.

— Verénica Romerq Moisés Pastor, Alejandro H. Toselli, and Enrique Vidalri*C
teria for handwritten off-line text size normalizationh Proceedings of the Sixth
IASTED international Conference on Visualization, Imagiand Image Process-
ing (VIIP 06), pages 395-399. Palma de Mallorca, Spain, 2006.

— Alejandro H. Toselli, Moisés Pastoverénica Romerg Alfons Juan, Enrique
Vidal, and Francisco Casacuberta. “Off-line and On-linetGwious Handwritten
Text Recognition in PRHLT Group”. Centre de Visié per Congudr (UAB).
Pattern Recognition: Progress Directions and Applicatid8BN 84-933652-6-
2), volume 10, pages 146-161, 2006.

— Verbnica Romerq Vicent Alabau, and Jose Miguel Benedi. “Combination of N-
grams and Stochastic Context-Free Grammars in an Offlineliditen Recog-
nition System”. In3rd Iberian Conference on Pattern Recognition and Image
AnalysigIbPRIA 2007), volume 4477 of LNCS, pages 467-474. Sprindgtag,
Girona (Spain), 2007.

— Alejandro H. Toselli,Verénica Romero, and Enrique Vidal. “Viterbi Based
alignment between Text Images and their Transcripts'L.dnguage Technology
for Cultural Heritage DataLaTeCH 2007), pages 9-16. Prague, Czech Republic,
2007.

— Verénica Romerq Alejandro H. Toselli, and Enrique Vidal. “Aligning handitvr
ten text images and transcriptions of historic documenrts’Proceedings of the
2nd EVA 2008 Vienna Conferengmages 87-94. Vienna, Austria, 2008.

e Publications related with the technology used on the CoarpAssisted Transcription
of Handwritten Text Images (CATTI) system presented on Grafa

— Alejandro H. Toselli,Verénica Romero, Luis Rodriguez, and Enrique Vidal.
“Computer Assisted Transcription of Handwritten Text”. 9th International
Conference on Document Analysis and Recognifi@DAR 2007), pages 944-
948. IEEE Computer Society, Curitiba, Parang, Brazil, 2007

— Veronica Romerqg Alejandro H. Toselli, Luis Rodriguez, and Enrique Vidal.
“Computer Assisted Transcription for Ancient Text Imagedh International
Conference on Image Analysis and Recogniti@AR 2007), volume 4633 of
LNCS, pages 1182-1193. Springer-Verlag, Montreal (Cap&i®7.
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— Antonio L. Lagarda, Vicent Alabau, Carlos Martinez-Hirjase Alejandro H.
Toselli, Verénica Romerag Jose Ramon Navarro, and Enrique Vidal. “Computer-
assisted handwritten text transcription using speechgrétion”. In V Jornadas
en Tecnologia del Habl@/JTH2008), pages 229-232. Bilbao, Spain, 2008.

— Verdnica Romerqg Alejandro H. Toselli, Jorge Civera, and Enrique Vidal. “Im
provements in the computer assisted transcription systérarawritten text im-
ages”. InProceedings of the 8th International Workshop on Patterodgaition
in Information System@RIS 2008), pages 103-112. Barcelona, Spain, 2008.

— Verdnica Romerq Alejandro H. Toselli and Enrique Vidal. “Using Mouse Feed-
back in Computer Assisted Transcription of handwrittentTexages”. Inin-
ternational Conference on Document Analysis and RecagnitCDAR 2009),
pages 96—100. Barcelona, Spain, 2009.

— Verénica Romerqg Alejandro H. Toselli and Enrique Vidal. “Character-level
interaction in Computer-Assisted Transcription of Texatpas”. Ininternational
Conference on Frontiers in Handwritten Recognitig6FHR 2010). Kolkata,
India, 2010. To be published.

— Verdnica Romerg Alejandro H. Toselli and Enrique Vidal. “Computer assiste
transcription of text Images: Results on The GERMANA corpnd analysis of
improvements needed for practical use”.Iternational Conference on Pattern
RecognitionICPR 2010). Istanbul, Turkey, 2010. To be published.

¢ Publications related with the Multimodal version of the ABystem (Chapter 5):

— Alejandro H. ToselliVerénica Romeroand Enrique Vidal. “Computer Assisted
Transcription of Text Images and Multimodal Interactiohi.Proceedings of the
5th Joint Workshop on Machine Learning and Multimodal latgion (MLMI
2008), volume 5237 of LNCS, pages 296-308. Utrecht, The &tithds, 2008.

— Alejandro H. ToselliVerdonica Romerg, Moisés Pastor and Enrique Vidal. “Mul-
timodal Interactive Transcription of Text Images”. Pattern Recognitior43, 5,
pages 1814-1825, 10.1016/j.patcog.2009.11.019, A.

— Oriol Ramos Terrades, Alejandro H. Toselli, Nicolas Senraf@rénica Romero,
Enrigue Vidal and Alfons Juan. “Interactive layout anatyaind transcription sys-
tems for historic handwritten documents”. 1ith ACM Symposium on Document
EngineeringDocEng2010). Manchester UK, 21-24 September 2010. To be pu
lished.

— Alfons Juan,Ver6nica Romerg Joan Andreu Sanchez, Nicolas Serrano, Ale-
jandro H. Toselli, Enrique Vidal. “Handwritten Text Recdtyon for Ancient
Documents”. InWorkshop on Applications of Pattern Analy$&APA 2010).
Cumberland Lodge, 1-2 September 2010. To be published.

¢ Publications related with the MM-CATTI prototype presehie Chapter 6:

— Verénica Romerq Luis A. Leiva, Vicent Alabau, Alejandro H. Toselli and En-
rique Vidal. “A Web-Based Demo to Interactive Multimodalafiscription of
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Historic Text Images”. InEuropean Conference on Digital Librarig&CDL
2009), Volume 5714 of LNCS, pages 459-460. Springer-VeiGayfu, Greece,
20009.

— Verdnica Romerq Luis A. Leiva, Alejandro H. Toselli and Enrique Vidal: “In-
teractive Multimodal Transcription of Text Images Using @&Mbased Demo
System”. Ininternational Conference on Intelligent User Interfagégl 2009),
pages 477-478. Sanibel Island, Florida, 2009.

— Vicent Alabau, Daniel OrtizMerénica Romero and Jorge Ocampo: “A mul-
timodal predictive-interactive application for compuéassisted transcription and
translation”. Ininternational Conference on Multimodal InterfaqggSMI-MLMI
2009), pages 227-228. Cambridge, MA, USA, 2009.

7.3 Future work

A potential problem with the use of MM-CATTI in practice caris& when transcribing doc-
uments for which an adequate full lexicon cannot be estaddivreforehand (often referred
to as open-vocabulary operation). Following the traditioAutomatic Speech Recognition
(ASR), in order to facilitate comparations and reprodditibiall the MM-CATTI experi-
ments here reported have been carried out under the clasadhwary assumption. However,
practical transcription tasks typically entail open-viaglary operation and some solution to
this problem is needed. Of course, the lexicon of a task neethe strictly limited to the
word-forms found in the (training) data available of thiska In practice, dictionaries or
texts from other similar tasks or documents are often usexpand the word-forms found
in the training data of the task considered. But some amolurgsidual out-of-vocabulary
(O0V) word-forms must be expected. Furthermore, this carebly important in the case
of ancient documents (one of the main MM-CATTI targets) vehéor example, OOV words
appear because of the frequent use of abbreviations/ansynyhich change from one era to
another and even from one document to another [RTV10]. Thémkhe interactive nature
of MM-CATTI operation, a simple way to cope with this problésnto progressively enrich
the given lexicon by successively incorporating all the O@kens which appear in the doc-
ument being processed [SJ10]. This way, a user correctibbomy be needed the first time
a new word or abbreviation appears; later appearancesopéifally be correctly recognized
by the system.

This can be seen as one of the simplest forms of adaptiveitganvhich is one of the
main future research topics we plan to explore in the cortéM-CATTI. The correct
transcriptions that are being continuously produced dyutiire interactive work, can be ad-
vantageously used to dynamically and adaptively improeeutiderlying language and mor-
phological off-line HTR models of the task or document(g)sidered. In speech recognition,
well known Adaptive Learning techniques exist for adaptimgacoustic HMM models to the
speaker and/or the audio channel (see for example [LW95, WdMKO02, PNO5]). These
techniques are currently in use in many state-of-the-adgeition systems. In addition, Lan-
guage Model adaptation is also possible ([KM90, Bel04, LAFRSJ10, SJ10]. In traditional
ASR systems, these techniques require the user to provitpuate amounts of adaptation
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data, which is not always possible, convenient or costettfe. Typically, only small quan-
tities of adaptation data can be used, which results in teeBys not being able to take full
advantage of adaptation techniques. In CATTI system, pyfeupervised adaptation data
will be produced continuously, without the user even beingra of their production.

Similarly, the MM-CATTI feedback decoding accuracy can bsily (and significantly)
improved by adaptively retraining the on-line HTR morplgHMMs with the real pen-
strokes which are being continuously produced by the spacsiér who is interacting with
the system.

In addition to these Adaptive Learning ideas, our currert future works also aim at
more directly taking further advantage of other interastiterived informations. For in-
stance, as mentioned in Chapter 5, feedback decoding agocaa be further improved by
using other informations derived from the main off-line HpRcess. In particular, using the
original text image being processed offers hope for sigeifiGmprovements.

As explained in Chapter 4, the interaction between userst@ATTI system is not
necessarily restricted to the recognition module. As aréutuork, a more general approach
where the user could also interact with the preprocessinduiean order to correct seg-
mentation or preprocessing errors will be studied. Theesystould then use these cor-
rections to improve the recognition accuracy. Followingsth ideas, there are some recent
works [RTSG+10, ORTJ10] addressing interactive-pregéctipproaches applied to layout
analysis. In this case, new assessment measures that takecgount all the number of
actions needed by the user in order to start from a digitizemlichent and produce correct
transcriptions will be defined.

Finally, our plans for future work include to carry out forhfeeld tests to assess the
validity of our assumptions and estimations under real wgrlconditions of expert (pa-
leography) transcribers of handwritten (historic) docaise Similar experiments to those
conducted in [CCC+09] on a Computer Assisted TranslatiohTj&ystem can be defined,
where the results show that this suffix-predictive Intdv@ciachine Translation system can
allow translators to increase their productivity while ntaining high-quality. However, as
explained on Chapter 1, these experiments can be prolelyigxpensive, because it will be
necessary an entire panel of transcribers, to implementpnefgssional user interfaces and
to carry out a lot of experiments on a long period of time, thatt be carefully analyse to
avoid misleading conclusions. So, on a first approach exis using the demonstrator
presented on Chapter 6 and persons of our labs will be carued
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APPENDIX

Symbols and Acronyms

A.1 Symbols

Pr(...) the unkwnown “true” probability.

P(...) the model probability.

a5j estate transition probabitity on an HMM from the staté¢o the
StatGQj: Aij = a(qi,qj).

bi(x) emission vector probability distribution function on an HMM
for the statey; : b;(z) = b(q;, z).

G number of Gaussians on a mixture.

g index for the Gaussians on a mixture.

tig mean vector for the componegin the Gaussian mixture of the
stateg; on a HMM.

Yig covariance matrix for the componegpin the Gaussian mixture
of the statey; on a HMM.

Cig weighting coefficient for the componentin the Gaussian mix-
ture of the statg; on a HMM.

X=umx1,22,... asequence of feature vectors.

z; and; the feature vector of the sequence.

M number of feature vectors on the sequexce

x{ subsequence of feature vectors extracted of the sequence
formed by the frames between the positiand; inclusive.

W = w,ws,... Sequence of words.

w; ith word in the word sequence.
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rXs

number of words in the sequenae

a word subsequence extracted of the sequendermed by the
words between the positiarand; inclusive.

number of cells in which is divided the handwritten text iraag
N is the number of rows and/ is the number of columns or
frames.

number of cells on the analysis windos to obtain smoothed val
ues of the studied features.is the number of rows anelis the
number of columns.

number of pixels on the analysis windows.is the number of
rows andm is the number of columns.

an edge of a word graph.

word associated with the edgeon a word graph.

a node on a word graph.

horizontal position of the handwritten image that corresjso
with the nodey on a word graph.

probability of the edge on a word graph.

score of the edge on a word graph.

a paht of states on a word graph.

score of the path.

set of paths on a word graph that produce the sequence

on of the paths ofl(w).

validated prefix of the transcription hypothesis which isoer
free.

a word of the vocabulary task.

new validated prefix of the transcription hypothegisglusv).
possible suffix that follows the validated prefix

point that divide the sequengénto two partes, prefix and suffix.
set of states on a word graphs that define paths from thelinitia
state whose associated word sequenge is

grammar scale factor.

word insertion penalty.

point of the trajectory of the pen-stroke.

fist derivatives of the pointz,, y;).

second derivatives of the poifit;, y).

Curvature. The inverse of the local raius of the trajectogach
point.

class label.

a HMM for the chatacter class

average lenght of the sequence of feature vectors usedito tra
M..

state load factor. measures the average number of feattti@se
modelled per state.

number of states on the HMMs.

number of states for the HMM character cldds.

number of gaussians on the HMMs.
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~  weighted coefficient of the penalization due to the number of
different characters between words.

e  aword transcription error.

m  amouse action.

Cc acharacter sequence.

p” part of the validated prefix formed by completed words.

v,  prefix of a word.

vy suffix of a word.

s’ part of the suffix formed by completed words.

t a sequence of real value vectors representing on-line scoeén
pen strokes.

k  akeystroke.

d  aword representing the decodingtof
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A.2 Acronyms

ASR Automatic Speech Recognition

BIVALDI Biblioteca Valenciana Digital

CATTI Computer Assisted Transcription of Handwritten Terges
CER Character Error Rate

CS Cristo Salvador

EER Estimated Effort Reduction

EM Expectation Maximisation

ER Classification Error Rate

FKI Research Group on computer Vision and Artificial Intelige
GSF Grammar Scale Factor

HMM Hidden Markov Model

HTR Handwritten Text Recognition

IAM Institute of Computer Science and Applied Mathematics
P Interative Predictive

IPP Interactive Predictive Processing

IPR Interactive Pattern Recognition

KSR Key Stroke Ratio

LOB Lancaster-Oslo/Bergen

MA Mouse Action

MM-CATTI Multimodal Computer Assisted Transcription of Hawritten Text Images
NN Nearest Neighbour

OCR Optical Character Recognition

oov Out Of Vocabulary

PKSR Post-editing Key Stroke Ratio

PR Pattern Recognition

WCR Word Click Rate

WER Word Error Rate

WG Word Graph

WIP Word Insertion Penalty

WSR Word Stroke Ratio
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APPENDIX

LAdditionaI Experiments on Off-line Handwritten Text
Recognition

Different experiments, on the three off-line corpora digsat in section 2, have been carried
out to assess the accuracy of the off-line HTR system preddantthe section 3.2. The
different parameters have been optimized in order to olkeibest result for each task. On
the next subsection the results obtained for the diffei@sk tising:-grams at word level are
detailed.

B.1 Cristo-Salvador corpora

To obtain the best result with the CS corpora we have tedrdift values for the parameters
that need to be optimized. First, we have optimized the eatii¢ghe parameterd’, p, r x s
and Ng. Once this values have been fixed, the paraméYersa andg for the page and the

book partition have been optimized independently.
The tested values for the parametafsp, » x s andNg are:

e N =16, 20 and24.

e p=1,2and3.

e rxs=5x55x%x9,9x%x59x%x99x11,11 x 9and11l x 11.
e Ng =6,8,10,12and14
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As previously explained at section 3.2 automatically dateation of optimal values for
these parameters is not an easy task. In particular, itfisuifto determine independent,
optimal values ofVg and N¢ for each character HMM. For simplicity, we decided to use the
same values aVg and N for all HMMs.

Table B.1 shows the HTR WER(%) obtained for the corpora C@gtlyador in its page
partition for N = 16 and different values of the parameters: x s and Ng. Similar experi-
ments are shown on Tables B.2 and B.3/6r= 20 and N = 24 respectively.

Table B.1: Performance of the basic off-line HTR system f§r = 16 and different
values of the parametepsr x s and Ns on the CS corpora on its page partition.

T XS

NIPINs 5505 5%9 9x5 9x9 9x11 11x9 11x 11
6 | 69.1 673 674 637 664 640 6675
8 | 836 793 801 789 788 789 796
1] 10| 977 963 981 967 967 969 970
12| 986 981 986 981 981 986 982
14 | 969 958 975 965 965 97.0  98.1
6 | 435 385 392 385 382 399 409
8 | 39.9 377 375 362 372 376 381
16|2| 10| 39.2 363 359 367 37.6 382 387
12 | 410 401 384 382 376 399 410
14 | 480 455 461 451 397 461  46.0
6 | 396 378 367 356 353 362 369
8 | 372 336 343 331 334 338 348
3] 10| 343 327 313 316 321 329 338
12 | 31.8 315 307 307 308 313 321
14 | 325 321 316 314 322 317 327

The best WER30.5%, has been obtained using = 20 andp = 3. The size of the
analysis windows i9 x 5 and the number of states 12. After now, we are going to use this
baseline to continue looking for the best value of the patare&/;, « andf.

On Table B.4 we can see the results for the parameters valyes: 32,64,128; a =
60, 70, 80,90, 100 and3 = —120, —140, —160, —180. The best resul§8.5% is obtained for
Gs =32, =90 andg = —140.

For the CS corpora on its book partition we assume that thevblges of the parameters
for the feature extraction module are the same previousiged on the CS corpora for its
page partition. It is because we are using the same corpanaevér, the bi-gram language
model trained in this case will be different to the bi-gramirtied on the page partition. So,
we need to tune the parameterandg for this partition. On Table B.5 we can see the results
obtained for different values of the paramete¥g; = 32, 64 and128, o = 60, 70, 80 and90
andf = —140, —160, —180. The best result33.5% is obtained for the value§'S = 32,
GSF =80andWIP = —160.

The results obtained with the CS corpora in its page pantiie better than the results
obtained in the book partition. It is mainly due to the fadittthe test text line samples of
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Table B.2: Performance of the basic off-line HTR system f§r = 20 and different
values of the parametersr x s and Ns on the CS corpora on its page partition.

T XS

NAPINs |55 559 9x5 9x9 9x11 11x9 11x11
6 | 50.4 48.0 445 441 456 447 464
8 | 52.6 49.0 47.4 472 491 481 497
1| 10| 69.2 646 659 640 636 369 648
12 | 931 905 91.7 896 888 909  89.6
14 | 988 975 986 977 973 975  96.4
6 | 409 376 354 339 343 356 358
8 | 35.1 355 32.6 37.6 329 334 331
20|2| 10| 349 337 318 313 318 320 332
12 | 343 333 309 31.7 322 317 331
14 | 35.4 346 321 331 335 330 342
6 | 41.4 40.7 393 377 378 403 399
8 | 37.0 362 346 340 345 357  36.1
3| 10| 355 345 323 326 329 333 340
12 | 340 332 305 309 315 304 326
14 | 349 345 320 321 320 328 334

Table B.3: Performance of the basic off-line HTR system fgr = 24 and different
values of the parametersr x s and Ns on the CS corpora on its page partition.

T XS

NP INs |55 559 9x5 9x9 9x11 11x9 11x11
6 | 444 39.7 367 359 379 360 380
8 | 424 402 36.6 367 379 372 379
1| 10| 458 443 411 415 428 414 435
12 | 621 591 580 558 571 562 579
14 | 85.8 820 842 808 797 805 799
6 | 413 389 372 365 356 362 368
8 | 388 362 340 345 338 322 334
24|2| 10| 344 337 311 312 316 317 321
12 | 346 339 312 317 316 315 320
14 | 347 344 324 328 31.0 316 313
6 | 46.6 445 466 463 460 471 473
8 | 41.9 411 396 386 404 415 414
3| 10| 386 379 363 363 375 372 382
12 | 37.1 362 334 344 357 345 352
14 | 36.2 350 328 332 332 329 331

the page partition were extracted from the same pages thdtaming text line samples.
However, book partition better approaches a realisticsttaption process as was explained
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Table B.4: Performance of the basic off-line HTR system for different valuethef
parametersy, N¢ andg on the CS corpora on its page partition.

NG ﬁ «

60 70 80 90 100
-120 | 30.6 29.8 293 28.6 28.7
32 | -140 | 30.2 295 291 285 28.6
-160 | 30.0 296 29.1 286 28.4
-180 | 299 294 298 286 28.7
-120 | 31.7 311 30.7 305 304
64 | -140 | 31.6 310 30.7 303 30.3
-160 | 31.6 309 305 303 303
-180 | 314 30.8 30.7 304 30.3
-120 | 36.7 355 354 353 353
128 | -140 | 36.2 354 36.7 352 35.3
-160 | 35.8 354 342 350 351
-180 | 355 351 352 353 357

Table B.5: Performance of the basic off-line HTR system for different valuethef
parameters,, N¢ ands on the CS corpora on its book partition.

NG ﬂ «

60 70 80 90
-140 | 346 34.0 33.7 337
32 | -160 | 345 339 335 336
-180 | 343 337 336 33.8
-140 | 37.3 369 36.0 359
64 | -160 | 37.2 36,5 36.1 359
-180 | 37.0 36.6 36.1 36.0
-140 | 41.3 411 40.6 403
128 | -160 | 40.9 41.0 403 40.1
-180 | 40.9 40.8 40.1 40.0

in Section 2.2.

B.2 ODEC corpora

Similar experiments have been carried out with the ODECamrpT he tested values for the
parametersV, p, r x s andNg are:

e N =16, 20 and24.
e p=1and2.
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e rxs=3x%x3,3x505x35x55%x9,9x5and9 x 9.
e Ng =4, 6 ands.

Table B.6 show the HTR WER(%) obtained for the ODEC corpordHedifferent values
of the parameters previously defined. The values of the patersithat obtain the best result
on this table are fixed on the experiments to look for the B&st o and 3. On Table B.7
we can see the results obtained with differente values sktparametersy, = 32, 64 and
128; a = 10, 20, 40 and60; and = 0, —10 and—20. The best result (22.9%) has been
obtained usingV = 16, p=1,r x s =5 x 3, Ng = 6, Ng = 32, a = 20 and = —10.

Table B.6: Performance of the basic off-line HTR system different values of e p
rametersV, p, r x s and Ns on the ODEC corpora.

rXSs
N |p|Ns Ix3 3xH H5X3 HXxH HX9 9x5 9x9
4 296 30.7 275 308 429 36.0 56/2
1| 6 247 264 232 268 393 30.6 49.6
16 8 | 415 419 414 420 485 46.2 576
4 54,1 50.7 51.3 488 50.0 493 590
2| 6 323 327 359 342 432 369 424
8 268 265 255 245 331 250 341
4 36.2 355 337 359 888 373 523
1| 6 27.0 273 241 26.0 453 273 414
20 8 28.1 280 266 275 344 29.1 397
4 753 73.1 689 435 620 70.0 63)7
2| 6 757 785 652 574 421 553 45]1
8 80.1 76.3 56.7 423 340 49.7 363
4 | 483 451 456 423 485 50.1 54]1
1| 6 328 320 293 300 359 316 384
o 8 266 272 253 260 316 268 329
4 97.0 983 980 970 885 83.0 885
2| 6 73.4 702 648 63.0 535 603 600
8 986 980 982 89.2 890 854 56/0

B.3 IAMDB corpora

As in the other two corpora first we have optimized the valuthefparametered’, p, r x
s and Ng, and once this values are fixed, we continue looking for thet kalue of the
parameterV, o ands. Table B.8 show the HTR WER (%) obtained for the IAMDB corpora
for N =16,20and 24p =1and 2;r x s =3 x 3,3 x5,5%x3,5%x5,5%x9,9x5and
9x 9andN S = 4,6 ands.

On Table B.9 we can see the results obtained for differentegbf the parameterég;,
«a andg. The best result (25.3%) is obtained usiNig= 20, p = 1,7 x s =5 x 5, Ng = 6,
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Table B.7: Performance of the basic off-line HTR system for different valuethef
parametersy, N¢ andg on the ODEC corpora.

NG ,6 «

10 20 40 60
0 26,6 231 26.7 34.7
32 | -10 | 26,8 229 274 350
-20 | 25.7 230 276 358
0 26.3 232 269 345
64 | -10 | 261 23.1 27.1 34.9
-20 | 25,9 234 275 359
0 296 263 287 364
128 | -10 | 29.2 26.2 293 36.9
-20 | 28.8 263 298 374

Table B.8: Performance of the basic off-line HTR system different values of the p
rametersV, p, r x s andNg on the IAMDB corpora.

T XS

NP Ns|g 3 345 5x3 5x5 5x9 9x5 9x9
4 | 365 360 366 353 404 404 494
1| 6 | 31.4 298 298 294 361 343 418
16 8 | 43.0 41.8 413 410 428 432 486
4 | 448 646 694 441 503 526 613
2| 6| 309 298 300 298 308 334 538
8 | 260 265 263 260 274 276 412
4 | 35.2 347 344 342 378 397 46ls

1| 6 | 275 258 255 253 290 27.1 349
20 8 | 274 271 273 259 294 282 330
4 | 682 605 649 623 588 586 732
2| 6 | 432 419 409 392 381 432 46/l
8 | 375 373 341 334 340 352 388
4 | 411 400 398 406 413 419 478
1| 6 | 298 279 272 265 282 27.8 357
" 8 | 293 276 269 258 276 264 347
4 | 884 817 850 807 813 826 8511
2| 6 | 732 657 651 637 652 647 686
8 | 736 695 631 623 647 624 703

Ng =64, =40 ands = 0.

Note that the best WER obtained (25.3%) is comparable wite-gtithe art results pub-
lished for this data-set [ZCBOg].
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Table B.9: Performance of the basic off-line HTR system for different valuethef
parametersy, N¢ andg on the IAMDB corpora.

NG | WIP GSF

20 40 60 80
10 329 281 340 392
32 0 323 279 312 353
-10 314 283 280 37.2
10 309 26.0 278 33.9
64 0 288 253 283 336
-10 291 256 281 34.2
10 290 311 279 331
128 0 275 254 2777 335
-10 281 276 279 33.6

B.4 Summary

Table B.10 summarized the best results obtained with tHerdift corpora studied in this
appendix.

Table B.10: Performance of the basic off-line HTR system for different corpora

CS-page| CS-book | ODEC | IAMDB
28.5 335 22.9 25.3
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