Application of
Sound Source Separation Methods to
Advanced Spatial Audio Systems

DOCTORAL THESIS

by
Máximo Cobos Serrano

Supervisor:
Dr. José Javier López Monfort

Valencia, Spain
June 2009
To Sandra
Abstract

This thesis is related to the field of Sound Source Separation (SSS). It addresses the development and evaluation of these techniques for their application in the resynthesis of high-realism sound scenes by means of Wave Field Synthesis (WFS). Because the vast majority of audio recordings are preserved in two-channel stereo format, special up-converters are required to use advanced spatial audio reproduction formats, such as WFS. This is due to the fact that WFS needs the original source signals to be available, in order to accurately synthesize the acoustic field inside an extended listening area. Thus, an object-based mixing is required.

Source separation problems in digital signal processing are those in which several signals have been mixed together and the objective is to find out what the original signals were. Therefore, SSS algorithms can be applied to existing two-channel mixtures to extract the different objects that compose the stereo scene. Unfortunately, most stereo mixtures are underdetermined, i.e., there are more sound sources than audio channels. This condition makes the SSS problem especially difficult and stronger assumptions have to be taken, often related to the sparsity of the sources under some signal transformation.

This thesis is focused on the application of SSS techniques to the spatial sound reproduction field. As a result, its contributions can be categorized within these two areas. First, two underdetermined SSS methods are proposed to deal efficiently with the separation of stereo sound mixtures. These techniques are based on a multi-level thresholding segmentation approach, which enables to perform a fast and unsupervised separation of sound sources in the time-frequency domain. Although both techniques rely on the same clustering type, the features considered by each of them are related to different localization cues that enable to perform separation of either instantaneous or real mixtures. Additionally, two post-processing techniques aimed at improving the isolation of the separated sources are proposed. The performance achieved by several SSS methods in the resynthesis of WFS sound scenes is afterwards evaluated by means of listening tests, paying special attention to the change observed in the perceived spatial attributes. Although the estimated sources are distorted versions of the original ones, the masking effects involved in their spatial remixing make artifacts less perceptible, which improves the overall assessed quality. Finally, some novel developments related to the application of time-frequency processing to source localization and enhanced sound reproduction are presented.
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Resumen

Esta tesis se enmarca dentro del campo de la Separación de Fuentes Sonoras (SSS), donde se ha trabajado en el desarrollo y evaluación de estas técnicas para aplicarlas a la resíntesis de escenas sonoras de alto realismo utilizando Síntesis de Campo de Ondas (WFS). Dado que la gran mayoría de grabaciones sonoras se almacena en un formato estéreo de dos canales, es necesario disponer de sistemas especiales de conversión con el fin de utilizar sistemas avanzados de reproducción de sonido espacial, como por ejemplo WFS. Esto se debe al hecho de que WFS necesita las señales originales de las fuentes para sintetizar de forma precisa el campo acústico dentro de una amplia zona de escucha, requiriendo un proceso de mezcla basado en objetos.

Los problemas de separación de fuentes en el tratamiento digital de la señal son aquellos en los que, a partir de una mezcla de varias señales, se trata de encontrar las señales originales que dieron lugar a la mezcla. Por tanto, los algoritmos de SSS pueden aplicarse a mezclas estéreo ya existentes para extraer los distintos objetos que componen la escena sonora. Desafortunadamente, la mayoría de las mezclas estéreo son subdeterminadas, es decir, están compuestas por un número de fuentes mayor al número de canales. Esta condición hace que el problema de SSS sea especialmente difícil y lleva a asumir ciertas propiedades de las señales, normalmente relacionadas con la escasez (sparsity) de éstas bajo alguna transformación.

Esta tesis se centra en la aplicación de las técnicas SSS al campo de sonido espacial. Es por esto que sus contribuciones pueden ser clasificadas en estas dos áreas. En primer lugar, se proponen dos métodos de SSS subdeterminados que tratan de forma eficiente y no supervisada la separación de mezclas estéreo. Estas técnicas están basadas en la segmentación por umbralización multinivel, la cual permite separar fuentes sonoras de forma rápida en el dominio tiempo-frecuencia. Aunque ambas técnicas se basan en el mismo tipo de agrupación, las características consideradas por cada una de ellas están relacionadas con diferentes aspectos de localización que permiten separar las fuentes de mezclas instantáneas y reales. Adicionalmente, se proponen dos técnicas de post-procesado enfocadas a mejorar el aislamiento de las fuentes separadas. Las prestaciones obtenidas por varios métodos de SSS en la resíntesis de escenas sonoras con WFS son posteriormente evaluadas por medio de tests subjetivos, prestando especial atención al cambio observado en los atributos de percepción espacial. Aunque las fuentes estimadas son versiones distorsionadas de las originales, los efectos de enmascaramiento que se producen en la remezcla espacial provocan que los artefactos sean más difícilmente percibidos, mejorando la calidad subjetiva global. La Tesis finaliza con una serie de nuevos desarrollos relacionados con la aplicación del procesamiento tiempo-frecuencia a la localización de fuentes y a la mejora espacial de la reproducción de sonido.

**Palabras Clave:** Síntesis de Campo de Ondas, Separación de Fuentes Sonoras, Procesado Tiempo Frecuencia, Dirección de Llegada, Calidad de Sonido Espacial.
Resum

Aquesta tesi s’emmarca dins del camp de la Separació de Fonts Sonores (SSS), on s’ha treballat en el desenvolupament i l’avaluació d’aquestes tècniques per aplicar-les a la resíntesi d’escenes sonores d’alt realisme, mitjançant Síntesi de Camp d’Ones (WFS). Tot i que la gran majoria dels enregistraments sonors s’emmagatzemen en un format estèreo de dues canals, és necessari disposar de sistemes especials de conversió, amb la finalitat d’utilitzar sistemes avançats de reproducció de so espacial, com per exemple WFS. Això es deu al fet que WFS necessita els senyals originals de les fonts per sintetitzar, de forma precisa, el camp acústic dins d’una àmplia zona d’escolta, requerint un procés de barreja basat en objectes.

Els problemes de separació de fonts en el tractament digital del senyal són aquells en els que d’una barreja de diverses senyals, es tracta de trobar els senyals originals que van donar lloc a la mescla. Per tant, els algorismes de SSS poden aplicar-se’n a mesclas estèreo ja existents per extrair els objectes sonors que composen l’escena sonora. Malauradament, la majoria de les mesclas estèreo són subdeterminades, és a dir, estan compostes per un nombre de fonts major al nombre de canals. Aquesta condició fa que el problema de SSS siga especialment difícil i porta a assumir fortes propietats dels senyals, normalment relacionades amb l’escassetat (sparsity) d’aquestes sota alguna transformació.

Aquesta tesi se centra en l’aplicació de les tècniques de SSS al camp de so espacial. És per això que les seues contribucions poden ser classificades en aquestes dues àrees. En primer lloc, es proposen dos mètodes de SSS subdeterminats que tracten de manera eficient la separació de mescles estèreo. Aquestes tècniques estan basades en la segmentació i aplicació de l’indicador multilinell, la qual permet separar fonts sonores de forma ràpida en el domini temps-freqüència. Tot i que les dues tècniques es basen en el mateix tipus d’agrupació, les característiques considerades per cadascuna d’elles estan relacionades amb diferents aspectes de localització que permeten separar les fonts en mescles instantànies i reals. Addicionalment, es proposen dues tècniques de post-processament enfocades a millorar l’aïllament de les fonts separades. Les prestacions obtingudes per diversos mètodes de SSS a la resíntesi d’escenes sonores amb WFS és posteriorment avaluada mitjançant tests subjectius, posant especial atenció a les atributs de percepció espacial. Encara que els fonts estimades són versions distorsionades de les originals, els efectes d’emmascarament que es produeixen en la remescla espacial provoquen que els artefactes siguen més difícilment percebuts, millorant la qualitat subjectiva global. La tesi finalitza amb una sèrie de nous desenvolupaments relacionats amb l’aplicació del processament temps-freqüència a la localització de fonts i a la millora espacial de la reproducció de so.

Paraules Clau: Síntesi de Camp d’Ones, Separació de Fonts Sonores, Processament Temps-Freqüència, Direcció d’Arribada, Qualitat de So Espacial.
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</tr>
<tr>
<td>$(\cdot)^H$</td>
<td>Conjugate transpose</td>
</tr>
<tr>
<td>$(\cdot)^+$</td>
<td>Moore-Penrose pseudoinverse</td>
</tr>
<tr>
<td>$</td>
<td>\cdot</td>
</tr>
<tr>
<td>$|\cdot|_p$</td>
<td>$\ell_p$ norm</td>
</tr>
<tr>
<td>$n$</td>
<td>Source index</td>
</tr>
<tr>
<td>$m$</td>
<td>Sensor index</td>
</tr>
<tr>
<td>$t$</td>
<td>Discrete time</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of sources</td>
</tr>
<tr>
<td>$M$</td>
<td>Number of mixtures/sensors</td>
</tr>
<tr>
<td>$T$</td>
<td>Number of signal samples</td>
</tr>
<tr>
<td>$x(t)$</td>
<td>Time-domain signal</td>
</tr>
<tr>
<td>$K$</td>
<td>Number of expansion functions</td>
</tr>
<tr>
<td>$k$</td>
<td>Frequency index</td>
</tr>
<tr>
<td>$r$</td>
<td>Time-frame index</td>
</tr>
<tr>
<td>$R$</td>
<td>Number of time-frames</td>
</tr>
<tr>
<td>$\mathbf{X}(k, r)$</td>
<td>Time-frequency signal matrix</td>
</tr>
<tr>
<td>$X(k, r)$</td>
<td>Time-frequency signal samples (elements of $\mathbf{X}(k, r)$)</td>
</tr>
<tr>
<td>$</td>
<td>X(k, r)</td>
</tr>
<tr>
<td>$\angle X(k, r)$</td>
<td>Phase spectra</td>
</tr>
<tr>
<td>$\hat{\cdot}$</td>
<td>Estimation</td>
</tr>
<tr>
<td>$\langle \cdot \rangle$</td>
<td>Dot (scalar) product</td>
</tr>
<tr>
<td>$*$</td>
<td>Element-wise convolution</td>
</tr>
<tr>
<td>$\circ$</td>
<td>Hadamard (element-wise) product</td>
</tr>
<tr>
<td>$./$</td>
<td>Element-wise division</td>
</tr>
<tr>
<td>$|\cdot|_F$</td>
<td>Frobenius norm</td>
</tr>
<tr>
<td>$P(A)$</td>
<td>Marginal probability of A</td>
</tr>
<tr>
<td>$P(A</td>
<td>B)$</td>
</tr>
<tr>
<td>$(\cdot)^+$</td>
<td>Value update</td>
</tr>
</tbody>
</table>
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## Abbreviations and Acronyms

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADRess</td>
<td>Azimuth Discrimination and Resynthesis</td>
</tr>
<tr>
<td>ASW</td>
<td>Auditory Source Width</td>
</tr>
<tr>
<td>BAQ</td>
<td>Basic Audio Quality</td>
</tr>
<tr>
<td>BSS</td>
<td>Blind Source Separation</td>
</tr>
<tr>
<td>CASA</td>
<td>Computational Auditory Scene Analysis</td>
</tr>
<tr>
<td>DCT</td>
<td>Discrete Cosine Transform</td>
</tr>
<tr>
<td>DFT</td>
<td>Discrete Fourier Transform</td>
</tr>
<tr>
<td>DOA</td>
<td>Direction Of Arrival</td>
</tr>
<tr>
<td>DR</td>
<td>Detection Rate</td>
</tr>
<tr>
<td>DTS</td>
<td>Digital Theater Systems</td>
</tr>
<tr>
<td>DWT</td>
<td>Discrete Wavelet Transform</td>
</tr>
<tr>
<td>DUET</td>
<td>Degenerate Unmixing Estimation Technique</td>
</tr>
<tr>
<td>EC</td>
<td>Equalization Cancellation</td>
</tr>
<tr>
<td>EM</td>
<td>Expectation Maximization</td>
</tr>
<tr>
<td>ENSIR</td>
<td>Energy Normalized Source to Interference Ratio</td>
</tr>
<tr>
<td>GMM</td>
<td>Gaussian Mixture Model</td>
</tr>
<tr>
<td>GUI</td>
<td>Graphical User Interface</td>
</tr>
<tr>
<td>HOA</td>
<td>High Order Ambisonics</td>
</tr>
<tr>
<td>HRIR</td>
<td>Head Related Impulse Response</td>
</tr>
<tr>
<td>HRTF</td>
<td>Head Related Transfer Function</td>
</tr>
<tr>
<td>IBM</td>
<td>Ideal Binary Mask</td>
</tr>
<tr>
<td>IC</td>
<td>Interaural Coherence</td>
</tr>
<tr>
<td>ICA</td>
<td>Independent Component Analysis</td>
</tr>
<tr>
<td>IDFT</td>
<td>Inverse Discrete Fourier Transform</td>
</tr>
<tr>
<td>ILD</td>
<td>Interaural Level Difference</td>
</tr>
<tr>
<td>ISR</td>
<td>source to Image Spatial distortion Ratio</td>
</tr>
<tr>
<td>ISW</td>
<td>Individual Source Width</td>
</tr>
<tr>
<td>ITD</td>
<td>Interaural Time Difference</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform</td>
</tr>
<tr>
<td>FIR</td>
<td>Finite Impulse Response</td>
</tr>
<tr>
<td>LFE</td>
<td>Low Frequency Effects</td>
</tr>
<tr>
<td>LMM</td>
<td>Laplacian Mixture Model</td>
</tr>
<tr>
<td>MAP</td>
<td>Maximum A Posteriori</td>
</tr>
<tr>
<td>MDCT</td>
<td>Modified Discrete Cosine Transform</td>
</tr>
<tr>
<td>MOS</td>
<td>Mean Opinion Score</td>
</tr>
<tr>
<td>MuLeTS</td>
<td>Multi Level Thresholding Separation</td>
</tr>
<tr>
<td>MUSHRA</td>
<td>MUltilpe Stimuli with Hidden Reference and Anchor</td>
</tr>
<tr>
<td>NMF</td>
<td>Non-negative Matrix Factorization</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal Component Analysis</td>
</tr>
<tr>
<td>PIW</td>
<td>Panning Index Window</td>
</tr>
<tr>
<td>SBSS</td>
<td>Semi-Blind Source Separation</td>
</tr>
<tr>
<td>SAOC</td>
<td>Spatial Audio Object Coding</td>
</tr>
<tr>
<td>SAR</td>
<td>Source to Artifacts Ratio</td>
</tr>
<tr>
<td>SASSEC</td>
<td>Stereo Audio Source Separation Evaluation Campaign</td>
</tr>
<tr>
<td>SIR</td>
<td>Source to Interference Ratio</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>--------------------------------------</td>
</tr>
<tr>
<td>SiSEC</td>
<td>Signal Separation Evaluation Campaign</td>
</tr>
<tr>
<td>SDR</td>
<td>Signal to Distortion Ratio</td>
</tr>
<tr>
<td>SRP</td>
<td>Steered Response Power</td>
</tr>
<tr>
<td>SSS</td>
<td>Sound Source Separation</td>
</tr>
<tr>
<td>STCF</td>
<td>Short Time Coherence Function</td>
</tr>
<tr>
<td>STFT</td>
<td>Short Time Fourier Transform</td>
</tr>
<tr>
<td>TIR</td>
<td>Target to Interference Ratio</td>
</tr>
<tr>
<td>TDOA</td>
<td>Time Delay Of Arrival</td>
</tr>
<tr>
<td>VBAP</td>
<td>Vector Base Amplitude Panning</td>
</tr>
<tr>
<td>WDO</td>
<td>W-Disjoint Orthogonality</td>
</tr>
<tr>
<td>WFS</td>
<td>Wave Field Synthesis</td>
</tr>
</tbody>
</table>
Introduction and Scope
Introduction and Scope
Introduction and Scope

1.1 Background

Over the last few decades, surround sound, or multichannel sound reproduction systems, have played an increasingly important role in the entertainment industry, as well as in the multimedia field. While high-fidelity audio devices currently demonstrate flat frequency responses and very low levels of noise and distortion, reproduction issues involving spatial quality or spatial fidelity are still an active research field. In fact, multichannel audio systems try to reproduce sound in a way which is more “natural” with the aim of enhancing the listening experience [1]. This is possible due to the improved spatial attributes of these systems, such as the ability to facilitate the perception of sound sources coming from different directions.

Although five channel systems are a consolidated standard in multichannel audio today, there is increasing interest in emerging reproduction systems based on sound field rendering. The most popular of these systems is Wave Field Synthesis (WFS), a spatial reproduction system capable of synthesizing an acoustic field in an extended area by means of loudspeaker arrays. This makes the reproduced sound scene independent from the listening position, and therefore the relative acoustic perspective perceived by a listener changes as he or she moves. The idea of an acoustic curtain aimed at transporting the acoustics of the recording venue to a reproduction room using microphone and loudspeaker arrays was described by Snow in 1953 [2]. However, although this may be considered as a WFS “avant la lettre”, it misses the physical insight and background that forms the basis of the real invention. It was not until the late 80s when the theory of WFS was introduced in the works published by the Delft University of Technology [3][4][5] and which led to the first WFS prototypes.

Despite all of the advances made in spatial sound reproduction over the last few years, the vast majority of musical recordings are stored and supplied in a two-channel (stereo) format,
making it necessary to listen to them on a two-loudspeaker reproduction system. In this context, audio signal processing systems for converting stereo recordings into four or five channels are gaining attention. These up-mixers are used for reproducing conventional stereo recordings with more advanced spatial reproduction systems, taking advantage of the spatial properties of multichannel audio reproduction. Most stereo-to-5.1 up-mixers are usually based on a matrix scheme, which generates the additional channels by simple adding and subtracting the input channels with altered gain and phase.

As WFS systems are not yet widely deployed, up-mixing processors fully designed to convert stereo recordings into synthesized scenes have been rarely discussed in the literature. The main objective of stereo-to-WFS up-mixers would be the same as in the case of five-channel up-mixing: to enhance the spatial quality of conventional stereo recordings. However, the spatial properties of WFS, which are ideally suited to be combined with virtual and augmented reality systems and other applications, open a new door to go further than the conventional home-theater oriented up-mixing. Moreover, WFS needs the signals of each source to be available before rendering the sound field, thus an object-based processing becomes necessary. From this point of view, more sophisticated up-mixing schemes must be considered, being source separation algorithms a potential solution to this problem.

Source separation problems in digital signal processing are those in which several signals have been mixed together and the objective is to find out what the original signals were. Algorithms for source separation have been shown to be very useful in many areas, ranging from image and video processing to biomedical applications. In the audio field, algorithms aimed at extracting different sound sources from a set of audio mixtures are usually denoted as Sound Source Separation (SSS) algorithms. Since the introduction of Independent Component Analysis (ICA) in the early 1990’s [6], the source separation field has become one of the most active research areas in signal processing. Together with the statistical/mathematical framework set by ICA methods, the development of biologically-inspired computational models for source separation have also led to another popular discipline in SSS, known as Computational Auditory Scene Analysis (CASA) [7]. In fact, these systems try to mimic one of the most surprising properties of human hearing: the ability to distinguish individual sound sources from complex mixtures of sound. This human ability is usually related to the well known “cocktail party effect” discussed by Cherry in 1953 [8], which describes the ability to focus one’s listening attention on a single talker among a mixture of conversations and background noises, ignoring other conversations and enabling humans to talk in a noisy place.

The difficulty underlying source separation problems is mainly related to the amount of information that is known about the sources and the nature of the mixtures. When very little information about the mixing process or the sources is known in advance, the term “blind” is normally used. That is the reason why the label Blind Source Separation (BSS) has been widely accepted to denote statistical algorithms, such as ICA-based approaches. However, strictly speaking, there are no fully blind algorithms, since general assumptions about their statistical behavior are always taken, most of them related to the independence, non-Gaussianity or sparsity of the sources. Another factor that determines the difficulty of the problem is the proportion between the number of mixture channels and the number of sources. When the number of sources is less (overdetermined case) or equal (determined case) than the number of observation channels, separation is more easily achieved. When the number of sources exceeds the number of available mixtures (underdetermined case), the problem becomes more difficult and stronger
assumptions have to be made, often related to the sparsity of the sources. Moreover, the mixing process that generated the mixture channels has also great influence on the separation difficulty, leading to instantaneous, anechoic and convolutive approaches.

One of the most demanding applications of SSS algorithms is audio up-mixing. This application is intended to generate a high-quality multitrack recording from a final mix as contained in a conventional stereo CD. Current algorithms are far from providing separated sources with a quality similar to that obtained by recording sources separately, making most of these applications unfeasible. However, if the separated tracks are mixed again with different gains or spatial distributions, artifacts on the separated tracks are greatly masked by the rest of sources in the final reproduced scene and the overall quality is substantially improved.

As pointed out, WFS needs to have separate audio signals for the different virtual sources that compose a sound scene, thus, it is strictly needed an object-oriented up-mixing based on source separation. There are some benefits for SSS algorithms to be used in the WFS framework. Obviously, the first one is the possibility to synthesize spatially enhanced scenes from audio material stored in conventional formats, such as stereo or 5.1. The second one is that the listening experience would not only be enhanced in terms of spatial fidelity, but in terms of interactivity, enabling the user to modify the level and spatial position of the sources. Finally, this possibility would help WFS systems to be more easily adopted by the audio industry, since WFS systems have experienced a considerable slow development in the market during the last decade.

1.2 Motivation

This dissertation focuses on separation of audio mixtures in the context of stereo to WFS up-mixing. The main motivation is the use of SSS algorithms as a powerful tool for the resynthesis of sound scenes by means of advanced spatial audio reproduction systems. This was one of the main goals set in the AnClaS³ (Analysis and Classification for Sound Source Separation) project, which was supported by the Spanish Ministry of Science and Innovation and was carried out with the collaboration of five Spanish universities.

The considered application scenario of SSS algorithms is indeed one of the most complex situations among the different source separation tasks, since most of stereo audio mixtures are underdetermined, i.e. there are more sources than observation channels. As already introduced, algorithms for underdetermined SSS are based on strong assumptions of the sources and the mixing process. Fortunately, time-frequency transformations provide a sparse representation of audio sources, making valid most of these assumptions. Moreover, it is desirable to perform separation in a fast and unsupervised manner, with a potential for real-time implementation.

On the other hand, although WFS has its own artifacts and practical imperfections that make it impossible to render a desired sound field perfectly, the degradation caused by the separated sources can be far greater. These degradations include timbre modification, burbling artifacts, musical noise and inter-source residuals. As a result, it becomes necessary to evaluate how different separation methods influence the spatial perception of sound scenes, not only in terms of overall quality, but also in the subjective assessment of other attributes related to spatial sound reproduction.
Separation can be optionally improved by means of other post-processing techniques aimed at restoring the estimated signals or eliminating residuals from other sources. These techniques can be thought as separation-after-separation algorithms and can be usually applied to the output of several unmixing methods.

1.3 Scope of the Thesis

Taking into account the above context, the main scope of this thesis is as follows:

To contribute new methods for the separation of underdetermined stereo mixtures (instantaneous and anechoic/convolutive), that can be applied to synthetic and real recordings of music and speech. To apply several separation algorithms in the context of stereo-to-WFS up-mixing and to evaluate the spatial quality of the resynthesized sound scenes. To contribute with new post-processing methods aimed at improving the isolation of the separated sources and to evaluate the performance of the proposed approaches. To develop new applications related to the separation framework considered in this thesis, especially those related to the spatial localization and the spatial resynthesis of sound sources recorded with small microphone arrays.

Some particular aims emerge from this main scope, which are presented as follows:

- To study the suitability, advantages and disadvantages of source separation techniques to be used in the context of WFS up-mixing.
- To explore the main problems that arise in this application context and consequently propose new solutions.
- To examine the relationship between objective performance measures used by the source separation community and spatial sound attributes.
- To propose new applications related to the processing used in underdetermined SSS and to integrate them into the spatial sound field.

1.4 Organization of the Thesis

The remainder of this thesis describes the research that has been undertaken to develop the aims stated above. Since the contributions of this thesis fall within two different areas, which are source separation and spatial sound, it seems reasonable to structure the contents of this dissertation into two parts. Note that this two-part division has not been applied to the introductory and the concluding chapters.

The chapters are then organized and presented as follows:

Part I: Sound Source Separation

- Chapter 2: This chapter is intended to give a comprehensive overview of SSS principles and algorithms. It starts by presenting the motivations underlying source separation techniques
and the main types of algorithms that have arisen in the audio signal processing field. The different signal models used in source separation are subsequently introduced to the reader, concentrating on the case of underdetermined mixtures and sparsity-based approaches. Some popular SSS methods that are later evaluated in Chapter 5 are also presented. The chapter ends with an overview of the objective performance measures that will be used to evaluate the quality of the separated sources throughout this thesis.

- Chapter 3: This chapter presents a novel approach for the separation of underdetermined stereo mixtures in the time-frequency domain. Inspired by image segmentation techniques, separation is achieved by using a maximum between-class variance criterion between the estimated mixing factors corresponding to the sources present in the mixture. The proposed method computes a set of thresholds that define the different time-frequency masks that separate the sources with little computational cost. The first part of the chapter describes how the proposed approach is applied to the case of underdetermined instantaneous audio mixtures. The second part provides a detailed description of the method for the separation of real mixtures by using a small two-microphone array.

- Chapter 4: This chapter describes two approaches for improving the isolation of separated sources under the framework considered in this thesis. These methods are aimed at removing residuals from other sources in the final extracted signals and they are based on a further analysis of the separated sources in the time-frequency domain. Specifically, an energy-based ratio and a source reassignment technique are introduced, discussed and evaluated.

Part II: Spatial Sound

- Chapter 5: In this chapter, an overview of spatial sound reproduction systems is provided. Stereo, multichannel surround systems and other advanced techniques based on sound field rendering are presented, with special emphasis in the fundamentals of WFS technology. Finally, some concepts involving audio up-mixing and object-oriented coding are also introduced.

- Chapter 6: This chapter deals with the evaluation of the spatial perception of resynthesized sound scenes in WFS using source separation. Experiments carried out to evaluate the performance of several algorithms in the context of WFS up-mixing are explained in detail. The way that source signals distorted by the separation process influence different spatial attributes is analyzed.

- Chapter 7: This chapter presents a set of developments related to the processing used in underdetermined source separation. Without the need for separating sound sources, these algorithms are aimed at localizing multiple sound sources of sound and provide enhanced sound reproduction systems (stereo enhancement and binaural synthesis) based on array processing.

- Chapter 8: Finally, the conclusions obtained throughout this thesis are presented, including some guidelines for future research lines. A list of published work related to this thesis is also given.
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Source separation algorithms currently constitute one of the most active research fields in signal processing. Algorithms for source separation have been applied to many areas, ranging from image and video processing to biomedical applications. In the audio context, Sound Source Separation (SSS) aims at recovering each source signal from a set of audio mixtures of the original sources, such as those obtained by a microphone array, a binaural recording or an audio CD. Therefore, several applications can emerge from the development of advanced SSS techniques, including music remixing, automatic karaoke, speech enhancement, automatic music transcription or music information retrieval systems. In this chapter, a global framework for source separation is presented, with an emphasis on the underdetermined case, i.e. when there are more sources than mixture channels. A set of popular approaches for the separation of audio mixtures is also described.

2.1 Introduction

Humans are surrounded by sound. If we try to concentrate and listen carefully to the things that happen in our environment, probably we will be able to identify more than one source of sound. This fact reveals an important property of human hearing: the ability to distinguish individual sound sources from complex mixtures of sound. When talking about the perception of speech in complex acoustic environments, this human ability is usually related to the well known “cocktail party problem”, first described by Cherry in 1953 [8]. The cocktail party effect describes the ability to focus one’s listening attention on a single talker among a mixture of conversations and background noises, ignoring other conversations and enabling us to talk in a noisy place [9]. In addition to speech understanding, this special ability plays also a major role in the way humans perceive and feel music. Most of musical compositions are mixtures of different instruments playing simultaneously and we are usually able to concentrate on hearing
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one of these instruments. A trained subject can even describe the melodies or musical lines played by each instrument and translate them into musical language and notation. Therefore, we can generally talk about a special ability of understanding sound scenes. Dan Ellis defined a sound scene as a complex entity of acoustic stimuli that is processed by our brain, resulting in a symbolic description corresponding to a listener’s perception of the different auditory events or sources that are present [10].

The complex understanding of sound scenes is so familiar to humans that we usually take it for granted and we perform this task without being aware of it. However, computational methods aimed at imitating our hearing sense and brain for understanding complex sound material are far from performing with such an accuracy and are still an active research line that involves mathematical, physical and psychological issues. In this context, a common approach to achieve understanding of complex sound scenes is usually Sound Source Separation (SSS). Generally, the objective of SSS methods is the extraction of each individual audio signal that constitutes a sound mixture, as depicted in Figure 2.1. However, it is important to notice that human understanding of sound scenes is related to the perception of some properties that suggest the existence of certain auditory events from which they can obtain a description of what they are listening. Therefore, to date, there is no necessary evidence for the human auditory system to extract the individual audio signals corresponding to each auditory event [11]. Moreover, it is not clear that SSS is necessary for understanding a sound scene and it could be possible to follow an understanding without separation approach as proposed by Scheirer [12]. Nevertheless, having estimations of the sources that conform a sound mixture is for sure a help for analyzing the features corresponding to different auditory events, and therefore, for providing a description of a sound scene. SSS techniques can be roughly divided into three categories: Blind Source Separation (BSS), Semi-Blind Source Separation (SBSS) algorithms and Computational Auditory Scene Analysis (CASA) techniques.

![Sound source separation scheme.](image)

BSS approaches are very popular in the statistical signal processing and machine learning areas. The term blind is used to emphasize that very little information about the sources or the mixing process is known. Generally, several observations of the mixture are available in these kind of methods, but their performance is closely related to the mixing environment. Since Hérault and Jutten published their work in the mid 1980’s [13], BSS has always been closely related to Independent Component Analysis (ICA). Popular approaches based on ICA assume that the source signals are statistically independent and non-Gaussian [14]. These assumptions are usually sufficient to carry out separation in the linear complete case, when there are as
many mixture channels as sources available. When the problem is underdetermined, i.e. there are more sources than mixture channels, the difficulty is even higher and stronger assumptions are taken, generally related to the sparsity of the sources under some signal transformation [15].

When more than the above statistical assumptions are considered, algorithms are usually classified into SBSS methods. Model-based and hybrid approaches that assume some information about the structure of the sources are easily found in the literature. For example, methods that take into account the harmonic spectral structure of pitched musical instruments or other source-specific priors [16][17] [18]. Moreover, many algorithms make use of other common techniques for learning the underlying spectral structure of musical sources, such as the widely known Non-Negative Matrix Factorization (NMF) algorithm [19].

In contrast to pure mathematical techniques, CASA methods are aimed at designing machines capable of hearing the way humans do [7]. The processes underlying the perceptual interpretation of sound sources have been studied for decades, being the work by Bregman [11] one of the most well-known references in this field. These studies on human sound perception have revealed useful information on how sound is processed in the inner ear, leading to engineering prototypes and algorithms that can, with relatively good accuracy, perform tasks like segregation of speech and musical instruments [20][21], automatic music transcription or estimation of multiple pitches from noisy mixtures [22]. The biologically-inspired models used by CASA methods have the capability to perform separation of sound sources in the monaural case, i.e. with only one mixture channel. However, the features used by these models are so specific that separation is only successfully achieved under very specific situations. Therefore, their applicability is not as wide as the one of BSS approaches.

Throughout this chapter, it will be seen that existent SSS approaches are very varied. The chapter begins introducing the different types of audio sources and audio mixtures in Section 2.2, making special emphasis on stereo audio mixtures. The mixing process, which has a great influence on the design of separation algorithms, is mathematically expressed by means of a mixing matrix, which is usually assumed to be unknown. Section 2.3 describes the mixing models that usually appear in BSS problems: instantaneous (or linear), anechoic (or delayed) and convolutive (or echoic). In Section 2.4, the source separation problem is presented under a probabilistic framework, leading to the two general approaches to BSS: the joint approach and the staged approach. In the joint approach, both the mixing matrix and the sources are estimated at the same time. In the staged approach, the mixing matrix is estimated in the first place and the demixing is tackled in a second stage. Section 2.5 provides the basics of underdetermined SSS. Signal decompositions and transformations are reviewed, paying close attention to time-frequency representations, specially to the Short-Time Fourier Transform (STFT). Time-frequency models will appear many times throughout this thesis, as they provide the basic processing frontend for almost all the contributions contained in this work. Section 2.6 and Section 2.7 describe some well-known SSS algorithms for stereo and monaural source separation, respectively. The basic ideas underlying some popular separation approaches are here described, including the Degenerate Unmixing Estimation Technique (DUET), Azimuth Discrimination and Resynthesis (ADRess) or NMF. Finally, Section 2.8 introduces the performance evaluation measures used throughout this thesis to evaluate the quality of the separated source tracks.

The general framework for source separation presented in this chapter has been mostly inspired by other excellent overviews on the topic, especially the ones published by Burred [23],
2.2 Sources and Mixtures

2.2.1 Audio Sources

The temporal and spectral features of audio sources are essential for many separation algorithms. Next, the basic structures of the most important audio sources (music and speech) are briefly described.

Speech Sources

Speech is the most important sound produced by humans using the vocal folds [25]. These, in combination with the articulators, are capable of producing highly intricate arrays of sound and can suggest emotions such as anger, surprise, or happiness. Speech sources can be thought as a sequence of discrete units called phonemes. Speech signals are non-stationary and have a characteristic structure that includes a periodic part containing harmonic sinusoidal partials and a transient or noisy part. Sinusoidal partials are multiples of a single frequency called the fundamental frequency, or pitch. The pitch varies over time, but stays within a range of about 40 Hz centered around an average of 140 Hz for male and 200 Hz for female speakers.

Music Sources

Musical instruments and singers produce sequences of notes. The signals produced by notes also follow a basic structure, where a transient part is usually followed by a near-periodic part of harmonic sinusoidal partials. In the musical context, the term pitch denotes the listener’s subjective judgement as to where a note is located on the musical scale. This perception not only depends on the fundamental frequency but on other factors related to the amplitude and loudness of the sound [26]. Nevertheless, and for the sake of simplicity, the term pitch is usually assumed to be equivalent to the fundamental frequency. Fundamental frequencies in music vary slower in time than speech does, and usually on discrete steps of the semitone scale, which spans logarithmically the range from 30 Hz to 4 kHz.

On the other hand, the term timbre denotes the quality or color of the sound of a musical note and it basically depends on the harmonic content of the note, i.e. which harmonics are present and what their relative strengths are. Other factors, such as the duration of onset transients, also have an influence on the subjective perception of timbre. As western harmony rules are based on specific frequency ratios (2/1, 3/2 or 5/4), there is usually some overlapping of frequencies when musical instruments play together.

2.2.2 Audio Mixtures

Mixtures of audio sources can be acquired in many ways, having the recording set-up a big influence on the different separation approaches found in the literature. In this context, synthetic audio mixtures, which are artificially created, are very different in nature from real live recordings, where the mixtures are obtained by capturing several sources that have been physically mixed. Microphone arrangements may involve near-field and far-field microphones with certain directional patterns. Moreover, binaural recordings obtained by means of dummy heads are also
of interest for the development of new hearing-aid applications. Thus, the spatial properties of
the observed signals highly depend on their mixing environment.

In the case of real live recordings, the room where the sound is recorded plays also an im-
portant role, as the recorded signals are the total contribution of direct path signals from the
sources and the reflections that occur inside the room [27]. Therefore, the observed mixtures
are filtered versions of the sources due to successive reflections on the room surfaces. These
reflections can be divided into early reflections and late reflections. Early reflections may be
calculated easily from the room geometry, but late reflections make off the room reverberation,
which has an stochastic structure. Reverberation is usually characterized by the room rever-
beration time, RT\textsubscript{60}, which is the time required for reflections of a direct sound to decay by 60
dB below the level of the direct sound. Reverberation time is defined for wide band signals.
When talking about the decay of an individual frequency, the term decay time is used. Normal
RT\textsubscript{60} values range from 100 ms to 500 ms in office rooms and more than 1 s in large venues.
Reverberation is also highly related to the wall reflection factor \(\rho\). If a plane wave strikes a
plane and uniform wall of infinite extent, in general a part of the sound energy will be reflected
from it in the form of a reflected wave originating from the wall, the amplitude and the phase
of which differ from those of the incident wave. The intensity of the reflected wave is smaller by
a factor \(|\rho|^2\) than that of the incident wave.

Music productions from studios (such as pop music or movie soundtracks) are often made by
recording separately the sources in a near-anechoic room with a single microphone and applying
posterior effects to each source. Common effects include panoramic and reverberation. The
panoramic pot modifies the spatial location of the sources in the mix by applying a different
factor scale in each channel. Reverberation simulates the effect introduced by a room by applying
filters to the sources. In the down-mix step, all the sources are added synthetically by means of
an audio workstation or a mixer. Synthetic mixing can also be used to add the channels of a live
recording. Figure 2.2 shows several mixing set-ups classified according to their type of mixing,
which will be described in Section 2.3.

**Stereo Mixtures**

**Sterophony** is still the most common format for sound recording and reproduction. Although
multichannel recordings for 5.1 reproduction systems have been widely available since the arrival
of DVDs, they have not displaced the classic stereo format yet. The vast majority of CDs, MP3s,
FM radios and TV broadcasts are in stereo.

The motivation of stereo recording and reproduction relies on the fact that the physical
superposition of two loudspeakers enables the building of a phantom source, which is understood
as a substitute sound source. In Section 5.3.1 the insights of stereophonic reproduction will be
further described.

The position of the phantom source can be modified according to the gains applied to
a source in the left and right channels during the mix-down process, a technique known as
amplitude panning. This effect on the perceived position is managed by means of the panoramic
parameter \(\phi_n \in [0, 1]\), which defines the scaling factors that multiply the source signal in each
of the mixture channels (\(\alpha^L\) and \(\alpha^R\)). Two panning laws are popular in this context:
Instantaneous Stereo Recording Setups

Anechoic Stereo Recording Setups

Convolutive Stereo Recording Setups

Figure 2.2. Different recording setups classified according to their mixing model.

- **Amplitude constant law:** $\alpha_n^L + \alpha_n^R = 1$
  
  $\alpha_n^L = (1 - \phi_n)$,
  
  $\alpha_n^R = \phi_n$,
  
  $\phi_n = \frac{\alpha_n^R / \alpha_n^L}{1 + \alpha_n^R / \alpha_n^L}$.  \hspace{1cm} (2.1)

- **Power constant law:** $(\alpha_n^L)^2 + (\alpha_n^R)^2 = 1$
  
  $\alpha_n^L = \cos \left( \frac{\phi_n \pi}{2} \right)$,
  
  $\alpha_n^R = \sin \left( \frac{\phi_n \pi}{2} \right)$,
  
  $\phi_n = \arctan \left( \frac{\alpha_n^R / \alpha_n^L}{2} \right) \cdot \frac{2}{\pi}$. \hspace{1cm} (2.2)

The constant power law is the most used configuration in digital audio workstations and mixing desks [28] [29]. In addition to amplitude panning, there are a set of popular stereo
recording techniques based on specific microphone setups. These techniques achieve the stereo effect due to the directional characteristics of the microphones and their relative placement, which provide an *Interaural Level Difference* (ILD) and/or an *Interaural Time Difference* (ITD) that enhance the spatial properties of the recorded scene. This is due to the fact that ILD and ITD constitute the basic azimuth localization cues used by the human auditory system, as will be explained in Section 5.2.1. The interested reader can find more information on these kind of arrangements for stereo recordings in [30].

In the following section, the mathematical models used to characterize different types of mixtures are presented. Most BSS methods are based on these models, being one of the criteria used for the classification of separation algorithms.

### 2.3 Mixing models

As previously commented in the last section, mixing scenarios are very varied and they determine the nature of the resulting observed mixtures. Generally, the different mixing situations can be mathematically expressed by means of a model that describes how the observations are generated. This is the reason why these models are called *generative models*. Before introducing these models, it is important to clarify the notation used in this thesis for sampled signals. Although an academic distinction between continuous \((t)\) and discrete \([n]\) time variables is normally used in signal processing works \((s[n] = s(nT_s), \text{ being } T_s \text{ the sampling interval})\), all the signals considered hereafter are assumed to be discrete. Therefore, this distinction is not necessary and the notation \((t)\) has been chosen as the widely adopted in the source separation field, where \(t = 1, \ldots, T\) denotes discrete time observations and source signals are indexed by \(n = 1, \ldots, N\).

We consider a general setup where \(M\) sensors are exposed to \(N\) sound sources. As established by the *principle of superposition*, the electrical signal at the \(m\)-th channel resulting from this setup can be mathematically expressed as the scalar addition of the instantaneous amplitudes corresponding to the different source images:

\[
x_m(t) = \sum_{n=1}^{N} s_{mn}(t), \quad m = 1, \ldots, M,
\]

where \(s_{mn}(t)\) is the image of the \(n\)-th source in the \(m\)-th microphone at time sample \(t\). These images of the sources represent how the original source signals \(s_n(t)\) are recorded at each sensor after being modified by the mixing process (which in the general case can be modeled by a filter \(h_{mn}(t)\)). Figure 2.3 shows the relations existent between all these signals with an example with two microphones \((M = 2)\) and two speakers \((N = 2)\).

In the following subsections the different models in source separation are described. The images of the sources vary depending on the type of mixing considered, which is mathematically represented by a *mixing matrix*. According to the mixing conditions and the nature of this matrix, three mathematical formulations of the mixing process can be defined: the *instantaneous* (or *linear*), the *anechoic* (or *delayed*) and the *convolutive* (or *echoic*) mixing models.
2.3.1 Instantaneous Model

The simplest mixing model is the instantaneous or linear model. In this model, the mixtures are formed by linear combinations of the sources. Therefore, the mixtures are obtained by summing scaled versions of the sources:

\[
x_m(t) = \sum_{n=1}^{N} a_{mn} s_n(t), \quad m = 1, \ldots, M, \tag{2.4}
\]

where \(a_{mn}\) are scalar factors. Thus, the images of the sources are then given by

\[
s_{mn}(t) = a_{mn} s_n(t). \tag{2.5}
\]

Alternatively, the instantaneous model can be expressed as a system of linear equations in the form

\[
\begin{align*}
x_1(t) &= a_{11} s_1(t) + a_{12} s_2(t) + \cdots + a_{1N} s_N(t) \\
x_2(t) &= a_{21} s_1(t) + a_{22} s_2(t) + \cdots + a_{2N} s_N(t) \\
&\vdots \\
x_M(t) &= a_{M1} s_1(t) + a_{M2} s_2(t) + \cdots + a_{MN} s_N(t).
\end{align*}
\tag{2.6}
\]

Taking into account the above system, it is usual to find the mixing models in a compact matrix formulation:

\[
\begin{bmatrix}
x_1(t) \\
x_2(t) \\
\vdots \\
x_M(t)
\end{bmatrix} =
\begin{bmatrix}
a_{11} & a_{12} & \cdots & a_{1N} \\
a_{21} & a_{22} & \cdots & a_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
a_{M1} & a_{M2} & \cdots & a_{MN}
\end{bmatrix}
\begin{bmatrix}
s_1(t) \\
s_2(t) \\
\vdots \\
s_N(t)
\end{bmatrix}.
\tag{2.7}
\]
or equivalently
\[ x = As, \] (2.8)
where \( x = [x_1(t), \ldots, x_M(t)]^T \) is a \( M \times 1 \) vector of mixtures, \( A \) is the \( M \times N \) mixing matrix and \( s = [s_1(t), \ldots, s_N(t)]^T \) is a \( N \times 1 \) vector of sources. If a collection of individual time samples of the mixture and source signals are considered, the model can be represented as:
\[ X = AS, \] (2.9)
where \( X \) is the \( M \times T \) matrix corresponding to the sensor data at times \( t = 1, \ldots, T \):
\[
X = \begin{bmatrix}
  x_1(1) & x_1(2) & \cdots & x_1(T) \\
  x_2(1) & x_2(2) & \cdots & x_2(T) \\
  \vdots & \vdots & \ddots & \vdots \\
  x_M(1) & x_M(2) & \cdots & x_M(T)
\end{bmatrix},
\] (2.10)
and \( S \) is the \( N \times T \) matrix of source signals:
\[
S = \begin{bmatrix}
  s_1(1) & s_1(2) & \cdots & s_1(T) \\
  s_2(1) & s_2(2) & \cdots & s_2(T) \\
  \vdots & \vdots & \ddots & \vdots \\
  s_N(1) & s_N(2) & \cdots & s_N(T)
\end{bmatrix}.
\] (2.11)
Note that under this notation, each row of \( X \) and \( S \) corresponds to one of the mixture and source signals, respectively. The notation used in Eq.(2.8) is often referred as the model in \textit{instantaneous notation}, as it represents the generation of the mixtures in a single time sample. On the other hand, the notation of Eq.(2.9) is referred as the model in \textit{explicit notation} and it describes the generation of the mixtures in the whole observation time.

### 2.3.2 Anechoic Model

The \textit{anechoic} or \textit{delayed model} can be thought as an extension of the instantaneous model where, in addition to different gain factors, different transmission delays between the sources and the sensors are considered. This is equivalent to an anechoic mixing scenario, where only the direct path between each source and sensor has influence on the mixture. The generative model is
\[ x_m(t) = \sum_{n=1}^{N} a_{mn}s_n(t - \delta_{mn}), \quad m = 1, \ldots, M, \] (2.12)
where \( \delta_{mn} \) is the arrival delay between source \( n \) and sensor \( m \), and \( a_{mn} \) stands for the amplitude factor corresponding to the path between source \( n \) and sensor \( m \).

The images of the sources are scaled and delayed versions of the sources:
\[ s_{mn}(t) = a_{mn}s_n(t - \delta_{mn}). \] (2.13)

The mixing matrix has the form
\[
A = \begin{bmatrix}
  a_{11}\delta(t - \delta_{11}) & a_{12}\delta(t - \delta_{12}) & \cdots & a_{1N}\delta(t - \delta_{1N}) \\
  a_{21}\delta(t - \delta_{21}) & a_{22}\delta(t - \delta_{22}) & \cdots & a_{2N}\delta(t - \delta_{2N}) \\
  \vdots & \vdots & \ddots & \vdots \\
  a_{M1}\delta(t - \delta_{M1}) & a_{M2}\delta(t - \delta_{M2}) & \cdots & a_{MN}\delta(t - \delta_{MN})
\end{bmatrix},
\] (2.14)
where $\delta(t)$ are Kronecker\(^1\) deltas. Note that the operator $\delta(t - \delta_{mn})$ is used to denote a delay between source $n$ and sensor $m$. With this notation, the model can be compactly expressed by

$$x = A * s,$$

where $*$ denotes the element-wise convolution operation.

### 2.3.3 Convolutional Model

In the convolutive or echoic model, reflections occurring in the mixing environment are considered too. Mathematically, the process can be written as

$$x_m(t) = \sum_{n=1}^{N} \sum_{\tau=1}^{L_{imp}} a_{mn\tau} s_n(t - \delta_{mn\tau}), \quad m = 1, \ldots, M, . \tag{2.16}$$

where $L_{imp}$ is the number of paths the source signal can take to the sensors. Therefore, the images of the sources are filtered versions of the original sources:

$$s_{mn}(t) = \sum_{\tau=1}^{L_{imp}} a_{mn\tau} s_n(t - \delta_{mn\tau}). \tag{2.17}$$

The mixing matrix $A$ is given by

$$A = \begin{bmatrix}
\sum_{\tau=1}^{L_{imp}} a_{11\tau} \delta(t - \delta_{11\tau}) & \cdots & \sum_{\tau=1}^{L_{imp}} a_{1N\tau} \delta(t - \delta_{1N\tau}) \\
\vdots & \ddots & \vdots \\
\sum_{\tau=1}^{L_{imp}} a_{M1\tau} \delta(t - \delta_{M1\tau}) & \cdots & \sum_{\tau=1}^{L_{imp}} a_{MN\tau} \delta(t - \delta_{MN\tau})
\end{bmatrix}, \tag{2.18}$$

thus, a convolutive formulation of the form $x = A * s$ is also used here. Note that the anechoic and instantaneous models can be thought of as particular cases of the convolutive model.

### 2.3.4 Noisy models

In real life, there is always some kind of noise present in the observations. Noise can come from measuring devices or from any inaccuracies in the model used. Therefore, a noise term is sometimes included in the above models:

$$x = A * s + n,$$  \(2.19\)

where $n = [n_1(t), n_2(t), \ldots, n_M(t)]^\top$ is the $M \times 1$ noise vector and $*$ denotes the model dependent operator (matrix product in instantaneous mixtures and element-wise convolution in the anechoic and convolutive models). Noise is often assumed to be white, Gaussian and uncorrelated, i.e. having diagonal covariance matrix in the form $\sigma^2 I$, where $\sigma^2$ is the variance of one of its $M$ components.

The separation methods presented in this thesis are based on noise-free models. However, the probabilistic approach to BSS described in Section 2.4.2 assumes that additive noise is added to the observed mixtures, resulting in the above noisy model.

---

\(^1\)The Kronecker delta is defined in signal processing as $\delta(t) = \begin{cases} 1 & \text{if } t = 0 \\ 0 & \text{if } t \neq 0 \end{cases}$. The alternate notation for Kronecker deltas found in other works, $\delta_{ij}$, must not be here confused with the source-sensor delay $\delta_{mn}$. 
2.4 Source Separation Tasks and Approaches

The source separation problem consists in estimating the source spatial images of the sources \( s_{mn}(t) \), from the mixture signals \( x_m(t) \). Note that the estimation of the single-channel source signals \( s_n(t) \) involves undoing the filtering effect of the mixing process (dereverberating), which is an additional problem that will not be considered in this thesis.

The instantaneous mixing model \( X = AS \), has the form of a conventional system of linear equations. Although it seems that the problem of extracting the sources \( S \) from the mixtures \( X \) can be completely solved by traditional algebraic techniques, this is only possible if the mixing matrix \( A \) is known. However, source separation tries to give solution to this problem in the case were both \( S \) and \( A \) are unknown. Moreover, even if the mixing matrix \( A \) can be accurately estimated, the system is only invertible if \( A \) is square and has full rank, thus, the number of equations must be equal to the number of unknowns \( (M = N) \). When the problem is overdetermined \( (M > N) \), dimensionality reduction techniques such as Principal Component Analysis (PCA) [31] are usually employed. If the problem is underdetermined \( (M < N) \), there is an infinite number of solutions and demixing the sources from the mixtures becomes a very challenging task.

In the next subsections, source separation approaches are presented in detail. First, several criteria that are commonly used to classify separation problems are introduced, followed by a description of the joint and staged BSS approaches.

2.4.1 Problem Classification

The separation difficulty is mainly related to three different aspects: the relative number of mixture channels and sources, the length of the mixing filters and the time variation of the mixing filters [15]. These three criteria are used to characterize the mixtures in the following way:

- Relative number of mixture channels and sources:
  1. \( M > N \) Overdetermined mixture.
  2. \( M = N \) Determined mixture.
  3. \( M < N \) Underdetermined mixture.

- Mixing filters:
  1. Scalars (zero delay): Instantaneous mixture.
  2. Scalars and/or Delays (possibly fractional): Anechoic mixture.
  3. Otherwise: Convolutive mixture.

- Time variation of the mixing filters:
  1. Static sources or fixed filters: Time-invariant mixture.
  2. Moving sources or time-varying filters: Time-variant mixture.

Note that the formulation of the mixing processes described in Section 2.3 only considers static sources, i.e. fixed filters. Musical mixtures are usually underdetermined, since the
most popular format for music recordings is stereo and there are usually more than two instruments playing. Overdetermined and determined situations usually appear in microphone array processing techniques, which are usually used for source localization and tracking [32].

2.4.2 Joint and Staged Approaches

This section formulates the source separation problem from a probabilistic point of view. This formulation has similarly appeared in several BSS works, including the ones by Olshausen and Field [33], Zibulevsky [34], Virtanen [35], Abdallah [36] or Buried [23].

Let us define the separation problem as an optimization problem by setting an appropriate cost function. Such a cost function can be constructed using a measure of distance between $X$ and the product $AS$. One typical measure is the square of the Euclidean distance between $X$ and $AS$. Using the explicit notation of the instantaneous mixing model, the separation problem can be thought as a minimization of the Frobenius norm of the error matrix, yielding

$$\min_{A,S} \| X - AS \|_F^2.$$  (2.20)

Approaches formulated in this way are termed joint source separation methods, since they estimate both unknown quantities, $S$ and $A$, at the same time. This is insufficient to fully constrain the solution, since an optimum can be transformed into another equivalent optimum by $S \rightarrow US$, $A \rightarrow AU^{-1}$, being $U$ any invertible matrix. One popular approach to further constrain the problem is to formulate it under a Bayesian perspective. Thus, a Maximum A Posteriori (MAP) formulation can be applied with the aim of maximizing the posterior probability:

$$\max_{A,S} P(A,S|X).$$  (2.21)

According to Bayes’ theorem, and assuming that $A$ and $S$ are statistically independent, ($P(A,S) = P(A)P(S)$) this posterior is given by

$$P(A,S|X) = \frac{P(X,A,S)P(A)P(S)}{P(X)} \propto P(X|A,S)P(A)P(S).$$  (2.22)

If $A$ is assumed to be uniformly distributed (i.e., all mixing weights are equally probable), then $P(A)$ will not have an influence on the optimization, and thus the problem reduces to

$$\max_{A,S} P(A,S|X) \propto \max_{A,S} P(X|A,S)P(S).$$  (2.23)

The sources are assumed to have a probability density function $p_n(s_n(t))$ of the exponential form

$$p_n(s_n(t)) = \frac{1}{Z}e^{-f(s_n(t))},$$  (2.24)

where $Z$ is a normalization factor that forces the density function sum to unity. The function $f$ is used to control the shape of the distribution.

If it is assumed now that the sources are statistically independent and their samples also are, the joint prior $P(S)$ is factorial:

$$P(S) = \prod_{n,t} p_n(s_n(t)),$$  (2.25)

2The Frobenius norm of a matrix $X$ is given by $\|X\|_F = \sqrt{\sum_{i,j} |x_{ij}|^2}$.
To compute the $P(\mathbf{X}|\mathbf{A}, \mathbf{S})$ it is useful to consider the noisy model described in Section 2.3.4. The probability of observing the mixture matrix $\mathbf{X}$ given $\mathbf{A}$ and $\mathbf{S}$ would only rely on the noise distribution, since noise is the only element that adds uncertainty. Thus, assuming Gaussian white noise of covariance $\sigma^2 \mathbf{I}$, this likelihood is given by the Gaussian distribution of the noise matrix $\mathbf{N} = \mathbf{X} - \mathbf{A}\mathbf{S}$. If sources and samples are again considered to be statistically independent, the likelihood can be written as

$$P(\mathbf{X}|\mathbf{A}, \mathbf{S}) \propto \prod_{m,t} \frac{1}{\sigma \sqrt{2\pi}} \exp \left( -\frac{(x_m(t) - (\mathbf{A}\mathbf{S})_{mt})^2}{2\sigma^2} \right),$$  \hspace{1cm} (2.26)

where $(\mathbf{A}\mathbf{S})_{mt} = \sum_{n=1}^{N} a_{mn}s_n(t)$. Substituting Eqs.(2.26) and (2.25) into (2.23) and by taking the logarithm, the products become summations, and the $\exp(\cdot)$ operators and scaling terms can be discarded. This can be done since the logarithm is order-preserving and therefore does not affect the maximization. The sign is changed to obtain a minimization problem, obtaining the following MAP cost function:

$$\min_{\mathbf{A}, \mathbf{S}} \left\{ \frac{1}{2\sigma^2} \| \mathbf{X} - \mathbf{A}\mathbf{S} \|^2_F + \sum_{n,t} f(s_n(t)) \right\}. \hspace{1cm} (2.27)$$

The MAP formulation of the BSS problem has a similar form when signal decompositions are considered. As will be seen in Section 2.5.4, the function $f$ has considerable importance, since assuming different types of functions leads to several demixing approaches.

This joint MAP formulation to BSS is very general, thus it can be used for many types of separation problems [35][36]. However, it is computationally demanding and convergence is not always guaranteed [34]. That is the reason why, rather than using a joint optimization approach where the sources and the mixing matrix are estimated at the same time, most separation methods first estimate the mixing matrix and afterwards estimate the sources. These staged approaches support more freedom in their design, since different methods for mixing matrix estimation and recovery of the sources can be combined, leading to more efficient separation methods.

**Estimation of the Mixing Matrix**

If the $M$ rows in the mixture matrix $\mathbf{X}$ are considered the components of an $M$-dimensional random vector, their empirical joint distribution can be represented by means of a scatter plot. Each point in the scatter plot lies in a position related to the value of that particular signal sample between the mixture channels. Denoting the columns of the mixing matrix by $\mathbf{a}_n = [a_{1n}, a_{2n}, \ldots, a_{Mn}]^T$, the instantaneous model $\mathbf{x} = \mathbf{A}\mathbf{s}$ can be rewritten as

$$\mathbf{x} = \sum_{n=1}^{N} \mathbf{a}_n s_n(t). \hspace{1cm} (2.28)$$

If a mixture sample is the result of the contribution of only one source, i.e. $s_n(t) \neq 0$ and $s_{n'}(t) = 0$ for all $n' \neq n$, the point $\mathbf{x}$ will follow the direction defined by the column of the mixing matrix $\mathbf{a}_n$ corresponding to the only active source that has generated the observation. Consider, for example, the following instantaneous mixture with only two sources:

$$\begin{bmatrix} x_1(t) \\ x_2(t) \end{bmatrix} = \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{bmatrix} \cdot \begin{bmatrix} s_1(t) \\ s_2(t) \end{bmatrix}. \hspace{1cm} (2.29)$$
If only one of the sources is active, for example $s_1$, the resultant mixture will be

$$\begin{bmatrix} x_1(t) \\ x_2(t) \end{bmatrix} = s_1(t) \begin{bmatrix} a_{11} \\ a_{21} \end{bmatrix},$$

and so, the points of the scatter plot of $x_2(t)$ versus $x_1(t)$ would lie on a line crossing the origin with the direction given by the vector $[a_{11} \ a_{21}]^T$, showing a very clear structure imposed by the linear mixing. Therefore, if the sources are active in few points, i.e. they are sparse, there will be low probability for more than one source being active at the same time and the scatter plot will constitute a mixture of lines following the directions given by $a_n$. For convenience, unit-length mixing directions are always assumed when estimating the mixing matrix: $\|a_n\| = 1$. From a geometrical point of view, the goal is therefore to estimate these line orientations (also known as basis vectors) from the observed data. Thus, the sparser the signals, the more their coefficients will be concentrated around the mixing directions and the easier will be the detection of line orientations.

![Figure 2.4. Scatter plot for two different mixtures. (a) Determined mixture with $N = 2$ sources. (b) Underdetermined mixture with $N = 3$ sources.](image)

As an example, Figure 2.4 shows two scatter plots of a determined and an underdetermined mixture of independent signals following a sparse distribution. The corresponding mixing directions have also been included, showing how the mixture points tend to cluster along these vectors. However, it can be observed that with the same sparsity, an increment of the number of sources decreases the clustering effect, making more difficult the estimation of these directions. There are many algorithms to estimate the mixing matrix that rely on source sparsity. For example, Bofill and Zibulevsky [37] proposed a method for the estimation of the mixing matrix in stereo instantaneous mixtures using a potential function over the angles formed by the mixture data points.

In this section, the estimation of the mixing matrix has been discussed for the instantaneous BSS problem. However, when the mixtures are anechoic or convolutive, the problem also involves the estimation of delay terms and/or mixing filters. For example, the DUET algorithm proposed by Yilmaz and Rickard [38], which is described in Section 2.6.1, considers the estimation of the mixing matrix in the anechoic case for underdetermined mixtures.
2.5 Underdetermined Source Separation

Estimation of the Sources

As previously explained, when the mixing matrix $A$ is square (determined problem) and has full rank, the sources can be directly obtained in the instantaneous case by

$$\hat{S} = \hat{A}^{-1}X = \hat{W}X,$$

(2.31)

and the source separation problem is reduced to the estimation of the mixing matrix and its inversion ($\hat{A}^{-1} = \hat{W}$). ICA algorithms address the problem by assuming that the sources are statistically independent and have a non-Gaussian distribution [14]. Using ICA-based methods, the sources can be estimated up to a permutation and scaling ambiguity (the energies and order of the sources cannot be determined). When the problem is overdetermined ($M > N$) it is possible to apply dimensionality reduction techniques such as PCA for reducing the problem to a determined one [39].

In the underdetermined case, $A$ is rectangular and thus non-invertible, which means that the sources cannot be extracted even if the mixing matrix has been estimated without error. Under this situation, stronger assumptions than independence are required to find a solution to the problem, which are based on the sparse structure of audio sources under some signal transformation. Section 2.5.5, an overview of common approaches to source estimation for the solution of underdetermined BSS problems will be presented in detail, showing the relation existent with the already described MAP formulation.

2.5 Underdetermined Source Separation

The underdetermined (or degenerate) case in SSS is the most challenging one. The challenge resides in the fact that the mixing matrix is not invertible and the traditional method of demixing by estimating the inverse mixing matrix can not be applied in this case. Unfortunately, most commercial music productions and audio material can be categorized as underdetermined mixtures and perfect separation of instruments or singers from a stereo track is not a solved problem so far.

Sparsity refers to the property by which most of the sample values of a signal are zero or close to zero. This property is the fundamental piece supporting most underdetermined separation algorithms, including all the techniques presented throughout this thesis. In Section 2.4.2 it was shown how if the sources are sparse, the mixing directions of a linear instantaneous mixture can be easily observed in the scatter plot. Moreover, in the underdetermined case, higher sparsity is a requirement for good separability of the sources, even in the case when the mixing matrix is known. Thus, an increasingly popular and powerful assumption that has led to many practical algorithms is to assume that the sources have a sparse representation under a given basis. These approaches are motivated by the fact that very often the desired data in the time domain do not represent the required sparsity. Therefore, they have come to be known as sparse methods.

The advantage of a sparse signal representation is that the probability of two or more sources being simultaneously active is low. Thus, sparse representations are potentially good for achieving high-quality separation due to the fact that most of the energy in a basis coefficient belongs to a single source. The sparse representation of an audio signal has an interpretation in information theoretic terms: a signal represented by a small number of coefficients corresponds to
transmission of information using a code with a small number of bits [40]. Sparse representation of information is a phenomenon that also occurs in the natural world. In the brain, neurons are said to encode data in a sparse way, if their firing pattern is characterized by long periods of inactivity [41].

Throughout this section the general framework for underdetermined source separation will be presented. Most approaches rely on signal transformations that enhance the sparse structure of the sources. Therefore, special attention is paid to the basics of signal decomposition, mainly to time-frequency representations. Sparse distributions and sparsity measures are also introduced, followed by a description of the most common approaches to source estimation.

2.5.1 Additive Expansions

Generally, a time-domain signal $s(t)$ can be expressed as an additive expansion or decomposition by means of a weighted sum of expansion functions:

$$ s(t) = \sum_{k=1}^{K} c_k b_k(t), $$

(2.32)

where $K$ denotes the number of expansion functions, $c_k$ are the expansion coefficients and $b_k(t)$ are the time-domain expansion functions. In general terms, the application context usually determines the choice of the decomposition functions. However, this choice is specially relevant in underdetermined SSS, since most approaches are based on a sparse decomposition of the audio signals. Therefore, the aim is to find a decomposition that allows to represent the signals with most of the expansion coefficients equal or close to zero. Spectral transforms such as the Discrete Fourier Transform (DFT) or the Discrete Cosine Transform (DCT) are additive expansions with a finite set of frequency-localized fixed expansion functions. On the other hand, time-frequency representations are decompositions which are localized both in time and frequency. The most used time-frequency representations are the Short Time Fourier Transform (STFT) and the Discrete Wavelet Transform (DWT). Time-frequency representations have been shown to be a powerful approach for achieving sparsity and have been widely used in underdetermined BSS. The sparsity achieved by several types of frequency-warped representations was deeply covered in Juan José Burred’s thesis [23].

Adaptive or data-driven expansions are those in which the set of expansion functions is not fixed. For example, the basis expansion functions can be selected out of a signal dictionary so that only the ones that best match the observed signal take part in the decomposition. Overcomplete and sparse decomposition methods such as Basis Pursuit [42] and Matching Pursuit [43] work under this principle. Adaptive signal decompositions using PCA and ICA have also been proposed in the literature in order to extract the expansion functions directly from the input signals [44].

In the next subsections, fixed (frequency and time-frequency localized) decompositions are described in detail, especially the STFT, since this transformation constitutes the basic frontend used throughout this thesis.

2.5.2 Basis decompositions

Considering a finite-length interval $t = 0, \ldots, T-1$, and using the vector notation $s = [s(0), \ldots, s(T-1)]^T$ for the signal and $c = [c_1, \ldots, c_K]^T$ for the coefficients corresponding to the $K$ expansion
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functions $b_k(t) = b_k = [b_k(0), \ldots, b_k(T-1)]^T$, it is possible to express Eq.(2.32) in matrix notation:

$$s = Bc,$$  \hspace{1cm} (2.33)

or equivalently

$$s = \sum_{k=1}^{K} c_k b_k,$$ \hspace{1cm} (2.34)

where $B$ is a $T \times K$ matrix whose columns are the functions $b_k$.

Equation (2.33) reveals that the decomposition is a linear transformation from the coefficient space to the signal space, being $B$ the transformation matrix and $b_k$ the transformation bases. Note that such a linear decomposition model is of the same form as the linear mixing model of Eq.(2.8). In fact, there is a strong analogy between source separation and signal decomposition [23].

When the number of expansion functions equals the number of signal samples ($T = K$), and the columns of $B$ are linearly independent, then the set of expansion functions constitutes a basis of the signal space, meaning that each signal vector $s$ can be represented as a unique linear combination of the functions $b_k$, which are then called basis functions. In this case, the basis decomposition is said to be complete. However, when $T < K$, the matrix $B$ contains linearly dependent vectors and the representation is said to be overcomplete.

In the complete case, the transformation matrix is invertible, and the expansion coefficients can be readily obtained by

$$c = B^{-1}s.$$ \hspace{1cm} (2.35)

In the context of signal transformation, Eq.(2.35) is called the analysis equation and Eq.(2.33) is called the synthesis equation. By convention, the analysis equation is considered the direct transformation and the synthesis equation is considered the inverse transformation.

When considering the transformation of multiple signals using explicit notation, the $N \times T$ matrix $S$ contains $N$ signals of length $T$ in its rows. Thus, the formulation of basis decomposition becomes

$$S = CB^T,$$ \hspace{1cm} (2.36)

with the the coefficient vectors arranged as the rows of the matrix $C$ (size $N \times K$), respectively.

Orthogonal Basis

A further simplification is possible if the basis are orthogonal\(^3\). In this case, the coefficients are given by

$$c = B^Hs,$$ \hspace{1cm} (2.37)

where $^H$ denotes the Hermitian (complex conjugate) transpose. Strictly speaking, such bases are referred to as orthonormal bases; however, since most applications involve unit-norm basis functions, there has been a growing tendency in the literature to use the terms orthogonal and orthonormal interchangeably [44].

Each coefficient is directly given by projecting the signal upon each one of the basis functions:

$$c_k = (b_k, s) = b_k^Hs = \sum_{t=0}^{T-1} b_k^*(t)s(t),$$ \hspace{1cm} (2.38)

\(^3\)Orthogonality implies $(b_i, b_j) = \delta(i - j)$ or, in matrix form, $B^{-1} = B^H$
where $\langle \cdot \rangle$ denotes the scalar (or dot) product and $^*$ denotes conjugation. Substituting the above equation in (2.34), this results in an expansion of the form

$$s = \sum_{k=1}^{K} (b_k, s)b_k,$$

which is called the *orthogonal projection* of $s$ onto the set of bases $b_k$.

**The Discrete Fourier Transform (DFT)**

The previously described framework is useful for defining common signal transformations that are widely used in signal processing. The most popular orthogonal transformation with invariant bases is the DFT. The basis functions used by this transformation are complex exponentials of the form $b_k(t) = e^{j2\pi kt}$. The analysis equation (2.38) then yields the following complex coefficients (the usual notation for the DFT is $c_k = S(k)$):

$$S(k) = \sum_{k=0}^{T-1} s(t)e^{-j\frac{2\pi}{T}kt}, \quad k = 0, \ldots, T - 1. \tag{2.40}$$

The quantities $|S(k)|$ and $\angle S(k)$ constitute the magnitude and phase spectrum of the signal, respectively. Note that the number of basis functions is equal to the number of samples of the signal, thus it is a complete basis decomposition. The *Fast Fourier Transform* (FFT) algorithm can efficiently calculate the DFT [45].

The *Inverse Discrete Fourier Transform* (IDFT) is given by

$$s(t) = \frac{1}{T} \sum_{k=0}^{T-1} S(k)e^{j\frac{2\pi}{T}kt}, \quad t = 0, \ldots, T - 1. \tag{2.41}$$

Note that the normalization factor multiplying the DFT and IDFT (here 1 and $1/T$) and the signs of the exponents are mereley conventions, and differ in some treatments. The only requirements of these conventions are that the DFT and IDFT have opposite-sign exponents and that the product of their normalization factors be $1/T$. A normalization of $1/\sqrt{T}$ for both the DFT and IDFT makes the transforms unitary, which has some theoretical advantages, but it is often more practical in numerical computation to perform the scaling all at once as above.

**2.5.3 The Short-Time Fourier Transform (STFT)**

Spectral transforms such as the DFT are *frequency localized*, which means that the basis functions have a definite position in frequency. For example, the *frequency support* of the DFT, i.e., the set of positions in frequency of the basis functions, is given by $f_k = \frac{k}{T}f_s$, where $k = 1, \ldots, K$ and $f_s$ is the sampling frequency. However, frequency localized decompositions do not provide accurate temporal information and thus they are not very useful to manage real-world non-stationary signals. This is due to the fact that the *time support* for all the basis functions is equal to the time support of the signal to be analyzed, i.e. $t = 0, \ldots, T - 1$. If the analyzed signal is highly non-stationary (which is the case of speech and music signals), a certain time granularity is required to obtain a useful representation. This is especially important to fulfill the sparsity requirements of underdetermined source separation: higher time localization leads to higher time resolution and, thus, to higher temporal sparsity, since each meaningful temporal
component of the signal will be represented by only one or few coefficients. The same reasoning applies for the frequency localization.

A general time-frequency decomposition is a generalization of the basic additive model of Eq.(2.33) with a set of expansion functions both localized in time (index \( r \)) and frequency (index \( k \)):

\[
s(t) = \sum_{r=1}^{R} \sum_{k=1}^{K} c_{rk} b_{kr}(t). \tag{2.42}
\]

The Short-Time Fourier Transform (STFT) is the most well known time-frequency decomposition. It has proven useful for many speech processing and speech communication applications, including time scaling, pitch shifting, noise reduction, and echo cancellation [46]. In practical applications, the STFT is typically implemented in a sliding-window fashion, as will be next described.

Before starting to describe the insights of the STFT, it is worth to clarify the different notations that appear in the following sections. As in the case of the DFT, there is a conventional notation for STFT transformed signals: \( S(k, r) = c_{kr} \). Therefore, in discussions where keeping the two-dimensional time-frequency meaning is important, such as in time-frequency masking (Section 2.5.6) a signal will be denoted with element-wise notation with explicit indexing \( S(k, r) \). The whole time-frequency matrix will be denoted as \( S(k, r) \), keeping the indices \( (k, r) \) in order to avoid confusion with the multi-source matrices of the mixing model \( X = AS \) (with time-domain signals as the rows). When the indexing of the coefficients is not necessary, they will be assumed to be lexicographically ordered and arranged in a \( C \times 1 \) vector \( c \), being \( C = KR \) the total number of coefficients. In a multi-signal context, the coefficients of each signal \( c_n \) will be arranged as the rows of the coefficient matrix \( C \) (with elements denoted as \( c_{nk} \)).

### STFT analysis

Given an input signal \( s(t) \) of arbitrary duration, data segments are extracted at regular intervals using a time-limited window \( w(l) \); these signal segments or frames are expressed as

\[
s_r(l) = w(l)s(l + rH), \quad 0 \leq l \leq L - 1, \tag{2.43}
\]

where \( L \) is the window length, \( r \) is a frame index, and \( H \) is the hop size, i.e., the spacing in samples between consecutive applications of the sliding window; the new index \( l \) is a local time index, which is relative to the start of the sliding window. For each frame, a \( K \) point DFT is carried out, which yields for each frame \( r \)

\[
S(k, r) = \sum_{l=0}^{L-1} s_r(l)e^{-j\frac{2\pi kl}{K}} = \sum_{l=0}^{L-1} w(l)s(l + rH)e^{-j\omega_k l} \tag{2.44}
\]

where \( k \) is the frequency index. Therefore, the frequency support of the STFT is \( f_k = \frac{k}{K} f_s \) and the time support is \( t_r = \frac{r}{H} \).

Figure 2.5(a) shows an scheme for STFT synthesis. In Figure 2.5(b) and 2.5(c) are represented the STFT magnitude and phase of a male speech signal, respectively.

### STFT synthesis

The STFT is usually modified so as to create a desired effect in a new time-domain signal. To generate the modified time-domain signal is necessary a *synthesis* operation, which ideally
reconstructs the original signal perfectly in the case that the original STFT has not been altered. This property is known as perfect reconstruction. The reconstruction framework is basically the opposite of the analysis: first, an inverse DFT (IDFT) of each local spectrum is carried out; then, the signals are added to synthesize the signal. If the DFT is large enough \((K \geq L)\) the IDFT simply returns the windowed signal segment:

\[
\hat{s}_r(l) = w(l)s(l + rH), \quad 0 \leq l \leq L - 1.
\]  

(2.45)

If the IDFT of each segment is expressed with respect to the global time \(t = l + rH\), then Equation (2.45) becomes

\[
\hat{s}_r(t - rH) = w(t - rH)s(t), \quad rH \leq t \leq rH + L - 1.
\]  

(2.46)

Note that if \(K < L\), time-domain aliasing is introduced, to the condition \(K \geq L\) is imposed. Therefore, reconstruction can be simply carried out by an overlap-add process, possibly with a synthesis window \(v(l)\):

\[
\hat{s}(t) = \sum_r v(t - rH)\hat{s}_r(t - rH) = \sum_r v(t - rH)w(t - rH)s(t).
\]  

(2.47)

Since \(s(t)\) is not a function of \(r\), Equation (2.47) can be rewritten as

\[
\hat{s}(t) = s(t)\left(\sum_r w(t - rH)v(t - rH)\right),
\]  

(2.48)
so perfect reconstruction is achieved if the the analysis and synthesis windows satisfy
\[ \sum_r w(t - rH)v(t - rH) = 1. \] (2.49)

When a synthesis window \( v(l) \) is not explicitly specified, the equivalent synthesis window is a rectangular window leading to the following perfect reconstruction constraint:
\[ \sum_r w(t - rH) = 1. \] (2.50)

Perfect reconstruction windows have been proposed in the literature, for example rectangular and triangular windows, or Hamming and Hanning windows [47][48]. In practice, the STFT analysis window is generally chosen based on its frequency resolution and sidelobe behavior.

One of the downfalls of the STFT is that it has a fixed resolution. The width of the windowing function determines how the signal is represented. Intuitively, long time windows are needed in order to resolve low frequency components, with longer periods. Inversely, short time windows offering better time resolution can only resolve frequency components whose periods are shorter than the time interval they span. Therefore, a wider window gives better frequency resolution but poor time resolution. A narrower window (said to be compactly supported) gives good time resolution but poor frequency resolution.

### 2.5.4 Sparsity

The reason why high sparsity of source representations is desired in source separation problems is straightforward: the less coefficients are needed to adequately describe a particular source signal, the less degree of overlapping will occur when mixed with other signals. Sparsity is crucial in most underdetermined situations, specially when very little a priori information is available and the ratio between number of sources and number of mixtures is high.

In Section 2.4.2 it was already shown how the probability distribution of the sources had an influence on the MAP formulation to BSS. The sources were assumed to have an exponential probability density function (see Eq. 2.24) whose shape is dependent on the function \( f \). In fact, if the sources are decomposed by \( \mathbf{S} = \mathbf{CB}^\top \) (as in Equation 2.36), the MAP formulation becomes
\[
\min_{\mathbf{A}, \mathbf{C}} \left\{ \frac{1}{2\sigma^2} \| \mathbf{X} - \mathbf{ACB}^\top \|_F^2 + \sum_{n,k} f(c_{nk}) \right\},
\] (2.51)
and the problem is now directly related to the shape of the probability density function of the coefficients of the sources in the transformed domain. These are also assumed to have an exponential distribution \( p(c) = \frac{1}{2} e^{-f(c)} \), which can represent different degrees of sparsity depending on the chosen function \( f(c) \) (considering \( c \) the random variable). For example, a function of the form \( f(c) = |c|^\nu \) can result in a Gaussian distribution for \( \nu = 2 \) (in the usual form, with mean and scaling terms):
\[
p(c) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{|c-\mu|^2}{2\sigma^2}}.
\] (2.52)

For \( \nu = 1 \) a Laplacian distribution is obtained:
\[
p(c) = \frac{1}{2b} e^{-\frac{|c|}{b}},
\] (2.53)
where the variance is given by $2\theta^2$.

Note that the term $f(c_{nk})$ can be interpreted as a cost function that penalizes “active” (non-zero) coefficients. For example, if a Laplacian distribution is considered, values of \( C \) near zero will be given a smaller cost and a higher probability. This is illustrated in Figure 2.6, showing the cost function and the corresponding Laplacian prior distribution.

![Figure 2.6](image)

**Figure 2.6.** (a) The cost function $f(c_{nk})$. (b) Corresponding laplacian distribution.

From Equation (2.27) and the above definitions of $f(c)$, it can be seen that a sparse representation can be obtained by minimizing a cost function which is the weighted sum of the reconstruction error term $\|X - ACB^T\|_F^2$ and the term which incurs a penalty on non-zero elements of \( C \). The variance $\sigma^2$ is used to balance between these two.

**Measures of sparsity**

The sparsity $\xi$ of a signal is usually measured by means of the $\ell_p$ norm of its coefficient vector $c$ with the constraint $0 \leq p \leq 1$:

$$\xi = \|c\|_p = \left( \sum_{i=1}^{C} |c_i|^p \right)^{1/p}, \quad 0 \leq p \leq 1. \quad (2.54)$$

Depending on the value of $p$, several well-known sparsity measures appear:

- **The $\ell_0$ norm.** This measure gives the number of non-zero coefficients in $c$:
  $$\|c\| = \# \{i, c_i \neq 0\}, \quad (2.55)$$
  where $\# \{\cdot \}$ denotes the counter operator. This norm is rarely used since it is highly sensible to noise: a slight addition of noise will make a representation completely nonsparse.

- **The $\ell_\epsilon$ norm.** A thresholded version of the $\ell_0$ norm in order to be more robust against noise:
  $$\|c\|_\epsilon = \# \{i, |c_i| \geq \epsilon\}. \quad (2.56)$$
  However, determining a reasonable noise threshold $\epsilon$ for unknown signals is a difficult task [49].

- **The $\ell_1$ norm.** This measure gives the summation of the modulus of the coefficients:
  $$\|c\|_1 = \sum_{i=1}^{C} |c_i|. \quad (2.57)$$
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The $\ell_1$ norm is a popular choice since some algorithms can be implemented with linear programming techniques. In Section 2.5.5 it will be seen how under a Laplacian prior and assuming that $A$ has been previously estimated, the estimation of the sources becomes a minimization of the $\ell_1$ norm. The $\ell_2$ norm $\| \cdot \|_2$, for which the order index is usually omitted, corresponds to the traditional Euclidean norm, and to the square root of the energy.

These and others measures of sparsity such as the normalized kurtosis were analyzed by Karvanen and Cichoki [49] in the context of the BSS MAP approach, showing that very different results can be obtained by using different sparsity measures if the distribution does not have a unique mode at zero.

Overcomplete decompositions

An overcomplete signal decomposition has a redundant dictionary of expansion functions, i.e. matrix $B$ in the expansion model $s = Bc$ is unsquare with $T < K$. This makes the representation problem no longer invertible and the general analysis equation (2.35) can not be applied. However, overcomplete dictionaries have been shown to be very useful in source separation due to the fact that, if the dictionary is composed of well designed time-frequency localized functions, a high sparse representation of audio signals can be derived. The problem with overcompleteness is that the nice orthogonality principle that grants the uniqueness of the decomposition is lost: indeed, for a given signal there is an infinity of possible decompositions. Thus, the problem is to find, amongst these decompositions, the one that is the most sparse, or that admits a sparse approximation, according to one of the definitions of sparsity. Figure 2.7 shows three time-frequency atoms for a dictionary of Modified Discrete Cosine Transforms (MDCT) functions.

![Figure 2.7. Three time-frequency atoms for a dictionary of MDCT functions.](image)

Several algorithms with different complexities have been proposed in the literature to find such decompositions [50][51]. In the context of audio time-frequency processing the most popular is the Matching Pursuit method, proposed by Mallat and Zhang [43]. This is a fast suboptimal iterative algorithm. At each iteration, Matching Pursuit chooses the atom in the dictionary most correlated with the signal, subtracts it, and iterates until some stopping condition is met. This algorithm has not only been used in the source separation framework, but also in other areas such as efficient audio coding [52].

2.5.5 Estimation of the Sources

As opposed to the determined instantaneous problem ($M = N$), in the underdetermined problem ($M < N$), the estimation of the sources is not trivial, due to the fact that the mixing matrix is not invertible and thus, the equation system is ill-posed. Therefore, more sophisticated approaches are needed to find a correct solution.
One of the simplest ways to invert the underdetermined problem consists in the 1-D projection approach proposed by Vielva [53]. This 1-D approach is carried out in a two-step manner:

1. Given the data point $x$, select the mixing direction $\hat{a}_n$ closest to this point.

2. Project the data point over the selected direction to estimate the contribution to the mixture:

   $$s_n = \hat{a}_n^T x.$$ (2.58)

   Note that this hard-assignment assumes that each mixture coefficient has been generated by only one of the sources, an assumption that is closely related to the ideas underlying time-frequency masking and W-Disjoint Orthogonality, which are later discussed in the text.

The M-D ($M > 1$) approach, selects $M$ mixing directions for each data point $x$ according to a given criterion, and then inverts the problem by means of a $M \times M$ square reduced mixing matrix $\hat{A}_p$ with the selected vectors as its columns:

$$\hat{s}_p = \hat{A}_p^{-1} x,$$ (2.59)

where $\hat{s}_p$ are the estimated components of the source vector $s$ corresponding to the selected mixing directions (the others are assumed to be zero). If the criterion is to select the columns that minimize the $\ell_1$ or $\ell_2$ norms of the projection, the M-D approach is equivalent to the methods presented in the next section.

**$\ell_1$ and $\ell_2$ minimization**

In Section 2.4.2 it was described how the general joint MAP formulation of Eq.(2.27) was quite difficult to solve without any a priori knowledge. In an staged approach, $A$ has been estimated beforehand ($\hat{A}$) and it is easier to deal with the problem. The sources, can then be estimated as

$$\hat{S} = \arg \min_{X=AS} \left\{ \frac{1}{2\sigma^2} ||X - \hat{A}S||^2_F + \sum_{n,t} f(s_n(t)) \right\}.$$ (2.60)

In the noise-free case, it is possible to omit the first term, in contrast to the joint optimization problem, in which the term was needed to include the mixing information in the minimization process. Thus, the problem further reduces to

$$\hat{S} = \arg \min_{X=AS} \left\{ \sum_{n,t} f(s_n(t)) \right\}.$$ (2.61)

Note that considering a signal decomposition, the problem is the same but working in the coefficients space:

$$\hat{C} = \arg \min_{X=AC} \left\{ \sum_{n,k} f(c_{nk}) \right\}.$$ (2.62)

Therefore, the goal is to minimize the contribution of the function $f$, which penalizes the “active” (non-zero) values of the sources. If the sources are assumed to be Gaussian, $f(x) = x^2$, 
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the problem becomes

\[
\hat{S} = \arg \min_{X = \hat{A}S} \left\{ \sum_{n,t} s_n(t)^2 \right\},
\]  

(2.63)

which, assuming that the source samples (or coefficients) are real, equals to minimizing the Euclidean ($\ell_2$) norm of the signals.

It can be shown that there is a closed solution to this problem [53], given by

\[
\hat{S} = \hat{A}^+ X,
\]  

(2.64)

where $\hat{A}^+$ is the Moore-Penrose pseudoinverse, computed as

\[
\hat{A}^+ = \hat{A}^T (\hat{A} \hat{A}^T)^{-1}.
\]  

(2.65)

However, if the sources are sparse, which is a more realistic assumption when working with audio sources in the time-frequency domain, the pseudoinverse solution is not optimal. If the sources are assumed to be Laplacian, i.e. $f(x) = |x|$, the formulation becomes

\[
\hat{S} = \arg \min_{X = \hat{A}S} \left\{ \sum_{n,t} |s_n(t)| \right\},
\]  

(2.66)

and the solution is reached by the minimization of the $\ell_1$ norm, which can be solved by linear programming techniques. The shortest path algorithm proposed by Bofill and Zibulevsky [37] provides an intuitive way to understand this minimization problem from a geometrical point of view.

![Figure 2.8](image-url)

**Figure 2.8.** Representation of a sparse recovery problem. (a) Data point and basis vectors. (b) Dense solution obtained by $\ell_2$ minimization. (c) Sparse solution obtained by $\ell_1$ minimization. (d) Decomposition obtained for both solutions.

An intuitive idea of sparse recovery is shown in Figure 2.8 for a two-dimensional case, reproduced from [54]. An observed data point can be obtained by multiple combinations of
the three features shown in Figure 2.8(a), so there are many possible ways to represent a data point with no error. In Figure 2.8(b) is depicted the conventional solution given by the pseudoinverse, which yields a dense representation because it minimizes the squared sum of the coefficient activity $\sum_{i=1}^{C} c_i^2$. This representation invokes all features about evenly. It can be observed in Figure 2.8(c) that the sparse solution invokes at most $N = 2$ features because it minimizes $\sum_{i=1}^{C} |c_i|$. The weights obtained for each feature under the two solutions are shown in 2.8(d).

The last source estimation technique is time-frequency masking, which is more extensively covered in the next section. This technique is the one used in most of the separation methods described in this thesis, including those presented as novel contributions in Chapter 3.

2.5.6 Time-Frequency Masking

Although the sparsity achieved by signal transformations provide a way to deal with underdetermined BSS, the factor that ultimately determine the separation performance is the degree of overlapping that occurs during the mixing process. Sparsity is not the only thing to consider since sparsity alone is useless if there is high overlap among the sources in the mixture. Two sources that are closely positioned in the stereo panoramic will be very hard to separate even if they are sufficiently sparse. Moreover, the correlation properties of the sources also play a role in the degree of overlap of the mixture. The disjointness of a mixture can be defined as the degree of non-overlapping of the mixed signals.

Time-frequency masking is another powerful approach for the separation of underdetermined mixtures, especially for the separation of single-channel mixtures. Techniques based on time-frequency masking use a time-frequency representation of the signal, taking profit from the disjointness provided by sparse transformations, such as the STFT. Their aim is to identify the dominating source in each time-frequency unit, obtaining a mask that indicates which are the active points of each source in the time-frequency domain. Most common techniques are usually based either on a CASA approach (using perceptual principles of auditory scene analysis) or on BSS methods.

Formally, the time-frequency source image $\hat{S}_{mn}(k,r)$ is produced from the $m$-th mixture $X_m(k,r)$ by

$$\hat{S}_{mn}(k,r) = M_n(k,r) \circ X_m(k,r), \quad (2.67)$$

where $0 \leq M_n(k,r) \leq 1$, $\forall (k,r)$ and the $\circ$ operator denotes the Hadamard (element-wise) product. Note that this corresponds to filtering the mixture with a set of time-varying frequency responses. The solution to the separation problem consists in deriving the masks from the mixture.

The Ideal Binary Mask

Consider the sum of all signals that interfere with source $n$ in the STFT domain:

$$U_n(k,r) = \sum_{n'=1, n' \neq n}^{N} S_{n'}(k,r). \quad (2.68)$$

The ideal binary mask (IBM) for a source $S_n(k,r)$ is defined as the binary time-frequency
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mask that is 1 for time-frequency bins where its energy is higher than all the interfering sources:

\[
IBM_n(k, r) = \begin{cases} 
1 & \text{if } 20 \log \left( \frac{|S_n(k, r)|}{|U_n(k, r)|} \right) \geq 0, \\
0 & \text{elsewhere}
\end{cases}, \quad \forall (k, r).
\]  

(2.69)

This mask has been shown to be optimal when applied to the mixture and this is why the IBM has been suggested as a major computation goal of sound source separation algorithms, specially in the CASA community, since it has proven to be highly effective for robust automatic speech recognition and human speech intelligibility in noise [55]. An example of ideal binary mask for a 4 source mixture is shown in Figure 2.9.

![Figure 2.9. Example of ideal binary mask for an instantaneous mixture of 4 sources. (a) Magnitude STFT of one of the mixture channels. (b) Ideal binary mask for one of the sources.](image)

The properties of the IBM are further explored in Chapter 4, where a source-reassignment technique aimed at improving the isolation of the separated sources is proposed.

W-Disjoint Orthogonality

Binary time-frequency masking is the special case in which \( M_n(k, r) \) can only take the values 0 or 1. It is based on the assumption that every time-frequency point in the mixture with significant energy is dominated by the contribution of one source. This assumption is widely known as the W-Disjoint Orthogonality (WDO) assumption. Mathematically, the sources are said to be WDO if

\[
S_n(k, r)S_{n'}'(k, r) = 0, \quad \forall n \neq n', \forall (k, r),
\]

(2.70)

where \( S_n(k, r) \) and \( S_{n'}'(k, r) \) are the STFT of any two sources in the mixture. In matrix notation:

\[
S_n(k, r) \circ S_{n'}'(k, r) = 0 \quad \forall n \neq n',
\]

(2.71)

where \( 0 \) is the zero matrix.

Based on the IBM, a disjointness measure is given by the average approximate WDO. Bursted provided an excellent analysis of the disjointness properties of speech and music mixtures considering both STFT and frequency-warped representations, showing the advantages of using a non-uniform time-frequency resolution [23][56].

Yilmaz and Rickard [38] applied binary time-frequency masks to mixtures of several speech sources in the STFT domain considering a two-sensor arrangement. They observed that speech
sources are sufficiently disjoint under time-frequency representations and showed that they are approximately WDO in mixtures of up to 10 signals [57]. Note that this aspect is very important, since source sparsity alone is useless if the sources overlap to a high degree.

**Time-Frequency Masking Limitations**

In practice, perfect separation is very difficult to be achieved and the estimated source spatial images may contain different distortions: musical noise, interference from other sources, timbre distortion and spatial distortion. Musical noise or burbling artifacts appear with time-frequency masking algorithms, being one of the most common distortions in source separation. Musical noise can be reduced by using small STFT hop sizes [58] and non-binary time-frequency masks. To this end, Araki et al. proposed a set of smoothed masks in [59], showing the tradeoff between source distortion and interference. Nevertheless, the performance achieved by time-frequency masking is sufficient for most practical applications of SSS [60].

### 2.6 Algorithms for Stereo Mixtures

In this section we review the algorithms that are evaluated in Chapter 6 in the context of WFS scene resynthesis. These algorithms are designed to work with underdetermined stereo mixtures.

#### 2.6.1 DUET

One of the most popular algorithms for stereo underdetermined mixtures is the Degenerate Underdetermined Estimation Technique, widely known as the DUET algorithm [38][61], which appeared as the first practical approach for the separation of anechoic mixtures. Each observation channel is transformed into the STFT domain, and the relative attenuation and delay values between two observations are calculated from the ratio of the corresponding time-frequency points $R_{21}$, written as

$$R_{21}(k, r) = \frac{X_2(k, r)}{X_1(k, r)}, \forall (k, r). \quad (2.72)$$

The symmetric attenuation estimate is defined as

$$\hat{\alpha}(k, r) = \hat{\alpha}(k, r) - \frac{1}{\hat{a}(k, r)}, \forall (k, r), \quad (2.73)$$

where $\hat{a}(k, r) = |R_{21}(k, r)|$ and the instantaneous delay estimate is defined as

$$\hat{\delta}(k, r) = -\frac{1}{\omega_k} \angle R_{21}(k, r), \forall (k, r), \quad (2.74)$$

where $\omega_k$ is the angular frequency associated to frequency index $k$. The relative mixing parameters, $\hat{a}_n$ and $\hat{\delta}_n$, for each source in the mixture are estimated from peaks in a 2D power weighted histogram constructed from $\hat{\alpha}(k, r)$ and $\hat{\delta}(k, r)$. Figure 2.10 shows the histogram obtained for the example mixture of Figure 2.9, where the 4 sources can be clearly observed as prominent peaks that give an estimation of the mixing parameters. A set of separation masks $M_n(k, r)$ is obtained assigning each time-frequency point to the closest mixing parameter estimate by the likelihood function:

$$L_n(k, r) = \frac{\left| \hat{a}_n e^{-j\hat{\delta}_n} X_1(k, r) - X_2(k, r) \right|^2}{1 + \hat{a}_n^2}, \quad (2.75)$$
and
\[ M_n(k, r) = \begin{cases} 1 & n = \arg \min_{n'} \mathcal{L}_{n'}(k, r) \\ 0 & \text{otherwise} \end{cases} \quad \forall (k, r) \quad (2.76) \]

The separation of the sources is carried out using time-frequency masking and a Maximum Likelihood criterion:
\[ \hat{S}_n(k, r) = M_n(k, r) \left( \frac{X_1(k, r) + \hat{a}_n \omega X_2(k, r)}{1 + \hat{\alpha}_n^2} \right) \quad \forall (k, r). \quad (2.77) \]

![Figure 2.10. 2D Power weighted histogram for estimating the separation masks. As the mixture is instantaneous, all the peaks are aligned in the value \( \hat{\delta} = 0 \).](image)

It is important to remark that a phase ambiguity problem may appear in the upper frequency range: the inter-microphone spacing \( d \) must satisfy the condition \( d < \frac{c}{2f_{\text{max}}} \) to avoid the spatial aliasing problem, being \( f_{\text{max}} \) the maximum frequency of the source signals. Therefore, it is guaranteed that there is less than one wavelength difference between two sources with a direction-of-arrival of \( +\pi/2 \) and \(-\pi/2 \) from the equal-delay direction [38].

### 2.6.2 Panning Index Window (PIW)

Avendano proposed a method [62] designed with the aim of identifying, selecting and processing a source or sources panned to a particular direction of the stereo mix-down (Eq.(2.2)). He defined the panning index as
\[ \Psi(k, r) = \left[ 1 - \frac{|X_1(k, r)X_2^*(k, r)|}{|X_1(k, r)|^2 + |X_2(k, r)|^2} \right] \hat{\Delta}(k, r), \quad \forall (k, r), \quad (2.78) \]

where
\[ \hat{\Delta}(k, r) = \begin{cases} 1 & \text{if } \left( \frac{|X_1(k, r)X_2^*(k, r)|}{|X_1(k, r)|^2} - \frac{|X_2(k, r)X_1^*(k, r)|}{|X_2(k, r)|^2} \right) > 0 \\ 0 & \text{if } \left( \frac{|X_1(k, r)X_2^*(k, r)|}{|X_1(k, r)|^2} - \frac{|X_2(k, r)X_1^*(k, r)|}{|X_2(k, r)|^2} \right) = 0 \\ -1 & \text{if } \left( \frac{|X_1(k, r)X_2^*(k, r)|}{|X_1(k, r)|^2} - \frac{|X_2(k, r)X_1^*(k, r)|}{|X_2(k, r)|^2} \right) < 0. \quad (2.79) \]
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Negative and positive values in $\Psi(k, r)$ will correspond to sources panned to the left and sources panned to the right, respectively. For example, time-frequency bins with values close to $\Psi = -1$ will correspond to a top-left panned source. The relation between the mixing parameters of a source and its panning index is given by:

$$\Psi_n = \left[1 - \frac{a_{1n}a_{2n}}{a_{1n}^2 + a_{2n}^2}\right] \text{sign}(a_{2n} - a_{1n})$$  \hspace{1cm} (2.80)

The estimation of the different $\hat{\Psi}_n$ associated to each source was not considered in the original work, but a histogram of $\Psi(k, r)$ reveals the mixing structure of the mixture. A soft time-frequency masking demixing is then applied to estimate the sources:

$$M_n(k, r) = \nu_0 + (1 - \nu_0) \exp\left(-\frac{(\Psi(k, r) - \hat{\Psi}_n)^2}{2\zeta_0}\right) \forall(k, r),$$ \hspace{1cm} (2.81)

where $\zeta_0$ controls the width of the window, and $\nu_0$ is a floor value necessary to avoid setting STFT values to zero, which might result in musical-noise artifacts. The STFT image of the source $s_n$ panned at $\Psi_n$ is obtained by applying the Gaussian smoothing window to the mixture:

$$\hat{S}_{mn}(k, r) = M_n(k, r)X_m(k, r) \forall(k, r).$$ \hspace{1cm} (2.82)

2.6.3 ADRess

As in the case of PIW separation, the ADRess (Azimuth Discrimination and Resynthesis) algorithm [63] assumes an instantaneous stereo mixing process. ADRess uses gain scaling and phase cancellation techniques to expose frequency dependent nulls across the azimuth domain, from which source separation and resynthesis is carried out. The appropriate gain required for the gain-scaling operation is determined by creating a frequency-azimuth plane for each time frame. The discrete Fourier transform (DFT) of the two channels is obtained for a given time frame, and the right mixture is scaled by a range of values corresponding to $0^\circ$ (far left) to $180^\circ$ (far right) azimuth. The resultant frames are subtracted from the left mixture frame and the results are used to construct one frequency-azimuth plane:

$$AZ(k, u, r)_2 = |X_1(k, r) - g(u)X_2(k, r)| \forall(k, u, r),$$ \hspace{1cm} (2.83)

where $g(u)$ is a gain factor defined as

$$g(u) = \frac{l}{\beta}, \hspace{0.5cm} u = 0, 1, ..., \beta$$ \hspace{1cm} (2.84)

and $\beta$ refers to how many equally spaced gain scaling values of $g$ are used to construct the frequency-azimuth plane. A similar procedure is also carried out for the left channel, being this one scaled and subtracted from the right channel:

$$AZ(k, u, r)_1 = |X_2(k, r) - g(u)X_1(k, r)| \forall(k, u, r).$$ \hspace{1cm} (2.85)

Note that in this algorithm, the term “azimuth” is loosely used, as it is not dealing with real angles of incidence. The azimuth is considered here as a function of the intensity ratio created by the stereophonic panning law. Due to the overlap between sources, the apparent frequency dependent null drifts away from a source position and may be at a minimum in a position where
2.7 Monaural Separation

Blind Audio Source Separation methods are generally based on statistical assumptions. The use of several observation channels make possible to estimate several sources with very little information about them. However, the use of advanced source models can improve the separation quality or even perform separation from monaural mixtures. In this context, some a priori knowledge is necessary to extract the sources from a single mixture. Algorithms for one-channel separation are often classified between supervised and unsupervised approaches [64]:

- **Supervised**: Include methods based on training the model with a sound example database.
- **Unsupervised**: No source-specific prior knowledge.

Unsupervised methods are also divided into three categories:

- **Model-based Inference**: This methods use a parametric model of the sources and the parameters are estimated from the observed mixture signal. Implicit information can be used to design different types of estimators. In music applications, the most commonly used parametric model is the sinusoidal model, suitable for the separation of pitched musical instruments [65].

- **Unsupervised Learning**: These methods usually apply a simple non-parametric model and use less prior information of the sources. They learn the source characteristics from the data. Some algorithms are based on the independence and sparsity assumptions already discussed. One of the most popular approaches here is Non-Negative Matrix Factorization (NMF).

- **Psychoacoustically motivated methods**: This category includes almost all CASA methods based on auditory perception, which are briefly described in Section 2.7.2.

2.7.1 Non-Negative Matrix Factorization

Consider the spectrogram of a single signal mixture of several sources represented by the $K \times R$ matrix $|X(k, r)|$, with columns $|x^r|$ containing the magnitude DFT of a time-frame of the input mixture in the time domain. Now, let us express the observed magnitude DFT at time-frame $r$ as an additive expansion of basis functions $b_j$, $j = 1, \ldots, J$:

$$|x^r| = \sum_{j=1}^{J} g_{j, r} b_j \quad r = 1, \ldots, R,$$  \hspace{1cm} (2.86)
where $J$ is the number of basis functions, and $g_{j,r}$ is the gain of the $j$-th basis function in the $r$-th frame. Note that the notation $c_{kr}$ has not been used here in order to avoid confusion with the actual time-frequency coefficients and to be consistent with the classical NMF nomenclature. Moreover, the basis functions $b_j$ should not neither be confused with the DFT basis functions $b_k$ used for computing the spectrogram of the mixture signal.

Following this model, each sound source can be modeled as a sum of several components (where the term component denotes here a basis function together with its time varying gain):

$$y^r_n = \sum_{j \in S_n} g_{j,r} b_j,$$  \hspace{1cm} (2.87)

where $S_n$ is the set of components within source $n$. In a matrix form, the model becomes:

$$|X(k,r)| = BG,$$  \hspace{1cm} (2.88)

where $B = [b_1, b_2, \ldots, b_J]$ is the $K \times J$ basis matrix, and $G$ is the $J \times R$ gain matrix. Although several data representations can be used for the observed signals, absolute values of the DFT are often used (as considered here). As magnitude spectra are non-negative by definition, it is advantageous to restrict the basis functions to be entry-wise non-negative. In addition, it is useful to allow only positive gains (components purely additive). Thus, in the signal model $|X(k,r)| = BG$, the element-wise non-negativity of $B$ and $G$ alone is sufficient condition for the separation of sources in many cases (without an explicit assumption of their independence).

The non-negative matrix factorization (NMF) algorithm is based on the following optimization problem:

$$\min \| |X(k,r)| - BG \|^2 \quad \text{subject to} \quad B, G \geq 0.$$  \hspace{1cm} (2.89)

The algorithm of Lee and Seung [19] minimizes the Euclidean distance by initializing the entries of $B$ and $G$ with random positive values, and then by updating them iteratively using multiplicative rules:

$$B \leftarrow B \circ (|X(k,r)|G^T)/(BGG^T)$$  \hspace{1cm} (2.90)

and

$$G \leftarrow G \circ (B^T|X(k,r)|)/(B^TBBG),$$  \hspace{1cm} (2.91)

where $\circ$ and $./$ denote the element-wise multiplication and division, respectively.

To summarize, the NMF algorithm is composed of the next steps:

1. Initialize each entry of $B$ and $G$ with the absolute values of Gaussian noise.
2. Update $G$ using Eq.(2.91).
3. Update $B$ using Eq.(2.90).
4. Repeat Steps 2 and 3 until the values converge.

Note that the NMF can be used only for a non-negative observation matrix, thus, it is not suitable for separating time-domain signals. If a mixture spectrogram is a sum of sources with a static spectrum with a time-varying gain, and each of them is active in at least one frame and frequency in which the other components are not active, NMF provides perfect separation.
However, real-world music signals rarely fulfill these conditions, and two or more sources that are simultaneous at all times would be represented by a single component. NMF with a sparseness constraint is referred as \textit{non-negative sparse coding} (NSC). This technique uses also minimization of Euclidean distances but adding an additional term that enforces sparseness on the activity of the basis functions. For example, Virtanen [64] proposed NSC for monaural sound separation based on minimizing a cost function which is a weighted sum of three terms: a reconstruction error term (Euclidean distance), a temporal continuity term, and a sparseness term.

Figure 2.11 shows the result of applying the algorithm to a signal made up of two notes played by two different instruments (trumpet and oboe). Two components were calculated corresponding to the harmonic spectrum of the two notes played. Their temporal gain is showed in the two upper plots and they give information about when the notes are being played and their level over time.

\subsection*{2.7.2 Computational Auditory Scene Analysis}

Another popular approach to monaural separation is \textit{Computational Auditory Scene Analysis} (CASA). CASA algorithms belong to the category of psychoacoustically motivated methods in monaural separation and are aimed at imitating the human mechanisms of hearing for identifying and understanding sound objects from a complex sound scene. The processes underlying the perceptual interpretation of sound sources have been studied for decades, being the work by Bregman [11] one of the most well-known references in this field. Based on Bregman’s findings, CASA systems look for specific features related to the stages of psychoacoustical perception, from acoustical processing in the outer and inner ear, to neural and cognitive processes in the brain.

Computational systems for auditory scene analysis usually follow a similar structure, as shown in Figure 2.12 (reproduced from [7]). Firstly, the recorded mixture enters the peripheral analysis block, which results in a time-frequency representation of auditory activity. The most common front-end used in CASA systems is the \textit{cochleagram} [7]. Using this representation, an analysis step is carried out with the aim of extracting relevant features, such as periodicity, onsets, offsets, frequency and amplitude modulation, etc. With the aid of these features, mid-level representations are formed, usually called \textit{segments}. The grouping cues of Auditory Scene Analysis combined with specific source models are then used to perform separation of the mixture into different streams. In the last block, the final audio waveform is resynthesized from the separated streams.

The main advantage of CASA against BSS is its easier applicability to more realistic mixtures, even when the statistical constraints of BSS are not fully fulfilled. However, CASA methods usually need large training data and the processing is quite complicated, which makes difficult to apply them to large problems.

\section*{2.8 Performance measurement}

The evaluation method proposed by Vincent \textit{et al.} [66] allows to obtain a meaningful insight into the type of errors that affect the separated sources. This evaluation method has been widely adopted by the separation community, being the usual performance measures used in
Figure 2.11. NMF components estimated from a mixture signal of two notes (trumpet and oboe). Basis functions are plotted on top and their gains at the bottom.

Figure 2.12. System architecture of a typical CASA system.
underdetermined source separation problems \cite{67,68}. This is the reason why these measures have also been selected to evaluate the performance of the different approaches discussed throughout this thesis.

The method was first formulated using single-channel signals as follows. In the noiseless case, it consists of decomposing each estimated source \( \hat{s}_n \) as the sum

\[
\hat{s}_n = s_{\text{target}} + e_{\text{interf}} + e_{\text{artif}},
\]

where \( s_{\text{target}} \) is an allowed deformation of the target source \( s_n(t) \), \( e_{\text{interf}} \) is an allowed deformation of the sources which accounts for the interferences of the unwanted sources, and \( e_{\text{artif}} \) is an artifact term that may correspond to artifacts of the separation algorithm such as musical noise, etc. or simply to deformations induced by the separation algorithm that are not allowed. Depending on the allowed transformations, there are several ways of computing such a decomposition. The allowed distortion can be a constant gain, a constant filter, a time-varying gain or a time-varying filter.

With the purpose of carrying out a global evaluation campaign involving researchers from all over the world, Vincent extended the above ideas to evaluate multichannel signals corresponding to estimates of the source images \( \hat{s}_{mn} \). The decomposition in this case is:

\[
\hat{s}_{mn} = s_{\text{true},mn} + e_{\text{spat},mn} + e_{\text{interf},mn} + e_{\text{artif},mn},
\]

where \( s_{\text{true},mn} \) is the true source image, and \( e_{\text{spat},mn} \), \( e_{\text{interf},mn} \) and \( e_{\text{artif},mn} \) are distinct error components representing spatial (or filtering) distortion, interference and artifacts. The spatial distortion and interference components are modelled as filtered versions of the true source images, computed by least-squares projection of the estimated source image onto the corresponding signal subspaces \cite{66}:

\[
e_{\text{spat},mn} = P_{L_{\text{fil}}}^n (\hat{s}_{mn}) - s_{\text{true},mn},
\]

\[
e_{\text{interf},mn} = P_{L_{\text{fil}}}^n (\hat{s}_{mn}) - P_{L_{\text{fil}}}^n (\hat{s}_{mn}),
\]

\[
e_{\text{artif},mn} = s_{\text{true},mn} - P_{L_{\text{fil}}}^n (\hat{s}_{mn}),
\]

where \( P_{L_{\text{fil}}}^n \) is the least-squares projector onto the subspace spanned by \( s_{\text{true},mn}^\tau \), \( 1 \leq m \leq 2, \ 0 \leq \tau \leq L_{\text{fil}} \), and \( P_{L_{\text{fil}}}^{n'} \) is the least-squares projector onto the subspace spanned by \( s_{\text{true},mn'}^\tau \), \( 1 \leq m \leq 2, 1 \leq n' \leq N, \ 0 \leq \tau \leq L_{\text{fil}} - 1 \). The superindex \( \tau \) denotes a signal delay \( s_{\text{true},mn}^\tau = s_{\text{true},mn}(t - \tau) \), and the filter length \( L_{\text{fil}} \) is set to 512 coefficients (32 ms at \( f_s = 16 \text{ kHz} \)).

Once such decomposition has been performed, the following objective measures can be defined using a set of energy ratio criteria expressed in decibels:

- **Source to Image Spatial distortion Ratio (ISR):**

\[
\text{ISR} = 10 \log_{10} \frac{\sum_{m=1}^{2} \sum_{t} s_{\text{true},mn}^2}{\sum_{m=1}^{2} \sum_{t} e_{\text{spat},mn}^2}.
\]

- **Source to Interference Ratio (SIR):**

\[
\text{SIR} = 10 \log_{10} \frac{\sum_{m=1}^{2} \sum_{t} (s_{\text{true},mn} + e_{\text{spat},mn})^2}{\sum_{m=1}^{2} \sum_{t} e_{\text{interf},mn}^2}.
\]
• **Source to Artifacts Ratio (SAR):**

\[
SAR = 10 \log_{10} \frac{\sum_{m=1}^{2} \sum_{t} (s_{true,mn} + e_{spat,mn} + e_{interf,mn})^2}{\sum_{m=1}^{2} \sum_{t} e_{artif,mn}^2}.
\] (2.99)

A total distortion (reconstruction error) is measured by the **Signal to Distortion Ratio (SDR):**

\[
SDR = 10 \log_{10} \frac{\sum_{m=1}^{2} \sum_{t} s_{true,mn}^2}{\sum_{m=1}^{2} \sum_{t} (e_{spat,mn} + e_{interf,mn} + e_{artif,mn})^2}.
\] (2.100)

Notice that the SDR weights the three error components equally. It should be noted that, in practice, each component should be given a different weight depending on the application. For instance, spatial distortion is of little importance for most applications, except for karaoke where it can result in imperfect source cancellation, even in the absence of interference or artifacts. As will be seen in Chapter 6, interference errors play an important role in audio up-mixing for spatial sound reproduction, since localization accuracy seems to be influenced by interference terms. However, artifacts are greatly masked in the reproduced scene. This is not the case of hearing aid applications, where “gurgling” noise should be avoided at the cost of increased interference.

### 2.9 Conclusion

In this chapter, an overview of sound source separation techniques has been carried out. The properties of audio mixtures highly depend on the recording set-up and different mixing models are commonly used to mathematically describe their generation. In this context, synthetic mixtures characterized by a linear instantaneous model are very different in nature from real live recordings picked up by a set of microphones, which are more accurately expressed by means of a convolutive mixing model. The relation between the number of sources \(N\) and the number of mixtures \(M\), has also a big influence in the separation difficulty and the problem is classified as even-determined \((M = N)\), over-determined \((M > N)\) or under-determined \((M < N)\). The source separation problem has been presented under a general probabilistic framework, with special attention to the under-determined case. The challenge of separating under-determined mixtures resides in the fact that the sources can not be extracted by system inversion. Thus, separation algorithms usually follow a staged approach: first estimate the mixing matrix and afterwards estimate the sources according to a selected criterion. Both stages are usually performed assuming that the signals have a sparse structure when applying a proper signal decomposition. Therefore, the sparsity assumption is the fundamental piece that supports most of the algorithms designed to deal with under-determined mixtures, including all the methods presented in the following chapters of this thesis.
Multi-Level Thresholding Separation
Multi-Level Thresholding Separation

Thresholding is an important technique for image segmentation, which is used for the identification and extraction of targets from their background on the basis of the distribution of pixel intensities in image objects. Image segmentation has many similarities with underdetermined BSS. Binary time-frequency masking aims at decomposing the observed mixture in the time-frequency domain into several objects defined by a set of binary masks. Therefore, the spectrogram of a sound mixture can be thought of as an image composed of different non-overlapping sound objects. In this chapter, we present two time-frequency masking techniques based on image segmentation. Both techniques perform clustering based on multi-level thresholding but from different localization cues, which enables to perform separation of both instantaneous and anechoic/convolutive underdetermined mixtures. The segmentation approach presented in this chapter is a powerful tool for the separation of stereo mixtures in real-time.

3.1 Introduction

As seen in the last chapter, sparse methods for audio separation are able to provide a solution to the underdetermined problem taking advantage of the sparsity achieved by signal decompositions, especially by time-frequency transformations. Most sparse methods follow an staged approach where first the mixing matrix is estimated and afterwards the sources are obtained by using one of the techniques seen in Section 2.5.5. In this context, time-frequency masking was introduced as one of the most common approaches to source estimation, where the estimated images of the sources are directly obtained by applying the computed masks over the mixture spectrogram. The source separation problem is therefore reduced to the estimation of these masks by analyzing the available observations. In this chapter, time-frequency masking is addressed from an image processing perspective, using some well-known image segmentation algorithms.
Multi-Level Thresholding Separation

Image segmentation is a powerful tool used in computer vision. Segmentation refers to the process of partitioning a digital image into multiple segments (sets of pixels). This way, segmentation algorithms are aimed at simplifying or changing the representation of an image into something that is more meaningful and easier to analyze [69]. More precisely, image segmentation is the process of assigning a label to every pixel in an image so that pixels with the same label share certain visual characteristics. In this context, the result of applying a segmentation process to an image is a set of segments that collectively cover the entire image. All the pixels that belong to the same segment are similar with respect to some characteristic or computed property. For example, segmentation can be performed on features such as color, intensity, or texture. One efficient segmentation technique used for the extraction of multiple objects from an image is multi-level thresholding. This technique computes a set of thresholds that splits the image into different objects according to the statistics of a given feature, generally the gray-level. Figure 3.1 shows the results of applying a segmentation process to a medical image by considering the extraction of two classes (bi-level thresholding) and three classes (tri-level thresholding).

![Original Image Bi-level Thresholding Tri-level Thresholding](a)(b)(c)

**Figure 3.1.** Image thresholding example. a) Original image. b) bi-level thresholding with two classes represented in black and white. c) tri-level thresholding with three classes represented in black, white and gray.

Throughout this chapter, two stereo source separation techniques based on multi-level thresholding and time-frequency masking are presented. The computation of time-frequency masks is performed by analyzing the mixture representation in the STFT domain, but segmentation is carried out according to different computed features. These are directly related to the *Interaural Level Difference* (ILD) and *Interaural Time Difference* (ITD) binaural localization cues (see Section 5.2). If level differences between the observation channels are considered in the segmentation, the approach is shown to be useful for the separation of underdetermined instantaneous mixtures. Segmentation based on the computation of time differences (which are directly related to the *direction-of-arrival*, or DOA, of the sources) is carried out to separate real audio mixtures recorded by a pair of closely spaced microphones. The separation time-frequency masks are directly estimated from the observed features, without the need for performing a previous estimation of the mixing matrix. Moreover, it is not necessary to search for peaks (as in the DUET algorithm, explained in Section 2.6.1) nor to specify initial centroid values as in other clustering approaches [70][59], which results in a more robust and unsupervised algorithm. In addition, the proposed approach admits an efficient implementation, which allows to perform separation with minimal computation time.

The chapter is structured in two sections. Section 3.2 describes how the multi-level thresh-
3.2 Separation of instantaneous mixtures

Studio recordings are usually made via the instantaneous mixing of recorded mono or stereo tracks which usually correspond to different sound sources. These tracks are mixed using amplitude panning to create the stereophonic effect. Therefore, many commercial stereo recordings can be categorized as instantaneous mixtures where the mixing ratios have been set using any of the existing panning laws (see Section 2.2.2).

This section introduces the proposed separation approach based on multi-level thresholding. An overview of the algorithm is depicted in Figure 3.2, which can be summarized in the following steps:

1. **Pan map calculation** (Section 3.2.1). An analysis of amplitude differences between the left and right channels is performed in the STFT domain. This analysis results in a pan map, a matrix containing level differences estimates for the whole time-frequency plane.

2. **Weighted histogram** (Section 3.2.2). The histogram that shows the distribution of values that conform the pan map can be thought as an spatial representation of the mixed sources and shows a clear structure imposed by the mixing matrix due to the sparsity provided by the STFT. Weighted histograms help to enhance this mixing structure, which has an influence on the subsequent thresholding process.

3. **Multi-level Thresholding** (Section 3.2.3). The distribution given by the histogram is processed for calculating a set of thresholds that maximize the *between-class variance*, as explained in Section 3.2.3. These thresholds are used for segmenting the pan map into the final separation masks.

![Figure 3.2. Processing scheme for the separation of instantaneous mixtures.](image-url)
3.2.1 Pan Map

Given the linearity of the STFT, the instantaneous mixing expressed by Equation (2.4) can be directly expressed in the time-frequency domain as:

\[ X_m(k, r) = \sum_{n=1}^{N} a_{mn} S_n(k, r), \quad m = 1, \ldots, M, \quad (3.1) \]

where \( S_n(k, r) \) are the STFT of the sources. Note that, if a stereo panning law is used in the mix-down, the mixing matrix is directly obtained by the panning gains defined by the panoramic parameter \( \phi_n \) (Section 2.2.2):

\[
A = \begin{bmatrix}
    a_{11} & \cdots & a_{1N} \\
    a_{21} & \cdots & a_{2N}
\end{bmatrix} = \begin{bmatrix}
    \alpha(\phi_1)^L & \cdots & \alpha(\phi_N)^L \\
    \alpha(\phi_1)^R & \cdots & \alpha(\phi_N)^R
\end{bmatrix}. \quad (3.2)
\]

A source with \( a_{1n} > a_{2n} \), i.e. \( \phi_n < 0.5 \), is said to be panned to the left. Similarly, a source with \( a_{1n} < a_{2n} \), i.e. \( \phi_n > 0.5 \) is said to be panned to the right. When \( a_{1n} = a_{2n} \), or \( \phi_n = 0.5 \), the source is said to be center-panned.

Following the usual approach of many sparse methods for stereo separation, and similarly to the symmetric attenuation estimate used in DUET, we define the pan map matrix as

\[
P(k, r) = 20 \log_{10} \left( \frac{|X_2(k, r)|}{|X_1(k, r)|} \right), \quad \forall (k, r), \quad (3.3)
\]

which is symmetric with respect to the center of the panoramic parameter range (\( \phi_n = 0.5 \)). The pan map represents the log-ratio of the magnitudes of the left and right mixtures in the STFT domain and is expressed in matrix notation as \( P(k, r) \). As the STFT provides a sparse representation of the sources, the calculated pan map values tend to be clustered in regions around \( 20 \log_{10}(a_{2n}/a_{1n}) \). If the energy preserving panning law is used in the mixing, the peaks can be directly related to the panoramic parameter by \( 20 \log_{10}(\tan(\frac{\phi \pi}{2})) \). Figure 3.3 shows the pan map and its histogram obtained for a mixture of three speech sources, that were mixed with pan parameters \( \phi_1 = 0.15 \), \( \phi_2 = 0.5 \) and \( \phi_3 = 0.8 \). It can be clearly observed how three peaks are located at pan map values close to -12.4, 0 and 9.8. Notice how the histogram provides also a graphical description of the spatial properties of the mixture, where time-frequency points dominated by a source panned to the left tend to have negative \( P(k, r) \) values, while those dominated by a source panned to the right are more likely to have \( P(k, r) \) values greater than zero.

Pan map deviations

Perfect \textit{W-Disjoint Orthogonal} (WDO) sources, i.e. sources that do not interfere in the time-frequency domain, would always show their correct mixing directions when computing the pan map. However, real-world sources always have some spectral overlap, resulting in a deviation of their expected pan map values. In order to provide an idea of how these deviations occur, consider a time-frequency point where a target source \( S_t(k, r) = |S_t(k, r)|e^{j\Phi_t} \) is mixed with an interfering source \( S_i(k, r) = |S_i(k, r)|e^{j\Phi_i} \), so that the observed mixtures can be written as

\[
X_1(k, r) = a_{11}S_t(k, r) + a_{1i}S_i(k, r) = S_{1t}(k, r) + S_{1i}(k, r) \\
X_2(k, r) = a_{21}S_t(k, r) + a_{2i}S_i(k, r) = S_{2t}(k, r) + S_{2i}(k, r). \quad (3.4)
\]
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![Pan map example obtained from a stereo mixture of 3 sources mixed with pan parameters $\phi_1 = 0.15$, $\phi_2 = 0.5$ and $\phi_3 = 0.8$. a) Pan map. b) Histogram.](image)

The ratio of their magnitudes can be then expressed as

$$\frac{|X_2(k, r)|}{|X_1(k, r)|} = \left| \frac{S_2t}{S_1t} \right| + \left( \frac{|S_2t + S_2i||S_1t| - |S_1t + S_1i||S_2t|}{|S_1t + S_1i||S_1t|} \right)$$

$$= \rho_W + \xi,$$

(3.5)

where $\rho_W$ is the correct mixing ratio without interference, i.e. $a_{2t}/a_{1t}$, and $\xi$ is the error term due to the interference:

$$\xi = \left| \frac{|S_1| a_{2t} a_{1i} e^{j(\Phi_t - \Phi_i)} + a_{2i} a_{1t}}{|S_1| a_{1i}} - \frac{|S_1| a_{2t} a_{1i} e^{j(\Phi_t - \Phi_i)} + a_{2t}}{|S_1| a_{1i}} \right|$$

(3.6)

This error term depends on several factors: the panning position of the target and the interference source, the phase difference between the sources and the Target-to-Interference Ratio (TIR = 20 log 10($\frac{|S_t|}{|S_i|}$)). In the same way, the calculated pan map suffers a deviation $\Delta_P$ due to this error term:

$$P(k, r) = 20 \log_{10}(\rho_W) + 20 \log_{10} \left( 1 + \frac{\xi}{\rho_W} \right) = 20 \log_{10}(\rho_W) + \Delta_P.$$  

(3.7)

In Figure 3.4 are depicted different graphs showing the deviation $\Delta_P$ produced in the pan map with respect to the WDO case, as a function of the panoramic parameter of the target source $\phi_t$ and the panoramic parameter of the interfering source $\phi_i$. At the top panel the deviations are presented for different values of TIR, considering that the sources interfere constructively. At the bottom panel the sources are assumed to interfere destructively.

In general, it is observable that source deviations are produced towards the interfering source when the sources add constructively. Therefore, an interfering source that is located in the panoramic at the left of the target source will produce negative deviations in the estimated pan map, while interfering sources located at the right of the target will result in positive deviations. The magnitude of these deviations is greater when the interfering source is stronger and its spatial distance (in terms of panoramic) is higher. When the sources add destructively the behavior is more complex, since the deviations tend to be greater, with a complicated pattern that is highly dependent on the relative energy of the sources.
Figure 3.5 shows the same 3 sources of Figure 3.3 mixed with higher spatial distance: \( \phi_1 = 0.05, \phi_2 = 0.5 \) and \( \phi_3 = 0.95 \). Notice how the peaky central source remains but the other two peaks slightly disappear because a large amount of points have been severely affected by the interference and have been spread towards the other sources due to the increased spatial distance. This effect can become a serious problem when estimating the mixing directions directly from a normal histogram. In the following section it is described how to enhance the observed mixture directions by means of a weighted histogram.

\[ \begin{align*}
\text{TIR} &= 20 \text{ dB} \\
\phi_1 &\quad \phi_2 \\
(\text{a}) &\quad (\text{b}) \\
\text{TIR} &= 10 \text{ dB} \\
\phi_1 &\quad \phi_2 \\
(\text{c}) &\quad (\text{d}) \\
\text{TIR} &= 3 \text{ dB} \\
\phi_1 &\quad \phi_2 \\
(\text{e}) &\quad (\text{f}) \\
\end{align*} \]

*Figure 3.4.* Pan map deviation \( \Delta_P \) for different cases. Top: deviations assuming constructive interference with a) TIR= 20 dB, b) TIR= 10 dB and c) TIR= 3 dB. Bottom: deviations assuming destructive interference with a) TIR= 20 dB, b) TIR= 10 dB and c) TIR= 3 dB.

### 3.2.2 Weighted histograms

The visual inspection of a scatter plot from mixtures made of sparse sources usually reveals the mixing directions associated to the columns \( \mathbf{a}_i \) of the mixing matrix (see, for examples, Figure 2.4). Due to sparsity, many of the points that can be seen in a scatter plot are close to the origin and their noisy distribution does not bring any useful information for estimating the mixing directions. Some approaches for estimating the mixing matrix using clustering techniques can be found in the literature \[37][71\]. Nevertheless, the separation approach here described does not need to accurately estimate the mixing directions. In fact, the clustering performed in the following step will directly depend on the shape of the observed histogram, so it is important to enhance the presence of the sources before carrying out the separation. Weighted histograms have been previously proposed in the separation field as a means for enhancing the sparse structure of audio mixtures \[38][72][73][74\]. Next, we describe the formation of a weighted
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First, we define $L_c$ uniform containers in the boundary $[-P_{\text{max}}, P_{\text{max}}]$, where $P_{\text{max}}$ is a maximum value that defines the range of the pan map values considered in the formation of the histogram. The centers $z_i$ of these containers are:

$$z_i = P_{\text{max}} \left( \frac{2i + 1}{L_c} - 1 \right), \quad i = 0, \ldots, L_c - 1. \quad (3.8)$$

The weighted histogram $Q$ is calculated by summing all the weighting factors of the time-frequency points with pan map values lying on each of the previously defined $L_c$ containers:

$$Q(i) = \sum_{(k, r) \in S_i} g_w(k, r), \quad i = 0, \ldots, L_c - 1, \quad (3.9)$$

where $g_w(k, r)$ is the weighting factor for the time-frequency point $(k, r)$ and $S_i = \{(k, r) | \frac{L_c}{P_{\text{max}}} \cdot |P(k, r) - z_i| < 1\}$, i.e. the set of time-frequency points with $P(k, r)$ in the value range defined by container $i$.

The function $g_w(k, r)$ can be used to select different types of weighting. For example, Rickard and Yilmaz proposed to use a cross power weighted histogram in the DUET algorithm with the aim of making easier the search for peaks used in the separation [38]. The peak picking stage was necessary to estimate the mixing parameters of the sources. Some possibilities explored by the author for computing weighted histograms include:

- **Non-weighted histogram**: No weighting is applied, so it corresponds to a normal histogram that only counts occurrences:

  $$g_w(k, r) = 1. \quad (3.10)$$

- **Magnitude weighting**: The weighting factor is given by the mean amplitude in the left and right channels:

  $$g_w(k, r) = \frac{1}{2} \left( |X_1(k, r)| + |X_2(k, r)| \right). \quad (3.11)$$

Figure 3.5. Histogram for a stereo mixture of 3 speech sources with pan parameters $\phi_1 = 0.05$, $\phi_2 = 0.5$ and $\phi_3 = 0.95$. The histogram of Fig. 3.3(b) has been plotted in dotted line for comparison purposes.
• **DUET weighting**: The weight of each point is computed as

\[ g_w(k, r) = |X_1(k, r)X_2(k, r)|^p \omega_k^q, \]  

(3.12)

where the \( p \) and \( q \) parameters can be varied according to several criteria and \( \omega_k = 2\pi f_k \) is the angular frequency corresponding to frequency index \( k \). The authors suggest a default value of \( p = 1 \) and \( q = 0 \) [61].

• **1/log weighting**: Human hearing has a more like logarithmic behavior, as much on the frequency axis as on the magnitude axis. This function gives a greater weighting factor to points in the lower part of the frequency range of interest, which can result in a more perceptually enhanced distribution:

\[ g_w(k, r) = \frac{\log_{10}(10)}{\log_{10}(10 + p \cdot \omega_k)}, \forall r, \]  

(3.13)

where the \( p \) parameter is here used to adjust the weighting function across the frequency axis. A default value \( p = 0.01 \) is experimentally suggested.

• **Exponential weighting**: Similarly, a negative exponential weighting function can be also used to enhance low frequencies, where the sources are supposed to concentrate their energy:

\[ g_w(k, r) = e^{-(p \cdot \omega_k)}, \forall r. \]  

(3.14)

The \( p \) parameter can be used again to modify the shape of the function and obtain different decay envelopes, for example, \( p = 0.0001 \).

In Figure 3.6, the normalized weighted histograms for the 3 source example mixture are represented. Notice that the shapes obtained by using different weighting functions are very varied. The normal (non-weighted) histogram does not show the prominent peaks achieved by magnitude or DUET-like weighting and, therefore, estimating the mixing matrix \( A \) by peak picking is more difficult. However, these weighting functions are completely dependent on the relative energy of the sources and, therefore, the distributions correspondent to low-energy sources can be hidden by those pertaining to stronger sources. The 1/log and exponential functions do not depend on the specific source energies, since the weighting function affects only the frequency axis. This can help to enhance the source distributions by reducing the effect of low-energy points, which are usually located at high frequencies. The performance achieved by different types of weighting functions in the separation task will be discussed in Section 3.2.7.

### 3.2.3 Thresholding

As explained throughout Chapter 2, the usual underdetermined BSS is carried out by means of an staged approach, where the mixing matrix is estimated in the first place and the sources are later obtained by using the knowledge on the mixing process. The proposed **Multi-Level Thresholding Separation** (MuLeTS) approach estimates the sources by means of binary time-frequency masking and the masks are directly computed from the distribution given by the weighted histogram. Therefore, there is not an explicit estimation of the mixing parameters and the problem is solved at once.

Thresholding is a very powerful technique used in image segmentation with the aim of extracting different objects according to any meaningful feature, the most common being the
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Figure 3.6. Normalized weighted histograms using different weighting functions $g_w(k, r)$. a) Non-weighted. b) Magnitude weighted. c) DUET weighted with $p = 1, q = 0$. d) $1/\log$ weighted with $p = 0.01$. e) Exponential weighting with $p = 0.0001$.

gray-level. In many applications of image processing, the gray levels of pixels belonging to the object are substantially different from the gray levels of the pixels belonging to the background. The basic idea of automatic thresholding is to automatically select an optimal or several optimal gray-level threshold values for separating objects of interest in an image from the background based on their gray-level distribution. Examples of thresholding applications include:

- Document image analysis: where the goal is to extract printed characters logos, graphical content, or musical scores [75].

- Map processing: where lines, legends, and characters are to be found [76].

- Scene processing: where a target has to be detected [77].

- Quality inspection of materials, where defective parts must be delineated [78].

- Medical image segmentation: extraction of objects from ultrasonic images, thermal images, x-ray computed tomography, endoscopic images, laser scanning, etc [79].
• Spatio-temporal segmentation of video images [80].

The input of the thresholding algorithm is the histogram of the observed distribution. In the case of bi-level thresholding the output is a binary image where entries with value 1 indicate the foreground objects, that is, printed text, a legend, a target, defective part of a material, etc., while zero entries correspond to the background. The gray level which splits the image into two classes (foreground and background) is given by the threshold. When multiple thresholds are computed for splitting the image into more than 2 classes, the process is called Multi-level thresholding.

![Multi-level thresholding example](image)

Figure 3.7. Multi-level thresholding example. a) Original image. b) Histogram. c-d) Separated objects considering 3 classes.

Figure 3.7 shows a gray-level image and the histogram corresponding to the intensity distribution. The vertical dotted lines in the histogram are the segmentation thresholds that divide the original image into the three classes shown at the bottom of the figure. Notice that these classes correspond to three “objects” in the photograph: (c) the man, (d) the ground and (e) the sky.

One of the most referenced thresholding methods in image processing is the Otsu method [81]. Several works on evaluation of thresholding algorithms have shown that, despite it was published a long time ago (1979), the Otsu method is one of the better threshold selection algorithms for general real world images [82][83]. Moreover, this clustering technique has been selected in the proposed audio separation framework for some remarkable advantages:

• It is very general: no specific histogram shape is assumed. It has already been seen that the shape of the histogram may change a lot depending on the mixing configuration, the spectral overlap and the weighting function applied.
• It has been shown to work well and reliably under many different situations: different
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types of images, additive noise, etc.

- Its extension to multi-level thresholding is straightforward, which enables to carry out underdetermined BSS.
- Admits an efficient implementation, thus opening the possibility of real-time processing.
- There is no need for detecting peaks nor for specifying initial centroid values, which can lead to a more unsupervised approach.

In the following subsections the bi-level and multi-level Otsu algorithms are introduced.

**Otsu bi-level thresholding**

Let us briefly describe the Otsu algorithm. Consider the probability of a value in the middle of container $i$ of the histogram $Q$, given by:

$$p_i = \frac{Q(i)}{\sum_{i=1}^{L_c} Q(i)}. \tag{3.15}$$

Note that the above equation satisfies the conditions of a pdf: $\sum_{i=1}^{L_c} p_i = 1$ and $p_i \geq 0$. The mean of the total distribution is therefore given by

$$\mu_T = \sum_{i=1}^{L_c} i p_i. \tag{3.16}$$

In the case of bi-level thresholding, the time-frequency points are divided into two classes by means of a threshold value $l$. The first class, $C_1$, has values in the range given by the histogram bins $i \in [1, \ldots, l]$ and the second class $C_2$ has values within the bins $i \in [l+1, \ldots, L_c]$. Therefore, the probability of occurrence for each class depends on the threshold $l$ and is given by:

$$\omega_1(l) = \sum_{i=1}^{l} p_i, \tag{3.17}$$

$$\omega_2(l) = \sum_{i=l+1}^{L_c} p_i = 1 - \omega_1(l). \tag{3.18}$$

The probability distributions of $C_1$ and $C_2$ can be expressed as:

$$p_i^{C_1} = \frac{p_i}{\omega_1(l)}, \tag{3.19}$$

$$p_i^{C_2} = \frac{p_i}{\omega_2(l)}, \tag{3.20}$$

and their means are therefore given by

$$\mu_1(l) = \sum_{i=1}^{l} i p_i^{C_1} = \sum_{i=1}^{l} i \frac{p_i}{\omega_1(l)} = \frac{\mu(l)}{\omega_1(l)}. \tag{3.21}$$
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\[ \mu_2(l) = \sum_{i=l+1}^{L_c} ip_i^C_2 = \sum_{i=l+1}^{L_c} p_i \frac{\mu_T - \mu(l)}{\omega_2(l)} = \frac{\mu_T - \mu(l)}{1 - \omega_1(l)}, \]  

(3.22)

where \( \mu(l) = \sum_{i=1}^{l} ip_i \) is the first-order cumulative moment of the histogram up to the level \( l \).

It is easy to verify that the following relations stand for any choice of the threshold \( l \):

\[ \omega_1(l)\mu_1(l) + \omega_2(l)\mu_2(l) = \mu_T, \quad \forall l \]  

(3.23)

\[ \omega_1(l) + \omega_2(l) = 1, \quad \forall l. \]  

(3.24)

The class variances are given by

\[ \sigma_1^2(l) = \sum_{i=1}^{l} (i - \mu_1(l))^2 p_{C_1}^i = \sum_{i=1}^{l} (i - \mu_1(l))^2 p_i / \omega_1(l), \]  

(3.25)

\[ \sigma_2^2(l) = \sum_{i=l+1}^{L_c} (i - \mu_2(l))^2 p_{C_2}^i = \sum_{i=l+1}^{L_c} (i - \mu_2(l))^2 p_i / \omega_2(l). \]  

(3.26)

In order to evaluate the “goodness” of a threshold \( l \), some discriminant criterion measures (or measures of class separability) used in discriminant analysis are introduced [84]:

\[ \lambda = \sigma_B^2 / \sigma_W^2, \quad \kappa = \sigma_T^2 / \sigma_W^2, \quad \eta = \sigma_B^2 / \sigma_T^2, \]  

(3.27)

where

\[ \sigma_W^2(l) = \omega_1(l)\sigma_1^2(l) + \omega_2(l)\sigma_2^2(l), \]  

(3.28)

\[ \sigma_B^2(l) = \omega_1(l)(\mu_1(l) - \mu_T)^2 + \omega_2(l)(\mu_2(l) - \mu_T)^2 \]  

= \omega_1(l)\omega_2(l)(\mu_2(l) - \mu_1(l))^2, \]  

(3.29)

(due to (3.23)) and

\[ \sigma_T^2 = \sum_{i=1}^{L_c} (i - \mu_T)^2 p_i \]  

(3.30)

are the within-class variance, the between-class variance, and the total variance, respectively. The class separability problem becomes an optimization problem to search for a threshold \( l \).
that maximizes one of the criterion measures in Equation (3.27). However, the problems of maximizing \( \lambda, \kappa, \) and \( \eta \) for \( l \) are equivalent, since the following basic relation always holds:

\[
\sigma_W^2(l) + \sigma_B^2(l) = \sigma_T^2. \tag{3.31}
\]

For example, both \( \kappa \) and \( \eta \) can be expressed in terms of \( \lambda \): \( \kappa = \lambda + 1 \) and \( \eta = \lambda / (\lambda + 1) \). It is noted that \( \sigma_W^2 \) is based on second-order statistics (class variances), while \( \sigma_B^2 \) is based on first-order statistics (class means). Therefore, \( \eta \) is the simplest measure with respect to \( l \) and it is adopted as the criterion measure to evaluate the “goodness” of the threshold. The optimal threshold \( l^* \) that maximizes \( \eta \), or equivalently \( \sigma_B^2 \), is selected in the following sequential search by using simple cumulative quantities \( (\omega_1(l) \text{ and } \mu(l)) \) from Equations (3.21)-(3.24):

\[
\sigma_B^2(l) = \frac{(\mu_T - \omega_1(l) - \mu(l))}{\omega_1(l) (1 - \omega_1(l))} \tag{3.32}
\]

The optimal threshold \( l^* \) is chosen so that the between-class variance \( \sigma_B^2 \) is maximized, that is:

\[
l^* = \arg \max_l \{ \sigma_B^2(l) \} \quad 1 \leq l \leq L_c. \tag{3.33}
\]

**Otsu multi-Level thresholding**

The previous bi-level approach can be extended to multi-level thresholding as follows. Assuming that there are \( N - 1 \) thresholds, \( \{l_1, l_2, \ldots, l_{N-1}\} \), which divide the histogram into \( N \) classes: \( C_1 \) for \( [1, \ldots, l_1] \), \( C_2 \) for \( [l_1 + 1, \ldots, l_2] \), \ldots, \( C_{N_c} \) for \( [l_{N-1} + 1, \ldots, l_c] \) and \( C_N \) for \( [l_{N-1} + 1, \ldots, L_c] \). The optimal thresholds \( l_1^*, l_2^*, \ldots, l_{N-1}^* \) are chosen by maximizing \( \sigma_B^2 \) as follows:

\[
\{l_1^*, l_2^*, \ldots, l_{N-1}^*\} = \arg \max_{l_1, l_2, \ldots, l_{N-1}} \{ \sigma_B^2(l_1, l_2, \ldots, l_{N-1}) \} \tag{3.34}
\]

for \( 1 \leq l_1 < l_2 \cdots l_{N-1} < L_c \), and

\[
\sigma_B^2(l_1, l_2, \ldots, l_{N-1}) = \sum_{\epsilon=1}^{N_c} \omega_\epsilon (\mu_{\epsilon} - \mu_T)^2, \tag{3.35}
\]

with

\[
\omega_\epsilon = \sum_{i \in C_\epsilon} p_i, \tag{3.36}
\]

and

\[
\mu_\epsilon = \sum_{i \in C_\epsilon} \frac{i p_i}{\omega_\epsilon}. \tag{3.37}
\]

The \( \omega_\epsilon \) in Eq.(3.36) is regarded as the zeroth-order cumulative moment of the \( \epsilon \)-th class \( C_\epsilon \), and the numerator in the definition of \( \mu_\epsilon \) is regarded as the first-order cumulative moment of \( C_\epsilon \), that is

\[
\mu(\epsilon) = \sum_{i \in C_\epsilon} i p_i. \tag{3.38}
\]

Regardless of the number of classes being considered during the thresholding process, the sum of the cumulative probability functions of \( N \) classes equals one \((\sum_{\epsilon=1}^{N_c} \omega_\epsilon = 1)\) and the total mean is equal to the sum of the means of \( N \) classes weighted by their cumulative probabilities:

\[
\mu_T = \sum_{\epsilon=1}^{N_c} \omega_\epsilon \mu_\epsilon. \tag{3.39}
\]
Thus, the interclass variance in Eq.(3.35) can be rewritten as
\[
\sigma^2_B(l_1, l_2, \ldots, l_{N-1}) = \sum_{\epsilon=1}^{N} \omega_{\epsilon} \mu_{\epsilon}^2 - \mu_T^2. \tag{3.40}
\]

Because the second term in Eq.(3.40) is independent from the choice of the thresholds, the optimal thresholds can be chosen by maximizing a modified between class variance \(\sigma'_{B}\): \[\{l^*_1, l^*_2, \ldots, l^*_{N-1}\} = \arg \max_{l_1, l_2, \ldots, l_{N-1}} \{\sigma^2_B\}, \tag{3.41}\] where \(\sigma'_{B}\) is defined as the summation term on the right-hand side of Eq.(3.40):
\[
\sigma^2_B = \sum_{\epsilon=1}^{N} \omega_{\epsilon} \mu_{\epsilon}^2. \tag{3.42}
\]

3.2.4 Efficient implementation

Liao et al. [85] proposed a faster algorithm based on the recursive calculation of \(\sigma^2_B\). Let us define the look-up tables for the \(u-v\) interval:
\[
P(u, v) = \sum_{i=u}^{v} p_i, \tag{3.43}
\]
\[
S(u, v) = \sum_{i=u}^{v} ip_i. \tag{3.44}
\]
For index \(u = 1\), equations (3.43) and (3.44) can be rewritten as
\[
P(1, v + 1) = P(1, v) + p_{v+1}, \tag{3.45}
\]
and \(P(1, 0) = 0\).
\[
S(1, v + 1) = S(1, v) + (v + 1)p_{v+1}, \tag{3.46}
\]
and \(S(1, 0) = 0\).

From equations (3.45) and (3.46), it follows that
\[
P(u, v) = P(1, v) - P(1, u - 1), \tag{3.47}
\]
and
\[
S(u, v) = S(1, v) - S(1, u - 1). \tag{3.48}
\]

Now, the modified between-class variance \(\sigma'^2_B\) can be rewritten as
\[
\sigma'^2_B = G(1, l_1) + G(l_1 + 1, l_2) + \ldots + G(l_{N-1} + 1, L_c), \tag{3.49}
\]
where the modified between-class variance of class \(C_{\epsilon}\) is defined as
\[
G(l_{\epsilon-1} + 1, l_{\epsilon}) = \frac{S(l_{\epsilon-1} + 1, l_{\epsilon})^2}{P(l_{\epsilon-1} + 1, l_{\epsilon})}. \tag{3.50}
\]

The search range for the maximal \(\sigma'^2_B\) is \(1 \leq l_1 \leq L_c - N + 1, l_1 + 1 \leq l_2 \leq L_c - N + 2, \ldots, l_{N-1} + 1 \leq l_{N-1} \leq L_c - 1\).

Once the thresholds have been calculated, the separation masks can be computed as explained in the next subsection.
3.2.5 Estimation of the sources

The optimum thresholds resulting from the Otsu algorithm are the ones that maximize the between-class variance, which was shown to be a measure of class separability. Time-frequency masking is therefore used for estimating the sources directly from the calculated thresholds, without the need for considering any further information regarding the mixing matrix or any other prior information. However, note that the number of classes in the histogram has been denoted \( N \), the same as the number of sources assumed in the mixing model. In fact, the classes that we want to separate from the weighted histogram are the spatial distributions generated by sparse sources in the time-frequency domain. Unfortunately, the thresholding algorithm needs to know a priori the number of classes to be separated. Nevertheless, alternative methods for source counting in BSS [74][86] and threshold number selection [87] can be found in the literature, although they have not been considered in the development of this thesis.

Given the calculated thresholds \( l^* \), the final pan map values that are used to divide the mixture spectrogram are

\[
Th_\epsilon = z_{i|l^*_i=\epsilon} \quad \epsilon = 1, \ldots, N - 1.
\]  

(3.51)

The binary masks \( M_n \) defined by the thresholds are:

\[
M_n(k, r) = \begin{cases} 
1 & \text{if } Th_{n-1} < P(k, r) \leq Th_n \\
0 & \text{elsewhere}
\end{cases} \quad \forall (k, r).
\]  

(3.52)

with \( n = 1, \ldots, N \), being \( N \) the number of sources, \( Th_0 = -P_{\max} \) and \( Th_N = P_{\max} \). The estimates of the images of the sources in each of the observation channels can be directly obtained by applying the separation masks to the STFT of the mixtures:

\[
Y_{mn}(k, r) = \hat{S}_{mn}(k, r) = M_n(k, r) \circ X_m(k, r), \quad m = 1, 2.
\]  

(3.53)

3.2.6 Computational Complexity

\[
\begin{array}{|c|c|c|c|c|}
\hline
\sigma_{\bar{S}} & P & S & \bar{G} & \sum_{l=1}^{N-1} \bar{G}(l-1 + 1, l) \\
\hline
\text{addition} & L_c & L_c & N - 1 \\
\text{subtraction} & L_c(L_c - 1)/2 & L_c(L_c - 1)/2 \\
\text{multiplication} & L_c & L_c(L_c + 1) \\
\text{division} & 1 & (L_c - N + 1)^{N-1} \\
\text{direct index} & 1 & (L_c - N + 1)^{N-1} \\
\text{combination} & 1 & (L_c - N + 1)^{N-1} \\
\hline
\text{Total Computation} & (N - 1)(L_c - N + 1)^{N-1}2L_c & L_c(L_c - 1) & L_c(L_c + 1) & N(L_c - N + 1)^{N-1} \\
\hline
\end{array}
\]

Table 3.1. Number of operations needed in the efficient implementation of the multi-level thresholding algorithm.

Table 3.1 shows the number of operations that must be computed in the efficient implementation of the thresholding algorithm proposed by Liao et al. It can be observed that the number
of operations depends on the number of histogram bins $L_c$ and the number of classes considered $N$. In [88], two different histograms where independently considered in order to further reduce the computational complexity of the method, one for left panned sources and another one for right panned sources. However, our experience in the use of the algorithm has shown that more accurate results are obtained with a single pan map histogram that takes into account the whole pan map distribution.

**Computation Time**

The times required by the thresholding algorithm for deciding the separation areas as a function of the number of sources $N$ and the number of histogram bins $L_c$ are shown in Table 3.2. The processor used for measuring these times was an Intel Core2 2.0 GHz running Matlab 7. Note that the number of sources considered has the greatest influence on the computation time. The number of histogram bins $L_c$ can be modified depending on the computational power of the processor, which is another advantage for real-time implementations.

<table>
<thead>
<tr>
<th></th>
<th>Computing Times (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_c$</td>
<td>10</td>
</tr>
<tr>
<td>$N = 2$</td>
<td>1.2</td>
</tr>
<tr>
<td>$N = 3$</td>
<td>1.5</td>
</tr>
<tr>
<td>$N = 4$</td>
<td>1.6</td>
</tr>
</tbody>
</table>

*Table 3.2. Computing times for different number of histogram bins $L_c$ and number of sources $N$.*

3.2.7 Performance Evaluation

In this section, the performance achieved by the proposed approach is studied using the objective measures described in Section 2.8. Several aspects are considered: the effect of the weighting functions on the final separation masks, the capability of the method to separate sources that are very close together and the performance achieved over the test data set used in the Signal Separation Evaluation Campaign 2008 (SiSEC 2008)[68].

**Effect of Histogram Weighting**

Several possibilities to obtain a weighted histogram were examined in Section 3.2.2. In order to show the effect of the weighting functions on the calculated thresholds that lead to the final separation masks, we consider an example mixture consisting of 4 male speech sources of length 10 s ($f_s = 16$ kHz). The STFT of the mixtures was computed using Hann windows, with 1024 samples of length and 50% overlap. The different weighting functions are denoted as: Non-Weighted (NW), Amplitude-weighting (AW), DUET-weighting (DW), $1/\log$-weighting (LW), Exp-weighting (EW).

Figure 3.9 shows the histograms obtained with different weighting functions (with default parameters) and the thresholds calculated by the segmentation algorithm. Table 3.3 shows the different objective performance measures (SDR, ISR, SIR and SAR) obtained for each weighting type and for each estimated source. It can be observed how, although the shape of the histogram is substantially changed by applying the different weighting functions, the thresholds do not vary significantly. These small changes are also reflected on Table 3.3, where only slight changes
3.2. Separation of instantaneous mixtures 67

between the different cases can be appreciated in all the performance measures. This fact shows how the proposed approach is quite robust to changes in the histogram shape, being able to decide correct source regions for a wide range of histogram shapes, given that the sources are sufficiently disjoint in the time-frequency domain. The results provided by the ideal binary mask (IBM) are here provided for comparison purposes and should be understood as an upper limit in the separation quality using time-frequency masking.

A more complete evaluation was conducted by using a larger set of stereo mixtures with $N = 3$ and $N = 4$ speech sources extracted from the development data set provided in the in SiSEC 2008\textsuperscript{1}. The sources are audio files of 10 s length, sampled at 16 kHz and quantized with 16 bits. They were randomly selected from the available male and female speech signals, and 15 source combinations were randomly mixed down using 10 different mixing configurations. Therefore, 300 different stereo mixtures were generated (150 mixtures with 3 sources and 150 mixtures with 4 sources). As each mixture was separated 5 times using different weighting functions, this makes a total of 1500 separation experiments. As in the previous example, the STFT processing was carried out using half overlapping Hann windows with 1024 samples of length. Table 3.4 shows the average results over all the sources. Besides the objective performance measures, the percentage of experiments in which correct source regions were detected (detection rate, DR) is given as an additional measure of robustness. We consider that a source region has been correctly detected if the real mixing parameters of the sources lie within separate thresholded areas.

In order to compare the results of speech mixtures with those obtained with correlated music mixtures, a similar evaluation with examples containing 3 instruments was also conducted using the music source signals of the SASSEC and SiSEC data sets. For each example, 10 different mixing configurations were randomly chosen and separation was carried out with the same 5 previously considered weighting functions. The results of this evaluation are in Table 3.5.

The results of these experiments can be summarized into the following conclusions:

- The number of sources has a big influence on the separation performance. Between $N = 3$ and $N = 4$, there is a decrease in SDR and SAR of approximately 3.5 dB and 3 dB, respectively. The decrease in SIR is around 4 dB, while the decrease in ISR is approximately 5 dB.

- There are only slight changes in the separation performance for different weighting functions. This is in concordance with the results of the example in Table 3.3. The LW weighting seems to provide the better performance, but the small changes observed may have little influence on the perceived subjective quality of the sources.

- The DR for all the cases is very high. This result confirms that the thresholding algorithm performs perfectly well in almost every situation, although some errors are found when the weighting is related to the energy of the mixture channels, since low energy sources can be hidden by others with greater energy. Although equal mixing configurations were avoided in the random mix-down, a deeper analysis of the results showed that detection errors were only produced under extremely close sources.

\textsuperscript{1}This development data set was also the test data set of the first Stereo Audio Source Separation Evaluation Campaign (SASSEC)[67]
The results considering speech mixtures are better than those with correlated music mixtures. This is probably due to the fact that mixtures of correlated sources share more spectral content than speech, resulting in a less degree of disjointness, and therefore, they affect the demixing performance of time-frequency masking.

![Weighted histograms and thresholds obtained for a mixture of 4 speech sources. (a) Non-weighted histogram. (b) Amplitude-weighted histogram. (c) DUET-weighted histogram. (d) 1/log-weighted histogram. (e) Exp-weighted histogram.](image)

**Figure 3.9.** Weighted histograms and thresholds obtained for a mixture of 4 speech sources. (a) Non-weighted histogram. (b) Amplitude-weighted histogram. (c) DUET-weighted histogram. (d) 1/log-weighted histogram. (e) Exp-weighted histogram.

### Effect of Source Proximity

As seen in Section 3.2.1, the mixing parameters of the sources have a big influence on the histogram shape due to the increased deviation in the estimated values when there is overlap between the sources in the time-frequency domain. The influence on the segmentation process and the separation performance is studied considering the example shown in Figure 3.10. Three speech sources are repeatedly mixed with a decreasing panoramic distance $\Delta \phi = \phi_n - \phi_{n-1}$, each time resulting in a histogram (NW) with closer peaks. In the same figure, the thresholds provided by the MuLeTS algorithm are depicted as dotted vertical lines. Notice how the peaks remain within the different regions defined by the thresholds, showing that a correct source detection is possible even in the case when the sources have been closely mixed. The results for the separation performance measures are given in Table 3.6. Although there are no big differences, the best case is the one in which the sources have a panoramic separation of $\Delta \phi = 0.2$. However, it is worth to observe that the worst case is that in which the panoramic distance of the sources is very high. This result indicates that negative effects appear in extreme cases when the sources are very close together or very distant regarding their panoramic mixing configuration.
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Non-weighted (NW)  
<table>
<thead>
<tr>
<th>$s_1$</th>
<th>$s_2$</th>
<th>$s_3$</th>
<th>$s_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDR</td>
<td>2.9</td>
<td>8.5</td>
<td>8.0</td>
</tr>
<tr>
<td>ISR</td>
<td>12.7</td>
<td>20.3</td>
<td>12.8</td>
</tr>
<tr>
<td>SIR</td>
<td>8.3</td>
<td>14.6</td>
<td>20.4</td>
</tr>
<tr>
<td>SAR</td>
<td>3.4</td>
<td>9.4</td>
<td>8.4</td>
</tr>
</tbody>
</table>

1/log-weighted (LW)  
<table>
<thead>
<tr>
<th>$s_1$</th>
<th>$s_2$</th>
<th>$s_3$</th>
<th>$s_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDR</td>
<td>2.9</td>
<td>8.6</td>
<td>8.0</td>
</tr>
<tr>
<td>ISR</td>
<td>12.7</td>
<td>20.2</td>
<td>12.8</td>
</tr>
<tr>
<td>SIR</td>
<td>8.3</td>
<td>14.9</td>
<td>20.4</td>
</tr>
<tr>
<td>SAR</td>
<td>3.4</td>
<td>9.5</td>
<td>8.4</td>
</tr>
</tbody>
</table>

Magnitude-weighted (MW)  
<table>
<thead>
<tr>
<th>$s_1$</th>
<th>$s_2$</th>
<th>$s_3$</th>
<th>$s_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDR</td>
<td>3.0</td>
<td>8.7</td>
<td>8.1</td>
</tr>
<tr>
<td>ISR</td>
<td>12.6</td>
<td>19.9</td>
<td>12.6</td>
</tr>
<tr>
<td>SIR</td>
<td>8.0</td>
<td>14.3</td>
<td>20.2</td>
</tr>
<tr>
<td>SAR</td>
<td>3.6</td>
<td>9.7</td>
<td>8.5</td>
</tr>
</tbody>
</table>

Exp-weighted (EW)  
<table>
<thead>
<tr>
<th>$s_1$</th>
<th>$s_2$</th>
<th>$s_3$</th>
<th>$s_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDR</td>
<td>2.8</td>
<td>8.5</td>
<td>8.2</td>
</tr>
<tr>
<td>ISR</td>
<td>12.5</td>
<td>20.4</td>
<td>12.6</td>
</tr>
<tr>
<td>SIR</td>
<td>8.6</td>
<td>15.0</td>
<td>20.6</td>
</tr>
<tr>
<td>SAR</td>
<td>3.2</td>
<td>9.4</td>
<td>8.7</td>
</tr>
</tbody>
</table>

DUET-weighted (DW)  
<table>
<thead>
<tr>
<th>$s_1$</th>
<th>$s_2$</th>
<th>$s_3$</th>
<th>$s_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDR</td>
<td>3.0</td>
<td>8.6</td>
<td>8.3</td>
</tr>
<tr>
<td>ISR</td>
<td>12.6</td>
<td>20.2</td>
<td>12.5</td>
</tr>
<tr>
<td>SIR</td>
<td>8.0</td>
<td>14.8</td>
<td>19.9</td>
</tr>
<tr>
<td>SAR</td>
<td>3.6</td>
<td>9.3</td>
<td>8.7</td>
</tr>
</tbody>
</table>

Ideal Binary Mask  
<table>
<thead>
<tr>
<th>$s_1$</th>
<th>$s_2$</th>
<th>$s_3$</th>
<th>$s_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDR</td>
<td>7.7</td>
<td>11.6</td>
<td>10.4</td>
</tr>
<tr>
<td>ISR</td>
<td>14.1</td>
<td>24.4</td>
<td>20.0</td>
</tr>
<tr>
<td>SIR</td>
<td>21.4</td>
<td>20.2</td>
<td>22.8</td>
</tr>
<tr>
<td>SAR</td>
<td>7.7</td>
<td>12.2</td>
<td>10.7</td>
</tr>
</tbody>
</table>

Table 3.3. Performance evaluation measures for different histogram weightings in an example mixture of 4 speech sources.

<table>
<thead>
<tr>
<th>$N = 3$</th>
<th>$N = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DR (%)</td>
<td>SDR</td>
</tr>
<tr>
<td>NW</td>
<td>99.8</td>
</tr>
<tr>
<td>AW</td>
<td>99.5</td>
</tr>
<tr>
<td>DW</td>
<td>98.1</td>
</tr>
<tr>
<td>LW</td>
<td>99.9</td>
</tr>
<tr>
<td>EW</td>
<td>99.3</td>
</tr>
</tbody>
</table>

Table 3.4. Average performance evaluation measures for different weighting functions with speech mixtures.

<table>
<thead>
<tr>
<th>$N = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DR (%)</td>
</tr>
<tr>
<td>NW</td>
</tr>
<tr>
<td>AW</td>
</tr>
<tr>
<td>DW</td>
</tr>
<tr>
<td>LW</td>
</tr>
<tr>
<td>EW</td>
</tr>
</tbody>
</table>

Table 3.5. Average performance evaluation measures for different weighting functions with music mixtures.
Figure 3.10. Mixture of 3 speech sources and separation thresholds. (a) $\Delta \phi = 0.45$ ($\phi_1 = 0.05$, $\phi_2 = 0$, $\phi_3 = 0.95$). (b) $\Delta \phi = 0.2$ ($\phi_1 = 0.3$, $\phi_2 = 0.5$, $\phi_3 = 0.7$). (c) $\Delta \phi = 0.1$ ($\phi_1 = 0.4$, $\phi_2 = 0.5$, $\phi_3 = 0.6$). (d) $\Delta \phi = 0.05$ ($\phi_1 = 0.45$, $\phi_2 = 0.5$, $\phi_3 = 0.55$)

<table>
<thead>
<tr>
<th>$\Delta \phi$</th>
<th>SDR</th>
<th>ISR</th>
<th>SIR</th>
<th>SAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.45</td>
<td>9.4</td>
<td>18.6</td>
<td>18.0</td>
<td>10.2</td>
</tr>
<tr>
<td>0.2</td>
<td>10.0</td>
<td>19.5</td>
<td>18.1</td>
<td>10.8</td>
</tr>
<tr>
<td>0.1</td>
<td>9.7</td>
<td>19.3</td>
<td>18.2</td>
<td>10.6</td>
</tr>
<tr>
<td>0.05</td>
<td>9.7</td>
<td>19.2</td>
<td>18.1</td>
<td>10.6</td>
</tr>
</tbody>
</table>

Table 3.6. Average performance evaluation measures for different mixing configurations with decreasing panoramic distance.

Results from SiSEC 2008

The MuLeTS algorithm was also a participant in SiSEC 2008. In the campaign, different separation algorithms were tested over the same data set. The average results for speech and music corresponding to this data set are shown in Table 3.7. The results for speech are quite similar to those of Table 3.5, but the results using music mixtures are considerably better. This difference is probably due to the fact that the campaign only considered two example mixtures with two different mixing configurations. The results provided by the IBM are given as well for comparison purposes. As expected, the IBM performance is also affected by the number of sources. The average performance for all the measures is around 2 dB lower than the IBM in the speech case with $N = 3$. When the number of sources is increased, the results are around
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In this section, we show that multi-level thresholding can be also exploited to achieve fast separation in real scenarios by identifying different angular areas wherein the speakers are located with a strong likelihood. For this purpose, a pair of closely spaced microphones are considered in the recording setup. Although the mixing process is assumed to be anechoic or delayed, a coherence-based selection of time-frequency points enables the method to perform separation with acceptable quality in rooms with moderate reverberation.

In contrast to the instantaneous case described in Section 3.2, amplitude differences are only used to improve the robustness against reverberation, and phase information is the key feature to separate sources that are angularly spaced in the real azimuth plane (as opposed to the panoramic space considered in the previous section). Although the basic multi-level thresholding clustering remains, the key feature used in this section is the estimation of the Direction-Of-Arrival (DOA) by means of the observed time differences between the microphones. This working principle will be used and recalled again in Chapter 7.

![Figure 3.11. Processing scheme for the separation of real mixtures.](image)

The proposed separation approach, depicted in Figure 3.11, can be summarized in the next steps:

1. **DOA map** (Section 3.3.1). The input channels are transformed into the STFT domain. The phase information in each time-frequency point is used for estimating the DOA of a given frequency in the current analysis window. Similarly to the pan map used in the instantaneous approach, a DOA map is formed with the value of the estimated DOA for
each time-frequency point.

2. **Coherence Test** (Section 3.3.2). A coherence test is performed with the aim of identifying reliable DOA estimates and increase the robustness against reverberation.

3. **Weighted histogram** (Section 3.3.3). The STFT magnitudes of both input channels are used for constructing an amplitude-weighted histogram from the selected values of the DOA map. This histogram is the input of the multi-level thresholding algorithm.

4. **Multi-level Thresholding** (Section 3.3.4). The histogram obtained in the previous step is processed for calculating a set of thresholds that maximize the between-class variance of the time-frequency points, according to their estimated DOAs. These thresholds are used for segmenting the DOA map into the final separation masks.

In the next subsections we will describe the above steps in detail, paying special attention to the main differences with respect to the instantaneous mixing approach. Finally, a complete set of examples is presented using real speech mixtures, considering different degrees of reverberation, different number of sources and a range of angular separations of speakers.

### 3.3.1 DOA map

Consider the anechoic model of Equation (2.12). The STFT representation of this model is given by

\[
X_m(k, r) = \sum_{n=1}^{N} a_{mn} S_n(k, r) e^{-j\omega k \delta_{mn}}, \quad m = 1, 2, \tag{3.54}
\]

where \(\delta_{mn}\) is the time delay of the path from source \(n\) to sensor \(m\). Throughout this section, the above simplified model will be considered.

The DOA map \(D(k, r)\) is calculated from the phase difference of the two observation channels. Figure 3.12 shows a pair of microphones capturing the signal arriving from a source \(s_n\) with angle \(\theta\). The inter-microphone distance is \(d\). Assuming that the source is sufficiently distant to consider plane wavefront incidence, the path difference between the two microphones is \(d \cos \theta\).

![Figure 3.12.](image)

**Figure 3.12.** Two microphones capturing a signal from a source \(s_j\) with direction-of-arrival \(\theta\). The path difference between both sensors is \(d \cos \theta\)

Given the model of Equation 3.54, the relation between the phase difference between the two sensors and the incidence angle of the source for frequency \(\omega_k\) and time frame \(r\) is given by the next equation:

\[
\angle X_2(k, r) - \angle X_1(k, r) = \omega_k (\delta_{2n} - \delta_{1n}) = \omega_k \left( \frac{d \cos \theta}{c} \right), \tag{3.55}
\]
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where $\angle()$ denotes the phase of a complex number and $c$ is the speed of sound ($\approx 340$ m/s). The DOA $\theta$ is then directly given by the time difference ($\delta_{2n} - \delta_{1n}$), which is observed as a frequency-dependent phase difference between the two channels.

The DOA map represents the cosine of the direction-of-arrival from each frequency at each time window, and it is calculated from the STFT of the mixture channels as

$$D(k, r) = \frac{c}{\omega_k d} \angle \left( \frac{X_2(k, m)}{X_1(k, m)} \right) \quad \forall (k, r). \quad (3.56)$$

Note that frequencies above $\omega_k > \frac{\pi c}{d}$ will suffer from spatial aliasing [38]. Nevertheless, speech sources concentrate most of their energy below 5 kHz and small distances ($d \sim 3$ cm) easily satisfy this condition for the effective bandwidth of speech.

In Figure 3.13(a) and 3.13(b) the left channel and right channel spectrograms of a mixture of three speakers (with directions $135^\circ$, $90^\circ$ and $20^\circ$) in an anechoic environment are represented. The amplitude relationship (in dB) between the two channels is represented in Figure 3.13(c), showing that very little information is provided when the microphones are very close to each other. In fact, when the inter-microphone distance verifies $d << R_s$, being $R_s$ the distance between the source and the array, $a_1j \approx a_2j$ and it holds that the modulus $|X_1(k, m)|/|X_2(k, m)| \approx 1$. However, the DOA map extracted from the phase information of the mixtures (Figure 3.13.d) shows clear zones related to the activity of the four speakers in the STFT domain. It is also important to notice that the use of the phase difference has another advantage over the amplitude ratio: it avoids the division by zero when $|X_2(k, m)| = 0$.

The representation shown in Figure 3.13.(d) brings to the eye the DOA estimates for each frequency at different time frames. Under anechoic conditions, the different zones corresponding to each speaker are highly visible as different colored zones which support the presence of predominant speech signals. The histogram of the DOA map is depicted in Figure 3.14(a), which shows strong peaks at the values coinciding with the cosine of their DOA. The effect that reverberation has in this histogram is next described.

3.3.2 Coherence-Based Selection

If a single source in free-field is considered, sound from only one direction arrives at the microphones with a deterministic time difference and thus, the DOA of the source can be easily determined by the observed phase difference, as explained in the previous section. However, in complex listening situations, i.e., in the presence of other sound sources or room reflections, it often occurs that sound from different directions reaches the sensor array concurrently, resulting in erroneous DOA estimations. In fact, when the mixing is convolutive, multiple reflections of the source signal arrive at both microphones. These reflections, and the fact that the sources are not completely WDO, cause deviations in the DOA estimation, and histogram peaks corresponding to each speaker become blurred due to the stochastic nature of reverberation. Figure 3.14 shows the distributions obtained for the example mixture of three speakers under different room conditions. The room has been simulated as a “shoe box” shape, with all their surfaces having the same reflection coefficient $\rho$ [89].

The robustness of the method against these complex environments can be improved by discarding time-frequency bins where other sources and reverberation are dominant. This is done by means of a coherence-test. In fact, from an auditory perspective, Interaural Coherence
(IC) plays an important role on the localization of sound events in complex listening situations. Thus, the degree of “similarity” between the left and right ear entrance signals has been shown to provide a very important cue for dealing with the localization of sources in difficult environments.

A measure for IC usually ranges between 0 and 1, where 0 means that two signals are coherent (signals are equal with possibly a different scaling and delay) and 1 means that the signals are independent [90]. For example, Faller proposed a successful localization system based on the time difference and IC estimated from the normalized cross-correlation function [91]. From an algebraic perspective, Mohan et al. proposed recently a coherence test in the time-frequency domain based on the identification of low-rank bins where the time-frequency covariance matrix of the input mixtures has effective low-rank (ideally 1 when a time-frequency point is dominated by only one source) [92]. Avendano, also propose the use of a short-time coherence function in the context of automatic up-mixing [93]. Next, we describe the IC measures used by Mohan and Avendano.

**Mohan Coherence-Test**

Recently, Mohan et al. [92] showed the improvement achieved in source localization by discarding low-SNR or higher-rank bins containing corrupt spatial-spectral estimates by means of a coherence test. In fact, the $M \times M$ time-varying time-frequency covariance matrix $\mathbf{R}(k, r)$ will have effective full rank if the number of active sources is greater than or equal to the number of
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Figure 3.14. Histograms for a mixture of 3 speech sources with DOA 135°, 90°, and 20° in different room conditions considering several reflection coefficients. (a) $\rho = 0$ (anechoic). (b) $\rho = 0.3$. (c) $\rho = 0.5$. (d) $\rho = 0.7$.

sensors. In contrast, if only few sources are active, it will have low effective rank or be poorly conditioned. Speech non-stationarity leads to the use of the next estimation of the covariance matrix at time-frequency bin $(k, r)$:

$$\hat{R}(k, r) = \frac{1}{C_r} \sum_{v=l-C_r+1}^{l} X(k, v) X(k, v)^H, \quad \forall (k, r)$$  (3.57)

where $X(k, r) = [X_1(k, r), X_2(k, r)]^T$, $C_r$ is the number of averaged time-frames and $^H$ denotes complex conjugation and transposition. The coherence function that allows to identify rank-1 time-frequency bins is given by:

$$\Phi(k, r) = \frac{|R(k, r)_{12}|^2}{R(k, r)_{11}R(k, r)_{22}}$$  (3.58)

where $R(k, r)_{mn}$ is the $(m, n)$ entry of the estimated covariance matrix $\hat{R}(k, r)$. Matrices close to be Rank-1 will show a value of $\Phi(k, r)$ close to unity. Therefore, this pre-selection involves estimating the covariance matrix at each time-frequency bin, computing $\Phi(k, r)$ and checking which time-frequency bins are above a defined threshold $\Phi_T \approx 1$, for example $\Phi_T = 0.9$. 
Avendano Short-Time Coherence Function

Alternatively, Avendano proposed the use of the following short-time coherence function (STCF) [93]:
\[
\Phi(k, r) = \frac{|\Phi_{12}(k, r)|}{\sqrt{\Phi_{11}(k, r)\Phi_{22}(k, r)}}, \quad \forall (k, r),
\]
where the statistics \(\Phi_{mm'}(k, r)\) are a practical way of computing the inter-channel correlation \(E\{X_m(k, r)X_{m'}^*(k, r)\}\), given by:
\[
\Phi_{mm'}(k, r) = (1 - \lambda)\Phi_{mm'}(k, r - 1) + \lambda X_m(k, r)X_{m'}^*(k, r),
\]
where * denotes complex conjugation. Due to the non-stationarity of speech, the forgetting factor \(\lambda \in [0, 1]\) is introduced to compute the cross-correlation between the observation channels over a block of time frames, which can be adjusted to balance current and previous estimations. The coherence function \(\Phi(k, r)\) has values close to one in time-frequency regions where a source is present, and it is usually smaller when sounds from different directions overlap. Therefore, high-coherence time-frequency bins above a certain threshold \(\Phi_T\) are selected as having reliable DOA estimates (again, for example \(\Phi_T > 0.9\)). This pre-selection is used to identify time-frequency points that are more likely to give a better estimation of the DOA, which results in a sharper histogram as it will be seen in the next subsection.

3.3.3 Histogram formation

In Section 3.2.2, the utility of weighted histograms was already discussed in the context of instantaneous mixing. In the case of real audio mixtures picked up by a microphone array, amplitude-weighted histograms not only provide a way for enhancing the sparse structure of audio sources in the time-frequency domain, but they provide a way of weighting the quality of DOA estimates according to the magnitude of time-frequency bins.

Let us explain why it is important to consider different weights for each DOA estimate\(^2\) in the formation of the histogram. As commented in the previous subsections, the effect of a non-ideal scenario affects negatively the estimation of the DOA at each time-frequency point. The reason is the phase distortion caused in the observation channels due to other sources contributions and the reverberation. If the phase is not very much altered in a given time-frequency bin, the estimated DOA calculated from the phase difference at that bin will be similar to the real one. In contrast, if the phase has been distorted by the other sources or the room reflections, the quality of the estimation will be poorer. This effect is graphically depicted in Figure 3.15. In this figure, it can be seen the addition of two phasors. One phasor represents the source of interest \(s_t\), and the other, \(s_i\), represents the total contribution of the interference (other sources and reflections). It can be observed that the phase deviation \(\Delta \varphi\) caused by the interference is highly related to the magnitude of the observation channel. In Figure 3.15(a), the deviation produced by the total interference is significantly smaller than in Figure 3.15(b).

Considering the above relationship between magnitude and phase stability in a given time-frequency bin, a more accurate segmentation of the DOA map will be achieved if points with high magnitude are given a greater weight in the formation of the histogram. To this end, an amplitude-weighted histogram formed by using Equation (3.11), is an excellent option for improving the accuracy of the last segmentation step.

---

\(^2\)Strictly speaking, the real DOA is the \(\theta\), but the estimates are of its cosine \(\cos \theta\)
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![Image of complex numbers and phase shift](image)

**Figure 3.15.** a) Possible phase deviation $\Delta \phi$ when the source of interest $s_i$ has big amplitude in comparison to the total interference $s_i$. b) Possible phase deviation $\Delta \phi$ when the source of interest $s_i$ has low amplitude in comparison to the total interference $s_i$.

Figure 3.16 shows different normalized histograms for the example mixture of 3 sources and different amounts of reverberation simulated with different wall reflection factors $\rho$. It can be clearly observed that the peaks corresponding to the presence of the three speakers are clearly distinguishable in the anechoic case, but they broaden and overlap among themselves as soon as reverberation increases (dotted lines). However, note that the peaky structure is highly enhanced when the histogram is computed from high-coherence time-frequency bins selected by means of a coherence test (solid line).

### 3.3.4 Multi-Level Thresholding and Source Estimation

The thresholding procedure is carried out without alterations with respect to the separation of instantaneous mixtures. This is a great advantage for a complete source separation system dealing with both instantaneous and delayed/convolutive mixtures, as the same clustering block can be used for performing the two tasks. Moreover, all the advantages discussed in Section 3.2.3 also apply for this situation, which justify the use of this segmentation method as a powerful tool for audio separation.

The binary masks $M_n$ are then given by:

$$M_n(k, r) = \begin{cases} 
1 & \text{if } Th_{n-1} < D(k, r) \leq Th_n \forall (k, r), \\
0 & \text{elsewhere}
\end{cases}$$

(3.61)

with $n = 1, \ldots, N$, being $N$ the number of sources, $Th_0 = -D_{\text{max}}$ and $Th_N = D_{\text{max}}$, where $D_{\text{max}}$ is a boundary value for the estimates considered in the formation of the histogram ($D_{\text{max}} \sim 1$).

Finally, the images of the sources are estimated in each of the observation channels by applying the separation masks to the STFT of the mixtures:

$$Y_{mn}(k, r) = M_n(k, r) \odot X_m(k, r), \quad m = 1, 2.$$  

(3.62)

**Dynamic Separation**

Note that a dynamic approach of the described processing is straightforward. In the previous subsections, a DOA map was introduced and several thresholds were calculated considering a histogram that covered estimates over a set of time frames. However, the time length of the DOA map can be modified in real-time applications, allowing to re-calculate the separating
thresholds in a dynamic way. This approach opens the possibility of separating moving sources. In the following subsection, several experiments will be carried out to evaluate the performance of the algorithm under different mixing situations and recording setups, including the case of moving speakers.

### 3.3.5 Performance Evaluation

In this section, we evaluate the performance of the MuLeTS method under different mixing situations. The validity of the proposed approach is shown by means of a set of experiments designed with the aim of:

- discussing the performance of the algorithm when the speakers are very close to each other or vary their angular separation,
- analyze the performance of the algorithm in complex environments with different degrees of reverberation,
- showing the accuracy of the separation thresholds with different number of speakers,
- evaluating how a dynamic approach derived from the presented separation framework is useful for the separation of moving sources,
• testing the algorithm under real-world situations, with mixtures of speech recorded in a real room.

The processing parameters and the input signals are as follows:

• Audio sources (male and female speech) of 10 s duration, sampled at 16 kHz, 16 bits. As in Section 3.2.7, they correspond to the development data set of SiSEC 2008.
• STFT: Hann windows of 1024 samples of length, with hop size 512 samples.
• Algorithm parameters: \( L_c = 200, \) STCF with \( \Phi_T = 0.95, \lambda = 0.6, d = 0.02. \)

Angular Separation of Speakers

The capability of the algorithm to decide the angular areas wherein the speakers are located is graphically shown in Figure 3.17, where an anechoic scenario and 3 speech sources have been considered in order to better visualize how the method works (later experiments will consider room reflections and more speakers). The separation thresholds (marked as dotted vertical lines) are accurately positioned between the source peaks, segmenting the azimuth plane into angular areas that denote the presence of each speaker. Notice how the segmentation is successfully performed even in the case when the angular separation between the sources is very small (10 degrees).

Robustness Against Reverberation

The degradation introduced by reverberation with respect to the anechoic case is shown in Figure 3.18. The peaks that appear in the histogram are more distorted when the wall reflection factor \( \rho \) is increased, making more difficult the detection of the speakers in the presence of room reflections. Note that, despite the observed degradation, only slight differences between the angular source areas are produced. It is important to remark that the histograms were constructed considering only high-coherence bins, so the effect that pre-selection has on improving the robustness against reverberation is here clearly appreciated.
Number of Speakers

The number of speakers in the mixture affects the performance of the algorithm. Nevertheless, Figure 3.19 shows how the thresholds correctly separate the source distributions even when 4 sources are present and room reflections are considered. When $N = 5$, two sources are clustered into the same region, but the other sources are correctly detected. Therefore, even in the case when many sources are present, the algorithm is still able to provide correct results for most of the sources.

Moving Sources

The dynamic approach of Section 3.3.4 has been considered in an example where there are two static sources and one moving source going from $\theta = 0^\circ$ to $\theta = 150^\circ$ in a time period of 4 s. The thresholds are calculated every 0.8 s and the separation masks are consequently updated taking
into account the new histograms. Figure 3.20 shows the histograms obtained in each update step, together with the thresholds obtained as outputs of the segmentation process. Note that the thresholds are correctly updated in each step. At $t = 2.4$ s the moving source is at the same location as one of the static sources. Although the angular distributions are correctly identified, the overlapping sources cannot be separated if they are at the same angular location. Obviously, when there are crossings between angular source positions, the separation masks are interchanged, thus, a tracking stage must be included in order to preserve the identity between each source and its corresponding mask. The solutions to these problems are out of the scope of this thesis.

![Figure 3.20. Histograms and separation thresholds for the moving source example at different time instants](image)

**Separation Performance**

The objective performance measures for different separation examples with $N = 3$ and $N = 4$ sources are shown in Table 3.8 and Table 3.9, respectively. The values given correspond to the average results over all the sources for each separation experiment. The angular positions of the sources were $(\theta_1 = 135^\circ, \theta_2 = 90^\circ, \theta_3 = 20^\circ)$ in the 3 source example, and $(\theta_1 = 135^\circ, \theta_2 = 90^\circ, \theta_3 = 60^\circ, \theta_4 = 20^\circ)$ in the 4 sources case. For comparison purposes, the performance measures achieved by the IBM in each experiment are also included. As expected, the performance of the algorithm is decreased when either the number of sources in the mixture or the degree of reverberation gets higher. This is not only true for the MuLeTS algorithm, but also for the case of the IBM, which also shows a degradation in the demixing performance due to these two factors. Of all the performance measures, SAR and SDR are mostly affected by an increment in the number of sources, while reverberation has its greatest influence on the SIR and ISR measures.

**Results from SiSEC 2008**

Experiments using mixture signals recorded in a real office room have also been conducted in the context of SiSEC 2008. The room had a reverberation time of $\text{RT}_{60} = 130$ ms and the experiments were carried out by considering mixtures of male speech sources and mixtures of female speech sources. Table 3.10 shows the average results for these experiments together with the
results of the IBM. Note that the results with real mixtures are even better than those obtained in previous simulations with high reverberation. A complete description of the experiments, audio files and results of other algorithms can be found at http://www.irisa.fr/metiss/SiSEC08/SiSEC_underdetermined/test_eval.html. The measures shown in the table confirm that the method is able to separate real mixtures of speech with little computation time.

<table>
<thead>
<tr>
<th>$N = 3$</th>
<th>$N = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho = 0$</td>
<td>$\rho = 0$</td>
</tr>
<tr>
<td><strong>SDR</strong></td>
<td><strong>ISR</strong></td>
</tr>
<tr>
<td>MuLeTS</td>
<td>IBM</td>
</tr>
<tr>
<td>6.4</td>
<td>9.5</td>
</tr>
<tr>
<td>15.1</td>
<td>20.0</td>
</tr>
<tr>
<td>15.3</td>
<td>22.0</td>
</tr>
<tr>
<td>6.9</td>
<td>9.7</td>
</tr>
</tbody>
</table>

Table 3.8. Average Objective Performance Measures for $N = 3$ sources.

<table>
<thead>
<tr>
<th>$N = 3$</th>
<th>$N = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>Male</td>
</tr>
<tr>
<td>MuLeTS</td>
<td>IBM</td>
</tr>
<tr>
<td>SDR</td>
<td>2.4</td>
</tr>
<tr>
<td>ISR</td>
<td>6.4</td>
</tr>
</tbody>
</table>

Table 3.9. Average Objective Performance Measures for $N = 4$ sources.

Table 3.10. Average Objective Performance Measures for the results of SiSEC 2008.

### 3.4 Conclusion

This chapter has addressed the underdetermined source separation problem by applying some well-known techniques from image processing. From this perspective, the time-frequency representation of a computed feature is thought of as an image where different non-overlapping objects are present. Multi-level thresholding has been proposed as a useful segmentation technique that, maximizing the between class variance of the computed feature, provides efficiently a set of time-frequency masks that separate these objects into the different source estimates that conform the mixture. The chosen feature is a key aspect in the separation, since amplitude differences have been shown to be useful for the separation of instantaneous mixtures, while phase differences turn into DOA estimates that are used for the separation of real stereo mixtures with two-microphones.
3.4. Conclusion

In the instantaneous case, amplitude differences are analyzed in each time-frequency point to form a pan map. A weighted histogram of the pan map values is then used as the input of the thresholding algorithm, which gives as a result a set of thresholds that divide the spectrogram into the separation binary masks. A set of experiments were carried out for evaluating the performance of the algorithm under several mixing situations and source configurations, showing the validity of the approach to separate sources without the need for estimating the mixing matrix, searching for peaks or specifying initial clustering values.

The extension of the method for achieving separation in real environments has also been studied. Although the method is based on the anechoic mixing model, two features have been proposed to improve the robustness against reverberation: an interaural coherence test and a weighted histogram. These features allow to perform separation in realistic scenarios. The results obtained from the experiments confirm that separation of several sources with moderate reverberation is possible, although the demixing performance is severely affected by the number of sources and the degree of reverberation.
Post-Processing Separated Sources
Post-Processing Separated Sources

The sources obtained by separation methods usually have residuals from other sources that severely degrade their quality, especially in the underdetermined case. Most sound source separation methods do not specify any post-processing for eliminating these residuals and the isolation of the sources is restricted to the performance achieved by an specific algorithm. In this chapter, two techniques for improving source isolation are proposed. The aim of these techniques is to identify residuals from interfering sources and to eliminate them by using a time-frequency masking approach.

4.1 Introduction

Source separation methods are aimed at recovering the sources observed from a set of mixture signals. Separation is almost perfect in the determined instantaneous case, where the problem can be perfectly inverted if the mixing matrix is known. However, due to the difficulty inherent in the separation of underdetermined mixtures, the quality of the extracted sources using sparse methods is considerably worse than in the linear complete case. For example, the performance achieved by staged approaches (Section 2.4.2) can be degraded by both errors in the estimation of the mixing matrix and by errors in the source estimation stage. Therefore, audible artifacts and source residuals can be usually found in the estimated sources.

The sparsity achieved by time-frequency transformations has considerable importance in the quality of the separated sources. Speech and music signals concentrate most of their energy in the middle-low part of the spectrum, thus, spectral overlap is more likely to occur in this frequency range. As shown by Burred [23], the use of non-uniform time-frequency representations that consider the logarithmic behavior of the human auditory system provides an improved separation performance in stereo separation. This is especially true in the reduction of artifact errors measured in terms of Source to Artifacts Ratio (SAR). However, the reduction of interference
terms (SIR) tends to be less related to the sparsity/disjointness of the time-frequency frontend.

In the case of binary time-frequency masking algorithms, there are always some time-frequency points that are misassigned to the incorrect source, being the problem greater when the number of sources or the amount of reverberation is increased. As a result, the estimated masks contain isolated time-frequency points that belong to other sources, affecting negatively the quality of the recovered signals. For instance, in a speech communication system, these points may have a considerable influence on the perceived speech intelligibility.

This chapter addresses the problem of interference removal and musical noise reduction in the time-frequency domain. The main motivation is to reduce the interference effects produced by other sources, so that the use of the proposed post-processing techniques can help to improve the isolation of the estimated sources. To this end, two techniques are presented. In Section 4.2, a residual extraction method based on energy masking is introduced. Section 4.3 describes another post-processing method based on the reassignment of isolated points that commonly appear when using time-frequency masking algorithms. Experiments that evaluate the performance of these approaches are reported at the end of each section.

Part of the contents of this chapter are published in [94] and [95].

4.2 Residual Extraction by Energy Masking

When a target source is extracted from a mixture using any separation algorithm, although it may have residuals from other sources, it is usually more clearly perceived than the rest of sources in the track. It seems reasonable to think that, if the interference signal and the estimated source signal have the same energy and are sufficiently disjoint, time-frequency points dominated by the interference will tend to have greater energy than those dominated by the target source. This idea is illustrated in Figure 4.1. The original interference spectra and the original source spectra are depicted in Figures 4.1(a) and (b), respectively. Figures 4.1 (c) and (d) show the estimated spectra of both signals, containing some residuals one from the other. The spectra of the energy-normalized signals are shown in (e) and (f). A comparison between the energy-normalized signals makes able to identify the points (circled) where the interference was present in the estimated source signal, since these points have greater energy in (e) than in (f). Unfortunately, the interference signal is not usually available and detecting the interference points is not an easy task.

This section presents a residual removal technique based on energy masking. First, an estimation of the interference signal is carried out by minimizing the squared error between the original mixture and a scaled version of the estimated source. Afterwards, time-frequency masks used to separate residuals from the estimated source are computed by means of an Energy-Normalized Source to Interference Ratio (ENSIR). The following subsections describe in detail the steps involved in this refinement technique. Finally, some experiments that evaluate the performance of the method with both instantaneous and convolutive mixtures are presented.

4.2.1 Energy-Normalized Source to Interference Ratio

The aim of the approach presented in this section is to obtain a set of binary time-frequency masks that, given the estimated source signals and the original mixtures, enable to improve the
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![Figure 4.1. Residual Extraction by Energy Masking. (a) Original interference spectra. (b) Original source spectra. (c) Spectra of the estimated interference containing residuals from the target source. (d) Spectra of the estimated source, containing residuals from the interference. (e) Energy normalized spectra of the estimated interference. (f) Energy normalized spectra of the estimated source. Circles denote the points where (e) is greater than (f).]

isolation of the sources in terms of SIR. These time-frequency masks are formed by comparing the separated sources with a difference signal between the original mixture and the estimated source in each time-frequency point. The comparison is made via the ENSIR, which is calculated as follows.

Firstly, a separated source image is subtracted from the corresponding observation signal:

$$r_{mn}(t) = x_m(t) - \mu y_{mn}(t),$$

(4.1)

where $y_{mn}(t) = \hat{s}_{mn}(t)$ is the recovered image of source $n$ in sensor $m$, and $\mu$ is a scaling factor that minimizes the mean square error

$$\mu = \arg \min_{\mu} \left\{ \sum_t (x_m(t) - \mu y_{mn}(t))^2 \right\} = \frac{\sum_t x_m(t) y_{mn}(t)}{\sum_t (y_{mn}(t))^2}. \quad (4.2)$$

Notice that $r_{mn}(t)$ is an estimation of the total interference signal in sensor $m$. The separated source image and the interference are energy-normalized:

$$\bar{y}_{mn}(t) = \frac{y_{mn}(t)}{\sqrt{\sum_t (y_{mn}(t))^2}}, \quad (4.3)$$
\[ \bar{r}_{mn}(t) = \frac{r_{mn}(t)}{\sqrt{\sum_t (r_{mn}(t))^2}}. \] (4.4)

Using the above signals, the Energy-Normalized Source to Interference Ratio is defined as

\[ \text{ENSIR}_{mn}(k, r) = 10 \log_{10} \left( \frac{|\bar{Y}_{mn}(k, r)|}{|\bar{R}_{mn}(k, r)|} \right), \quad \forall(k, r), \] (4.5)

where \(|\bar{Y}_{mn}(k, m)|\) and \(|\bar{R}_{mn}(k, m)|\) are the amplitude values of the STFT of \(\bar{y}_{mn}(t)\) and \(\bar{r}_{mn}(t)\), respectively.

### 4.2.2 Binary Masks for Residuals Removal

The binary masks that give place to a better isolated version of the sources are obtained from the ENSIR values as follows:

\[ M_{\text{src}}^{mn}(k, r) = \begin{cases} 
1 & \text{if } \text{ENSIR}_{mn}(k, r) \geq \rho_{th} \\
0 & \text{if } \text{ENSIR}_{mn}(k, r) < \rho_{th}
\end{cases}, \quad \forall(k, r), \] (4.6)

and the masks corresponding to the residuals are then obtained as

\[ M_{\text{res}}^{mn}(k, r) = \begin{cases} 
0 & \text{if } \text{ENSIR}_{mn}(k, r) \geq \rho_{th} \\
1 & \text{if } \text{ENSIR}_{mn}(k, r) < \rho_{th}
\end{cases}, \quad \forall(k, r), \] (4.7)

where \(\rho_{th}\) is a threshold that defines when a given time-frequency point is considered to be the interference or the target source signal. The new source estimates are calculated applying the corresponding masks:

\[ Y'_{mn}(k, r) = M_{\text{src}}^{mn}(k, r)Y_{mn}(k, r), \quad \forall(k, r). \] (4.8)

Obviously, the similarity between \(Y'_{mn}(k, r)\) and the real image of the source \(n\) in sensor \(m\), \(S_{mn}(k, r)\), will depend on the accuracy obtained by the algorithm used in the estimation of \(Y_{mn}(k, r)\).

The choice of the threshold \(\rho_{th}\) is a tradeoff between source isolation and artifacts. As the value of \(\rho_{th}\) increases, the number of points eliminated by the mask gets higher. The cancellation of these points can result in a better intelligibility of the target source, due to the elimination of residuals from other sources. However, when \(\rho_{th}\) has a high value, the cancellation of points can severely degrade the target source and the overall quality is substantially affected. The examples described in the next section suggest that a good value for the threshold is \(\rho_{th} = 0\), which means that only points with normalized source energy lower than the normalized interference energy \((|\bar{Y}_{mn}(k, r)| < |\bar{R}_{mn}(k, r)|)\) are suppressed.

The residuals can be added to another source estimate in order to further improve the separation. However, if more than two sources are present, it can be difficult to know which source the residuals should be added to. In that case, a correlation-based technique can be used for adding the residuals to the most convenient source.

### 4.2.3 Experiments

In this section we evaluate how the described approach improves the isolation of separated sources obtained by means of different SSS algorithms. With this purpose, the separated
sources made available by the participants of the Stereo Audio Separation Evaluation Campaign (SASSEC) and the Signal Separation Evaluation Campaign 2008 (SiSEC 2008) were used. Two cases are discussed using the SASSEC test data set [67] (which was also given as a development data set in SiSEC 2008 [68]). Firstly, the performance achieved in stereo instantaneous mixtures is analyzed. With this purpose, a separation example considering several separation algorithms is presented. In addition, the average improvement over all the separated sources available from the campaigns are computed for speech and music mixtures. In a second case, the same procedure is followed with the separated sources corresponding to the convolutive mixtures of the test data sets.

**Instantaneous mixtures**

The results of applying the proposed technique over the outputs of several source separation algorithms are shown in Table 4.1. These results correspond to an instantaneous mixture of 4 speech sources and are organized into two columns: the original measures with no processing (NP) and the new performance measures after applying the refinement technique (WP). The elimination of residuals was performed using Hann windows of 1024 samples of length and 50% overlap. The threshold was set to $\rho_{th} = 0$.

The separated sources were uploaded by the participants of the SASSEC: Bofill [96], Sawada [70], Vincent [97], and Barry [63]. The results obtained by the MuLeTS algorithm (Cobos) are included as well (it was also evaluated over the same data set in SiSEC 2008). All of these algorithms were developed for dealing with underdetermined mixtures. Bofill carried out the separation by minimization of the $l_1$ norm of the real and imaginary parts of the source STFT. Vincent used also a sparsity based method, minimizing in this case the $l_0$ norm of the source STFT. Barry estimated the source magnitude spectra from the minima observed in the ADRess frequency-azimuth plane (see Section 2.6.3), while Sawada and Cobos applied binary STFT masking for recovering the sources.

The results of this example show that energy masking always improves the SIR, with an average gain (over all the sources and separation methods) of 2.25 dB. This improvement in isolation makes artifacts slightly more apparent due to the cancellation of more time-frequency points. However, the SAR only decreases 0.86 dB in average.

Figure 4.2(a) shows the average gain\(^1\) in SDR, ISR, SIR, and SAR for different values of the threshold $\rho_{th}$ after processing all the sources from all the participants of the two campaigns corresponding to the instantaneous speech mixtures included in the data set. A total of 160 separated sources were processed for the experiment, corresponding to 20 different separation algorithms (see [67] and [68] for details on the participant algorithms). It can be observed that a significant improvement in SIR is obtained when increasing the value of $\rho_{th}$ while the SAR and SDR gains remain almost constant. When $\rho_{th}$ has bigger values (around $\rho_{th} = 0$), SAR and SDR start to fall down making the artifacts more apparent. The maximum average SIR gain is achieved when $\rho_{th} = 1$ (6.5 dB), with -1 dB gain in SDR and ISR, and -2 dB gain in SAR.

Similarly, Figure 4.2(b) shows the average gains in the performance measures for the instantaneous music mixtures included in the data set (with $N = 3$ sources). In this case, 57 separated sources corresponding to all the results available in the campaign were processed and evaluated.

\(^1\)Note that these gains are not absolute values, since they are defined as the difference in dB between the new performance figures after processing and the original ones before processing.
The SIR gain observed is not as high as in the case of speech mixtures. This is probably due to the fact that the separated mixtures are less underdetermined (3 sources versus 4 sources in the speech case). Again, the maximum SIR gain is obtained for $\rho_{th} = 1$, reaching 4 dB in SIR, with an average degradation of 1.5 dB in SAR and 0.5 dB in SDR and ISR.

![Figure 4.2](image-url)  

**Figure 4.2.** Average SDR, ISR, SIR and SAR gains over all the sources and separation algorithms for instantaneous mixtures. (a) speech, $N = 4$. (b) Music, $N = 3$.  

**Table 4.1.** Results obtained for an example mixture of 4 speech sources.
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**Convolutive Mixtures**

A similar experiment to the last described for instantaneous mixtures was carried out considering all the available separated sources for convolutive mixtures (live recordings with intermicrophone distance 1 m and 5 cm) corresponding to the SASSEC campaign and those submitted for the same data set in SiSEC 2008.

The average results for speech mixtures (4 sources) are shown in Figure 4.3(a), with a total of 88 separated sources processed corresponding to 11 separation algorithms. In this case, the improvements in SIR are not as high as in the instantaneous case, but still some isolation gain can be obtained. The maximum average SIR gain is for $\rho_{th} = 0$, reaching 3.3 dB. The rest of performance measures follow a behaviour similar to the observed in Figure 4.2, remaining almost constant until $\rho_{th} = 0$, where they start to fall down.

Figure 4.3(b) shows the average results for convolutive music mixtures (with $N = 3$ sources). A set of 54 signals were processed corresponding to 9 algorithms and similarly to the instantaneous case, the gain in SIR achieved is not as high as in the speech experiment (1.9 dB for $\rho_{th} = 1.5$). Therefore, it seems that the energy masking method performs better with instantaneous mixtures than for convolutive mixtures, being more remarkable the benefits when the number of sources is higher.

![Figure 4.3](image-url)

**Figure 4.3.** Average SDR, ISR, SIR and SAR gains over all the sources and separation algorithms for convolutive mixtures. (a) speech, $N = 4$. (b) Music, $N = 3$.

**Subjective quality**

As the overall quality of the processed signals is very dependent on the performance of the algorithm used, it is difficult to obtain an overall measure of the perceptual improvement achieved by this method. For that purpose, an informal subjective test was conducted, obtaining the *Mean Opinion Score* (MOS). The listening tests were undertaken by 10 listeners. Each of them awarded a score from 1 (residuals clearly audible and very annoying) to 5 (not audible) for each output signal. The same was done after applying the proposed method to the estimated sources. Only a instantaneous mixture of 4 sources and the outputs of 5 algorithms were considered for the test, so each subject had to evaluate 20 unprocessed sources and 20 processed sources. The average MOS over all the sources and separation algorithms was 1.9 before using the energy masking technique. The average result in the case of applying it, was 2.3. Therefore, an increment of 0.4 was obtained.
4.3 Neighborhood-Based Reassignment

In the last section, a time-frequency masking method for improving source isolation was presented. The method was based on comparing the normalized energies of the sources and the estimated interference signals in the time-frequency domain. In the present section, another approach for removing source residuals is described.

The estimation of the separation masks is not always perfect in the sense that they differ from the ideal binary masks. In Figure 4.4.(a), the ideal binary mask (black represents zero and white represents one) for the extraction of one source in a two-channel anechoic mixture of three speech sources is represented. Figure 4.4(b) shows the corresponding estimated mask using the MuLeTS algorithm. In the figure it is clear that, whereas most of the non-zero elements in the ideal mask are robustly clustered around harmonic partials and uniform zones, the estimated mask has much more small elements scattered around these areas. These scattered small clusters contribute to musical noise and audible residuals from the other sources when the mask is applied to recover the source.

Musical noise has been widely considered in the field of single channel speech enhancement via spectral subtraction [98], [99]. Few works on source separation are aimed at proposing techniques tackling this problem. For example, Araki et al. proposed to use a fine-shift overlap-add analysis of the input mixtures to reduce musical noise [58]. However, the problem is not attacked directly in the estimated masks and the perceptual improvement is only a consequence of smoothing existing errors by averaging more signal frames in the STFT processing.

The approach introduced in this section is intended to be used as a post-processing method for time-frequency masking algorithms. The objective is to reassign isolated and small clusters of non-zero elements in binary masks to the source which has maximum likelihood in the time-frequency neighborhood of the clusters. As will be later explained, the likelihood function represents the closeness of a local estimation of the mixing parameters in each bin to the estimation with highest support given by the rest of time-frequency points, i.e. the actual mixing matrix directions.

This section describes how to identify and reassign these small elements using a neighborhood based criterion. In the following subsections we will describe in detail the steps involved in the proposed reassignment.

![Figure 4.4.](image-url)
4.3. Neighborhood-Based Reassignment

4.3.1 Cluster Labelling

In the first step, the estimated masks corresponding to the sources in the mixture are analyzed for finding clusters of non-zero elements in them. The clusters are formed by grouping 4-connected or 8-connected objects in the binary masks, as described in [100]. When a cluster \( C_{nj} \) is found in a mask \( M_n(k,r) \), the time-frequency bins in the mask that form the cluster are labeled with the cluster size, forming a time-frequency cluster map \( C(k,r) \):

\[
C(k,r) = N_{C_{nj}}(k,r) \quad \forall (k,r), \forall n,
\]

where \( N_{C_{nj}} \) denotes the number of elements in the \( j \)th cluster \( C_{nj} \). The process is repeated for all the masks until all the time-frequency points have been labeled with their corresponding cluster size.

This way, isolated time-frequency bins in a mask will be labeled as 1, while points in a cluster of 100 connected points will have a label of 100. Figure 4.5(a) shows the cluster map of the example mixture. It can be observed that time-frequency bins with big labels are predominant. Figure 4.5(b) shows the time-frequency bins that form clusters with no more than 3 elements. As it will be explained in the next subsection, these elements will be the candidates for being reassigned in the final masks.

![Cluster Map Scattered small clusters](image)

**Figure 4.5.** (a) Cluster map. (b) Time-frequency bins with label lower than 4.

4.3.2 Source Reassignment

From the observation of Figures 4.4(a) and 4.4(b), it is possible to see that time-frequency bins forming small clusters are more likely to appear in the estimated masks than in an ideal binary mask. This fact is also graphically depicted in the histogram of Figure 4.6. The histogram shows the number of time-frequency bins in \( C(k,m) \) labeled with small numbers for the two masks shown in Figure 4.4. In the case of the MuLeTS mask, a higher number of time-frequency bins form small clusters of nonzero elements.

In order to reduce the number of scattered nonzero elements, time-frequency bins labeled with small numbers are selected as candidates for being reassigned to a different source. A threshold \( \kappa \) can be defined for setting the minimum cluster size. Although this threshold can be modified, experimental results suggest that good values for \( \kappa \) are from \( \kappa = 1 \) to \( \kappa = 10 \). This can be also inferred from the histogram of Figure 4.6, which shows that the distribution of elements with label below 10 are more easily found in an estimated mask than in an ideal mask.
The reassignment of the selected time-frequency bins is carried out by exploring the time-frequency neighborhood of the bin, i.e., its neighbors in the time-frequency plane. The span of the neighborhood in rows and columns is defined by the \( \gamma \) parameter. This approach is powerful in the sense that, as small clusters are not easily found in ideal masks, it is likely that the points of small clusters belong to the source with maximum likelihood in their time-frequency neighborhood. The likelihood function should be chosen in agreement with the method used. Usually, this likelihood function represents the closeness of a time-frequency point to each of the estimated mixing parameters. For example, in the DUET algorithm, the distances to the identified peaks in the two-dimensional histogram are used as a likelihood function (see Eq. (2.75)).

In algorithms involving other clustering techniques, such as K-means, the likelihood function used can be chosen as the distance of the data to the final cluster centroids. In the MuLeTS algorithm, a likelihood function can be formed using the distance of the local estimations to the maximum values of the thresholded sections in the azimuth (or panoramic) plane.

Denoting \( \mathcal{L}_n(k, r) \) as the likelihood matrix related to source \( s_n \), the reassignment algorithm can be described as follows.

Reassignment algorithm

**Inputs:** Time-frequency cluster map \( C(k, r) \), estimated separation masks \( M_n(k, r) \), source likelihoods \( \mathcal{L}_n(k, r) \), maximum cluster size allowed \( \kappa \) and neighborhood span \( \gamma \).

1. Initialize the final masks \( M'_n \) with the value of the current masks: \( M'_n = M_n \). Start to explore each time-frequency point \( (k, r) \).
2. If \( C(k, r) \leq \kappa \) go to 3, else go to 6.
3. Find the source \( n \) to which the point \( (k, r) \) belongs, i.e. \( M_n(k, r) = 1 \).
4. Find the source \( q \) with maximum likelihood in the neighborhood of \( (k, r) \): \( q = \arg \min_n \{ \mathcal{L}_n(k_q, r_q) \} \).
   The span of the neighborhood is defined by \( \gamma \):
   - \( k - \gamma \leq k_q \leq k + \gamma \), \( k_q \neq k \)
   - \( r - \gamma \leq r_q \leq r + \gamma \), \( r_q \neq r \).
5. Set \( M'_n(k, r) = 0 \) and \( M'_q(k, r) = 1 \).
6. If all the points were explored: end. Else, update \( (k, r) \) to the next point and go to 2.
4.3. Neighborhood-Based Reassignment

**Outputs:** Final masks $M'_n(k,r)$.

The result of applying the above algorithm to a binary mask can be observed in Figure 4.7. Note that the small scattered elements do not appear in the reassigned mask.

![Figure 4.7. Binary separation mask. (a) Original. (b) Reassigned with $\kappa = 5$ and $\gamma = 3$.](image)

4.3.3 Experiments

In this section we evaluate the proposed approach over the masks obtained using the MuLeTS algorithm (with half overlapping Hann windows of 1024 samples length). The set of signals used for the experiments are the instantaneous speech mixtures (4 sources) contained in the development and test data sets of the SASSEC. The MuLeTS algorithm was applied to these mixtures, resulting in 16 masks corresponding to each separated source. The average gains for each performance measure are shown in the graphs of Figure 4.8(a)-(d), where different values for the $\kappa$ and $\gamma$ parameters are considered. In (a), the technique is applied by suppressing the selected points, without assigning them to other masks. As it can be seen, a considerable improvement is achieved for $\kappa > 10$, with average SIR gains around 2.5 dB. This improvement is produced at the expense of a 1-2 dB decrease in the average SAR. However, the overall distortion (SDR) is not so severely affected, remaining below 0.5 dB. Surprisingly, the results after applying reassignment (b)-(d) are not as good as with simple suppression, which suggest that it seems better to simply clean the mask by eliminating scattered points than to reassign them to other sources. Another interesting result that was observed when processing the mixtures is that the maximum improvements are always produced for the sources with the lowest quality, with increments both in terms of SIR, SAR and SDR.

4.3.4 Conclusions

Blind Source Separation algorithms can be used in a lot of applications. However, although very acceptable and promising results have been obtained in the last years, the interfering energy present in the extracted sources is sometimes too significant for using them in practical systems. For example, in the case of time-frequency masking, the estimated masks are sometimes strongly corrupted by scattered nonzero points that cause a noticeable degradation of the extracted sources, both in terms of interference and musical noise artifacts.
In this chapter, two post-processing methods intended to be applied over the results obtained by SSS algorithms have been introduced. First, an easy to implement technique has been proposed for removing residuals from other sources given the original mixtures and the estimated sources. This refinement technique is based on analyzing the normalized energy of the sources and the mixtures in the time-frequency domain via the calculation of an Energy-Normalized Signal to Interference Ratio. The second proposed approach is a source reassignment technique that can be applied to post-process the binary masks obtained by time-frequency masking algorithms. This technique allows to reassign isolated and small clusters of non-zero elements in the masks to the source which has maximum likelihood in the time-frequency neighborhood of the elements.

Both methods have been evaluated considering the data sets provided by the two evaluation campaigns SASSEC and SiSEC 2008. The average results show that the proposed post-processing techniques achieve an improvement of the separated tracks in terms of source isolation. Although artifacts appear due to the cancellation of the time-frequency points, the SIR is highly improved. The suitability of these techniques depends on their application context. Removing interference from other sources can be very useful for applications where speech intelligibility is very important, such as automatic speech recognition systems. However, other applications where the timbral quality prevails over the audible interference residual may not find any benefit in their use. Nevertheless, informal listening tests suggest that the subjective quality of the sources estimates improves in most cases.
Part II

Spatial Sound
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The objective of spatial sound systems is to accurately recreate the acoustic sensations that a listener would perceive inside a particular room or in an environment with certain acoustic properties. This concept, easy to understand, implies a series of physical and technological difficulties that are a current research issue in sound engineering. Stereo sound systems, considered as the simplest approximation to spatial sound, have been utilized throughout the last 50 years as an added value in sound recordings, specially for music material. Together with the entertainment industry, spatial sound evolved to surround sound systems, which provide a better sensation than stereo by using more reproduction channels. Nowadays, the most promising systems for spatial sound reproduction are those based on synthesizing the acoustic field produced by a set of discrete sound sources, especially Wave Field Synthesis (WFS). In this chapter, the basics underlying all these audio systems are described, presenting current research lines in spatial sound-reproduction and up-mixing techniques.

5.1 Introduction

Human hearing plays a major role in the way our environment is perceived. One of the most important cues in spatial perception of sound is localization. Generally, sound is perceived in all three dimensions, width, height and depth, which are all necessary to achieve a natural perception of sound [1]. In fact, natural sound scenes are made of different sounds, which may be perceived individually or as different entities where complex grouping mechanisms are involved, some of them directly related to spatial localization cues. When a sound scene is recorded by a single microphone, we are still able to recognize the original sound events. However, much of the information corresponding to the spatial properties of these events is lost.

Reproduction using two-channels or stereo is the most common way that most people know to convey some spatial content into sound recording and reproduction, and this can be con-
considered as the simplest approximation to spatial sound. On the other hand, surround sound systems have evolved and entered homes in order to give a better sensation than stereo by using more reproduction channels and have been widely utilized in theaters since the middle 70s. Surround mixes are mainly intended to enhance the experience in video projections by adding artificial effects in the rear loudspeakers (explosions, reverberation or ambient sound). Both stereo and surround systems have an optimal listening position, known as sweet spot. This optimum listening area is almost limited to the central point in the loudspeaker set-up and the spatial sensation degrades considerably outside the central zone [101]. Acoustic simulations of complex loudspeaker setups are able to predict the behavior of a spatial sound system with any room geometry [102].

Another much more realistic strategy is to reproduce directly in the ears of the listener, via headphones, the signal that he would perceive in the acoustic environment that is intended to be simulated. This strategy is widely known as binaural reproduction. The signals to be reproduced with headphones can be recorded with an acoustic dummy head or they can be artificially synthesized by using a measured Head-Related Transfer-Function (HRTF) [103]. There are still some issues to be solved regarding the HRTF variability among different subjects and active research lines are centered on this aspect of binaural reproduction. In addition, the incompatibility in the reproduction of dummy head signals over loudspeakers is another classical problem: loudspeaker reproduction of binaural signals introduces crosstalk, where the left channel signal intended for the left ear will also be heard by the right ear and vice versa. This non desired effect may be eliminated by prefiltering the binaural signal with an inverse system called a crosstalk cancelling filter [104].

Throughout the last decades, a number of different approaches have been proposed to improve spatial sound reproduction over loudspeakers. They can be roughly categorized into: advanced panning techniques, Ambisonics, and Wave Field synthesis (WFS) [105]. Advanced panning techniques are an extension of the stereophony principle to complex loudspeaker setups. An example is the vector base amplitude panning technique (VBAP) [106]. On the other hand, Ambisonics systems represent the sound field in an enclosure by an expansion into three-dimensional basis functions [107]. A faithful reproduction of this sound field requires recording techniques for the contributions of all relevant basis functions. The most popular multichannel sound system based on wave-field rendering is Wave Field Synthesis. WFS is a technique for reproducing the acoustics of large recording rooms in smaller sized listening rooms. The most basic difference of this system in comparison to surround systems is that the acoustic field is accurately synthesized using loudspeaker arrays in a broad area, suppressing the sweet spot that characterizes conventional surround systems. Therefore, the most important advantage provided by WFS is that the spatial properties of the acoustical scene can be perceived correctly by an arbitrary large number of listeners which are allowed to move freely inside the listening area without the need for tracking their positions. These features are achieved through a strict foundation on the basic laws of acoustical wave propagation [108].

In this chapter, an overview of spatial sound reproduction systems is carried out. First, the basic localization cues used by humans are described in Section 5.2, providing some concepts on spatial hearing that are useful to understand the fundamentals of these systems. Then, different spatial sound systems are presented in Section 5.3, including stereo reproduction, surround systems and sound field rendering techniques. WFS systems have special relevance in the context of this thesis, so their basics are more deeply explained in Section 5.4. Finally, some basics on
5.2 Spatial Hearing

Humans and other animal species have the remarkable ability of identifying the direction of a sound source originating from any point in the three-dimensional space. Throughout evolution, the sense of hearing has helped our survival. As many other mammals, the sense of hearing has played a major role in hunting and avoiding to be hunted, as our hearing sense enables us to identify dangers or targets in the environment. The human auditory system is very sophisticated and, thus, capable to analyze and extract most spatial information pertaining to a sound source using two ears. However, the process of localizing a sound source is dynamic and often aided and complemented by other sensory inputs. The usual coordinate system used in spatial hearing studies is represented in Figure 5.1. Note that the zero azimuth angle is defined in front of the listener, and not at the left side as in Chapter 3. The ear that is closest to a source is called ipsilateral and the opposite ear is called contralateral.

5.2.1 Interaural Differences

One of the basic binaural processing mechanisms involves the comparison between the time of arrival of the sound to the left and right ears. This difference is commonly known as Interaural Time Difference (ITD). If we assume that the average distance between human ears is about 18 cm [109], the ITD has a maximum value of about $\pm 0.75$ ms. Notice that the ITD will not uniquely determine the direction of a sound source since there will always exist ambiguity with respect to the front and back hemispheres.

Another consequence of the presence of the head is that higher frequencies are attenuated or shadowed by the head as they reach the contralateral ear. This attenuation produces an

audio up-mixing are provided in Section 5.5, with a description of the forthcoming MPEG standard on Spatial Audio Object Coding (SAOC).
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*Interaural Level Difference* (ILD) which also plays a major role in lateral localization, especially at high frequencies.

The ITD and ILD are considered to be the primary cues for the perceived azimuth angle of a sound source, as proposed by Rayleigh in what is known as the “Duplex theory” [110]. In principle, knowledge of the ITD and ILD would allow one to estimate the azimuth angle, and hence to constrain the location of the source to a particular *cone of confusion*.\(^1\). Localization in elevation is well developed in humans, but involves other auditory cues as described next.

### 5.2.2 Spectral Cues

In the median plane (i.e. \(\theta = 0^\circ\)), the bilateral symmetry of the body implies that both the ITD and the ILD must vanish. However humans are still able to localize sound in the median plane by what is known as *monaural cues*, which are related to the spectral changes introduced by the outer ears (i.e. pinnae) at high frequencies and other body structures like the torso at low frequencies [111]. Some studies have shown that these cues help listeners with complete hearing loss in one ear to localize the azimuth direction of a source with relatively high accuracy. However, this was not the case for fully-binaural subjects with a blocked ear [112].

Spectral cues are also used to discriminate the front from the back when the sound source has sufficient high-frequency energy (above 3 kHz). These cues are believed to be introduced by the front/back asymmetry of the pinna, which results in a pinna shadow for sound sources arriving from the back. In the absence of this cue, head rotation is necessary to resolve front/back ambiguity [113]. In fact, effective localization of unfamiliar sources in the median plane can only be achieved with head motion.

### 5.2.3 Distance and Dynamic Cues

At large distances, interaural differences and spectral cues are not reliable cues to estimate the distance of a source. One of the most useful cues for range estimation is *loudness*. It is well known that the loudness (and to a lesser degree, the spectra) of a sound source changes with distance [114]. As with median plane localization, the effectiveness of this cue depends on the familiarity of the listener with the source. Other cues for distance perception are those derived from the acoustic environment. Reverberation and/or reflections from nearby surfaces play a major role in distance perception. The ratio of reverberation to direct sound (D/R ratio) is a function of the relative distance between source and listener and the room acoustics. This cue can be more reliably used by listeners even if they have no familiarity with the particular sound source.

Dynamic cues are extremely useful to resolve the ambiguities that static cues cannot handle. Many studies have shown that when subjects are allowed to move the head, localization blur and front/back reversals are significantly reduced [115]. Experiments have shown that listeners evaluate interaural differences at the same time as they move their head in relation to the direction of the source. All cues need to be consistent to produce the correct perception, including other non-auditory cues (e.g. visual cues) that carry information [113].

\(^1\)Notice that in the interaural coordinate system for a constant azimuth angle and range, the trajectory described by the source along the elevation angle corresponds to a slice of the cone of confusion.
5.2.4 The HRTF

In an anechoic environment, as sound propagates from the source to the listener, the different structures of the listener’s own body will introduce changes to the sound before it reaches the ear drums. The effects of the listener’s body are captured by the *Head-Related Transfer Function* (HRTF), which is the transfer function between the sound pressure that is present at the center of the listener’s head when the listener is absent and the sound pressure developed at the listener’s ear. The HRTF is a function of direction, distance and frequency. The inverse Fourier transform of the HRTF is the *Head-Related Impulse Response* (HRIR), which is a function of direction, distance, and time. In the time domain, the ITD is encoded in the HRIR as differences in the time of arrival of the sound between ipsilateral and contralateral side. Close to the median plane, the time of arrival of the wavefront is similar for both ears. However, as the azimuth angle increases, the time of arrival to the contralateral ear progressively exceeds that of the ipsilateral, thus increasing the ITD. The ILD is encoded as the level differences observed in the HRTF magnitude responses. Notice how the level difference is small near the median plane, and increases with lateral angle. In the median plane, both ITD and ILD are very small, but there are strong spectral variations (i.e. monaural cues) that change with elevation.

While the HRTFs of most humans share many similarities, more detailed examination reveals subtle differences determined mainly by differences in body shape and size among subjects. These subject-dependent differences have been shown to play a major role for precise localization. It is believed that only using one’s own HRTF can result in realistic and accurate binaural audio, as evidenced by various experiments [116]. Some research groups have investigated the effects of synthesizing spatial audio using distorted versions of the measured HRTFs. Kulkari and Colburn [117] conducted experiments with progressively smoothed versions of HRTFs. The results showed that the HRTFs could be smoothed drastically, retaining only the gross features of the original measurements, and still be surprisingly effective at generating spatialized sound. A sample of a smoothed HRTF is depicted in Figure 5.2.

![Smoothed HRTF](image-url)
5.3 Sound Reproduction Systems

5.3.1 Stereophony

The physical superposition of two loudspeakers enables the building of a phantom source, which is understood as a substitute sound source. This effect is called “summing localization”, which is supposed to create binaural cues very similar to the ones created by real sources [118]. There are objections to this explanation. In his “association model”, Theile [119] argues that the superposition of the loudspeaker signals does not create localization, but rather that the signals from the two loudspeakers give two different localization stimuli that merge together into a phantom source after a complex psychoacoustic process. Leaving aside open questions regarding the nature of phantom sources, it is a fact that stereophonic panning laws and stereo microphone recording techniques have been widely used to achieve spatial localization in all kinds of sound material [106]. Today, the “stereo format” is the most common format used for the commercial distribution of sound recordings.

The practical experience and a variety of formal research works [120] state that the optimum configuration for two-loudspeaker stereo is an equilateral triangle with the listener located just to the rear of the point of the triangle as seen in Figure 5.3. Outside this sweet spot, phantom images (the apparent locations of sound sources in between the loudspeakers) become less stable, and the system is more susceptible to head rotation. If the amplitudes of the two channels are correctly controlled, it is possible to produce resultant phase and amplitude differences for continuous sounds that are very close to those experienced with natural sources, thus giving the impression of virtual or phantom images anywhere between the left and right loudspeakers. This is the basis of Blumlein’s 1931 stereophonic system invention [121]. It is often assumed that the mixing coefficients used in the mix-down are related to the perceived angle $\theta_n$ of the virtual source $n$ by the tangent panning law [122]:

$$\frac{\tan \theta_n}{\tan \theta_0} = \frac{a_{1n} - a_{2n}}{a_{1n} + a_{2n}},$$

(5.1)
where $\theta_0$ is the loudspeaker base angle, as in Figure 5.3. A complete review of stereo formats and recording techniques can be found in [123].

### 5.3.2 Surround Systems

Although stereo sound was a breakthrough for consumers of the 50’s and 60’s, it has some limitations. The difference in the left and right channels was too much emphasized in some recordings, and there were not enough mixing elements in the “phantom” center. Also, even though the sound was more realistic, the lack of ambience information, such as back reflections or other elements, left stereo sound with a “wall effect” in which everything was coming from the front. Therefore, it lacked the natural sound of back wall reflections or other acoustic elements. With the aim of improving the spatial impression of the reproduced sound in the entertainment industry, many film production companies proposed to reproduce sound tracks by using multiple audio channels. However, surround sound standards often specify little more than the channel configuration, and the way the loudspeakers should be arranged (e.g. 5.1-channel surround). This leaves the business of how to create or represent a spatial sound field entirely up to the user [101].

The development of surround sound technology began as early as before the World War II and, from the very beginning, it has been driven by the movie industry. The most known surround system is 5.1, which enables the provision of stereo effects or room ambience to accompany a primarily front-orientated sound stage. Essentially, the front three channels are intended to be used for a conventional three-channel stereo sound image, while the rear/side channels are only intended to generate supporting ambience, effects or “room impression”. This is the reason why some standards use the term 3-2 stereo to denote this surround system. In the beginning of the 1990s, the 5.1 configuration, introduced in their systems by both Dolby Laboratories (*Dolby Digital* for home systems and *Dolby Digital Surround* for cinemas) and the *Digital Theater Systems* (DTS), became the “de facto” standard of loudspeaker layouts for especially home multichannel systems. Figure 5.4 shows the 3-2 format reproduction according to the ITU-R BS.775 standard. The “.1” of 5.1 refers to a dedicated low frequency effects (LFE) channel or sub-bass channel and it is called “.1” because of its limited bandwidth. Other layouts such as the 7.1 *Sony Dynamic Digital Sound* and the 6.1 *Dolby Digital Surround EX* are popular alternatives in cinema usage as well as in the products of gaming technology.

While two-channel stereo can be relatively easily modeled and theoretically approached in terms of localization vectors and such like, for sounds at any angle between the loudspeakers, it is more difficult to come up with such a model for the 5-channel layout, as it has unequal angles between the loudspeakers and a particularly large angle between the two rear loudspeakers [101].

### 5.3.3 Vector-Based Amplitude Panning

Vector Based Amplitude Panning (VBAP) is a method for positioning virtual sources to arbitrary directions using a setup of multiple loudspeakers [106]. A great advantage of VBAP reproduction is that the number of loudspeakers needed is arbitrary and they can be also positioned in an arbitrary 2-D or 3-D arrangement. VBAP is based on amplitude panning, so the same sound signal is applied to a number of loudspeakers with appropriate non-zero amplitudes. With 2-D setups, VBAP is a reformulation of the existing pairwise panning method. However, it can be generalized for 3-D loudspeaker setups as a triplet-wise panning method. A sound
signal is then applied to one, two, or three loudspeakers simultaneously. Next, we describe the derivation of this advanced panning formulation.

With loudspeaker systems that also include elevated loudspeakers, the pair-wise paradigm is not appropriate. Triplet-wise panning can be formulated for such loudspeaker configurations. The loudspeakers in a triplet form a triangle from listener’s view. The listener will perceive a virtual source inside the triangle, depending on the ratios of the loudspeaker amplitudes.

In three-dimensional VBAP, a loudspeaker triplet is formulated with vectors as in Figure 5.5. The Cartesian unit-length vectors $\mathbf{e}_1$, $\mathbf{e}_2$ and $\mathbf{e}_3$ point from the listening position to the loudspeakers. The direction of the virtual source is presented with a unit-length vector $\mathbf{p}$. Vector $\mathbf{p}$ is expressed as a linear weighted sum of the loudspeaker vectors:

$$\mathbf{p} = g_1 \mathbf{e}_1 + g_2 \mathbf{e}_2 + g_3 \mathbf{e}_3. \quad (5.2)$$

Here, $g_1$, $g_2$, and $g_3$ are the gain factors of the respective loudspeakers. The gain factors can be
solved as
\[ g = p^T L_{123}^{-1}, \] (5.3)
where \( g = [g_1, g_2, g_3]^T \) and \( L_{123} = [e_1, e_2, e_3] \). The calculated factors are used in amplitude panning as gain factors of the signals applied to respective loudspeakers after suitable normalization, e.g. \( \| g \| = 1 \). If more than three loudspeakers are available, a set of non-overlapping triangles are formed of the loudspeaker system before run time. There can be several virtual sources applied to one triplet and the triangularization can be performed automatically using the method presented by Pulkki in [124].

5.3.4 Sound Field Rendering

Sound field rendering or sound field synthesis methods use a large number of loudspeakers to reproduce a sound field not only at the ears of one listener, but in a larger space enclosing multiple listeners. The goal is to reproduce correctly the sound field generated by a set of virtual sources. In contrast to amplitude panning techniques, psychoacoustical effects play a minor role here, since it is assumed that the listeners respond to the synthesized sound field in the same way as to the original one.

Ambisonics is a technique that was proposed in the early 70s [125], that provides a way to encode three dimensional sound fields, usually by recording. These encoded sound fields can then be reproduced over various different speaker arrangements, which is known as Ambisonic decoding. An advantage of Ambisonics reproduction is that it is based on solid mathematics. The accuracy in the reproduction of a sound field is given by the Ambisonic order, related to the order of a spherical harmonic decomposition of the sound field. Whereas zeroth order corresponds to mono reproduction, the most common first order form is known as B-format. This format uses four channel encoding, corresponding to the instantaneous sound pressure and the three components of its gradient which are related to the particle velocity at a point in space. The loudspeaker signals are derived by using a linear combination of these four channels, where each signal is dependent on the actual position of the speaker in relation to the center of an imaginary sphere, the surface of which passes through all available speakers. In more advanced decoding schemes, spatial equalization is applied to signals to account for the differences in the high and low-frequency sound localization mechanisms in human hearing. Current research in Ambisonics reproduction is related to High Order Ambisonics (HOA), where more channels than in the first order B-Format are used [126].

The most popular multichannel sound system based on sound field rendering is Wave Field Synthesis, which is more extensively presented in the next section.

5.4 Wave Field Synthesis

In 1953, Snow published an overview of stereophonic techniques and discussed the acoustic curtain as the ideal stereophonic reproduction technique [127]. Figure 5.6 shows a reproduction from that article illustrating the desired and implemented stereophonic systems. It was aimed at transporting the acoustic of the recording venue to a reproduction room using microphone and loudspeaker arrays. Due to technical constraints at that time, it was not feasible to put his ideas into practice. As a compromise, they applied three-channel stereophony, accepting that
the original aim of recreating the real sound field would no longer be fulfilled. Snow described
this precursor of WFS in this way: “The myriad loudspeakers of the screen, acting as point
sources of sound identical with the sound heard by the microphones, would project a true copy
of the original sound into the listening area. The observer would then employ ordinary binaural
listening, and his ears would be stimulated by sounds identical to those he would have heard
coming from the original sound source”.

Figure 5.6. Acoustic curtain concept. (a) Ideal system. (b) Actual 3-channel stereophonic system due to early technical constrains.

The intuitive acoustic curtain concept was replaced later by a well-founded wave theory. In
the late 80s, the Wave Field Synthesis (WFS) concept was introduced by the Technical Univer-
sity of Delft. The origin of this theory was published in “Applied Seismic Wave theory” [128]
and “A holographic approach to acoustic control” [129]. The term “acoustical holography” was
used, not yet called WFS, and the system was designed to be the ultimate tool for acoustical
control systems in theaters. These publications introduced the physical basis of WFS by ap-
plying algorithms known from seismics to the field of acoustics. The basic work on WFS was
continued by Berkhout in [130] and [131]. Since then, a number of publications have appeared
to complement and improve this basic theory. The following subsections will describe the WFS
concepts.

5.4.1 Kirchhoff-Helmholtz and Rayleigh Integrals

The theory of WFS is related to Huygens’ principle, formulated in 1678. This principle states
that each element of a wave front propagating through a particular medium may be seen as the
center of an individual spherical wave. Consequently, the wave front generated by a primary
sound source can be seen as a series of elementary, secondary sources. It is not very practical to
position the acoustic sources on the wavefronts for synthesis. By placing the loudspeakers on an
arbitrary fixed curve and by weighting and delaying the driving signals, an acoustic wavefront
can be synthesized with a loudspeaker array. Figure 5.7(a) illustrates this principle.

Mathematically, the simple source formulation of the Helmholtz integral investigates the
possibility that the pressure inside or outside the surface could be determined:

\[ P(r) = \int \int_S \left[ G \frac{\partial P(r)}{\partial n} - P(r) \frac{\partial G}{\partial n} \right] dS, \]  
where \( G \) is the free space Green function, given by
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Figure 5.7. (a) Basic principle of WFS. (b) Parameters used for the Kirchhoff-Helmholtz integral.

\[
G(r | r_s) = \frac{1}{4\pi} \frac{e^{jkR}}{R}, \quad (5.5)
\]

and \( R = |r - r_s| \). Equation (5.4) states, considering the interior problem, that the acoustic field in \( V \) generated by the events outside the surface \( S \) can be computed uniquely by replacing these events with a distribution of simple monopole surfaces over \( P(r) \) and summing up their contributions over \( S \). Thus, an arbitrary acoustical wave field can be recreated within a source-free volume \( V \) by secondary sound sources distributed on a closed boundary surface \( S \). The latter is expressed by the so-called Kirchhoff-Helmholtz integral:

\[
P(r, \omega) = \frac{1}{4\pi} \int \left[ P(r_s, \omega) \frac{\partial}{\partial n} \left( \frac{e^{-jk|r - r_s|}}{|r - r_s|} \right) - \frac{\partial P(r_s, \omega)}{\partial n} \left( \frac{e^{-jk|r - r_s|}}{|r - r_s|} \right) \right] dS, \quad (5.6)
\]

where \( P(r, \omega) \) is the Fourier transform of the sound pressure \( p(r, t) \), \( k \) is the wave number, \( r \) is the coordinate vector of an observation point and \( r_s \) is the coordinate vector of the integrand functions on the surface \( S \). The underlying geometry is illustrated in Figure 5.7(b). The first part of this expression represents a distribution of dipoles with the source strength given by the sound pressure, measured on the surface \( S \). The second term represents a distribution of monopoles, whose strength is given by normal particle velocity component of a sound field, which is proportional to \( \partial P / \partial n \).

In practice, the Kirchhoff-Helmholtz integral states that at any listening point within the source-free volume \( V \) the sound pressure \( P(r, \omega) \) can be calculated if both the sound pressure and its gradient are known on the surface enclosing the volume. This can be used to synthesize a wave field within the surface \( S \) by setting the appropriate pressure distribution \( P(r_s, \omega) \). This fact is used for WFS based sound reproduction. If the surface \( S \) degenerates to a plane \( z = z_1 \), separating the listening area from the primary source area, as shown in Figure 5.8(a), then Equation (5.6) can be written as the Rayleigh II Integral [131]:

\[
P(r, \omega) = |z - z_1| \int_{S_1} P(r_s, \omega) \frac{1 + jk|r - r_s|}{2\pi |r - r_s|^3} e^{-jk|r - r_s|} dS_1. \quad (5.7)
\]

An auditorium oriented geometry for (5.7) is shown in Figure 5.8(b), where the surfaces \( S_2, S_3 \) and \( S_4 \) are fully absorptive. The wave field in the listening area can be generated by a
secondary source distribution at $z_1$, each secondary source represents a dipole, the source signal of which is given by the primary sound pressure at its location.

\[
\begin{align*}
\text{Primary Sound Sources} & \quad \text{Secondary Source Distribution} \quad \text{Listener} \\
\end{align*}
\]

**Figure 5.8.** (a) Simplification of the half-space Kirchhoff-Helmholtz integral.
(b) Auditory oriented geometry.

Hence, it is possible to physically synthesize the wave fronts at any listening point by reradiating the sound pressure, recorded by microphones at $z = z_1$, with loudspeakers having dipole characteristics, as indicated in Figure 5.9(a).

\[
\begin{align*}
\text{Primary Source Area} & \quad \text{Synthesized Wave Field} \\
\end{align*}
\]

**Figure 5.9.** (a) Illustration of practical WFS according to Equation (5.6). (b) Generalization of the diagram in (a): wave field extrapolation prior to wave field emission.

A further step is to place the arrays of transducers used for recording and synthesizing the wave fronts in planes with different coordinates $z_0$ and $z_1$, respectively, as shown in Figure 5.9(b). Then, using Equation (5.7) again, the microphone signals should be transferred to the loudspeakers through a processor simulating the wave front propagation from $z_0$ to $z_1$ numerically. This process is the so-called extrapolation. In this configuration, loudspeaker positions $r_n$ at $z = z_1$ act as virtual “listener positions” and thus, the driving signal for each loudspeaker at $z = z_1$, $P(r_n, \omega)$, is calculated by processing the pressure signals $P(r_l, \omega)$ recorded by all microphones at $z = z_0$ according to the Rayleigh II integral.
The WFS concept can be compared to optic holography: first, the optical wavefield is recorded over a plane, and later it is recreated by a distribution of light sources, placed on this plane. In sound holography, the acoustic wavefield is recorded over a plane \( S \) given by a planar microphone array. Wave field reproduction is then made by secondary sound sources, separately driven loudspeakers. Instead of an ideal continuous distribution of secondary sources, a discrete distribution is used, which leads to artifacts on the reproduction stage that will be addressed in Section 5.4.3.

**First Rayleigh Integral Scheme**

The first Rayleigh integral (Rayleigh I) states that the wave field in the listening half space can be reconstructed from the original sound field by measuring only the particle velocity in the measurement plane and using these measurements as source signals for a distribution of monopoles on the reproduction plane [132]:

\[
P(r, \omega) = \frac{jk \rho c}{2\pi} \int_{S} u_n(r_s, \omega) \frac{e^{-j|r-r_s|}}{|r-r_s|} dxdy,
\]

or in its discretized form:

\[
P(r, \omega) = \frac{jk \rho c}{2\pi} \sum_n u_n(r_n, \omega) \frac{e^{-j|r-r_n|}}{|r-r_n|} \Delta x \Delta y,
\]

where the index \( n \) indicates the sampling points in the plane \( S \). The secondary sources can be built with small monopole loudspeakers with volume velocity:

\[
U_n(\omega) = u_n(r_n, \omega) \Delta x \Delta y.
\]

Notice that for a dynamic loudspeaker, above its resonant frequency, the volume velocity is related to the input voltage \( E_n(\omega) \) at its moving coil by

\[
U_n(\omega) = \frac{K_m}{j\omega} E_n(\omega),
\]

where \( K_m \) is a constant which depends on the electro-mechanical properties of the loudspeaker systems. From the last two equations:

\[
E_n(\omega) = \frac{j\omega}{K_m} \Delta x \Delta y u_n(r_n, \omega).
\]

Note that as a consequence of the spatial integration performed by the loudspeaker array, a 6 dB/oct filter is required before applying the excitation signals to the loudspeakers.

**Second Rayleigh Integral Scheme**

The second Rayleigh integral (Rayleigh II) gives a similar relation between the sound pressure in the measurement plane and the distribution of dipoles in the reproduction plane:

\[
P(r, \omega) = \frac{jk}{2\pi} \int_{S} P(r_s, \omega) \frac{1 + jk|\mathbf{r - r}_s|}{jk|\mathbf{r - r}_s|} \cos \phi \frac{e^{-jk|\mathbf{r - r}_s|}}{|\mathbf{r - r}_s|} dxdy,
\]
with $\cos \phi$ defined as $|z - z_s|/|r - r_s|$, where $|z - z_s|$ is the distance between the reproduction plane and the observation point. The discrete form is given by:

$$P(r, \omega) = \frac{jk}{2\pi} \sum_n P(r_n, \omega) \frac{1 + jk|r - r_n|}{jk|r - r_n|} \cos \phi_n \frac{e^{-jk|r - r_n|}}{|r - r_n|} \Delta x \Delta y. \quad (5.14)$$

In this case, the secondary sources can be built with small unbaflled loudspeakers with volume force:

$$F_n(\omega) = P(r_n, \omega) \Delta x \Delta y. \quad (5.15)$$

The relation between the volume force and the input voltage above the mechanical resonance frequency is given by:

$$F_n(\omega) = K_d E_n(\omega), \quad (5.16)$$

where $K_d$ is an electro-mechanical constant of the dipole loudspeaker systems. From the last two equations:

$$E_n(\omega) = \frac{1}{K_d} \Delta x \Delta y P(r_n, \omega). \quad (5.17)$$

Notice that, with respect to the Rayleigh I result, no frequency weighting is needed in this case.

### 5.4.2 Derivation of the Driving Signal Function

For the derivation of the loudspeaker driving signal, the geometry shown in Figure 5.10 is considered. The pressure field of a virtual source, also known as *notional source* at $r_m$ in the plane $z = z_0$, should be reconstructed in the horizontal ear plane of a listener located at $r$ in the plane $z = z$, using a linear array of loudspeakers parallel to the $x$ axis in the plane $z = z_1$. The line connecting source and listener conforms an angle $\theta$ with the $z$ axis. Note that source, array and listener are all located in the plane $y = 0$, that is, at the same height. In practice, the loudspeaker array will often be mounted above stage and audience levels. In [131], it was shown that the array height $y_1$ can be neglected when this height is much smaller than the horizontal distances between source and array, and between listener and array, which is often the case.

The derivation given here is a generalized version of the one given in [131]. According to Rayleigh’s theorem, the loudspeaker driving signals can be written as a weighted version of the pressure field of the notional source at the array position.

$$Q(r_n, \omega) = A_n P(r_n, \omega) = A_n S(\omega) \frac{e^{-jk|r_n - r_m|}}{r_n - r_m}, \quad (5.18)$$

where $A_n$ is a weighting function, which depends on the lateral position of the $n$th loudspeaker $A_n = A(x_n, \omega)$. For synthesizing a spherical wavefront, its mathematical formulation must be considered:
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\[ P(\mathbf{r}, \omega) = S(\omega) \frac{e^{-j k |\mathbf{r} - \mathbf{r}_m|}}{\mathbf{r} - \mathbf{r}_m}, \]  

where \( S(\omega) \) is the spectrum of the notional source. According to the Rayleigh equation, the spherical wavefront can be synthesized as

\[ P(\mathbf{r}, \omega) = \sum_{n=1}^{N} \left[ Q_n(\mathbf{r}, \omega) G(\phi_n, \omega) \frac{e^{-j k |\mathbf{r} - \mathbf{r}_n|}}{|\mathbf{r} - \mathbf{r}_n|} \right] \Delta x, \]  

where \( N \) is the number of loudspeakers in the array, \( Q_n(\mathbf{r}, \omega) \) is the driving signal of the \( n \)th loudspeaker, \( \phi_n \) is the angle between the main axis of the \( n \)th loudspeaker and its connection line to the listener position, and \( \Delta x \) is the spatial interval between the array elements [133]. Note that the only unknown elements in the synthesis operator are the driving signals of the loudspeakers. Using the geometry of Figure 5.10, the latter expression can be written as:

\[ e^{-j k r} \frac{1}{r} = \sum_{n=1}^{N} \left[ A_n G(\phi_n, \omega) \frac{e^{-j k (\rho_n + \sigma_n)}}{\rho_n \sigma_n} \right] \Delta x, \]  

This discretized integral equation can be approximated by using its stationary-phase representation [134]. Physically this approximation means that the wavefront is synthesized by all loudspeakers of the array together, but a dominant contribution is given by the loudspeaker positioned at the point of stationary phase. After substantial mathematical manipulation, the driving signal \( Q_n(\mathbf{r}_n, \omega) \) of the \( n \)th loudspeaker can be found as:

\[ Q_n(\mathbf{r}_n, \omega) = S(\omega) \cos \theta_n \frac{\sqrt{jk/2\pi}}{|z - z_1|} \frac{e^{-j k |\mathbf{r}_n - \mathbf{r}_m|}}{\sqrt{|\mathbf{r}_n - \mathbf{r}_m|}}, \]  

This driving function contains a cylindrical spatial divergence factor \( |\mathbf{r}_n - \mathbf{r}_m|^{-1/2} \) and thus, the driving signal of the \( n \)th loudspeaker can be interpreted as a weighted version of the sound pressure field at \( \mathbf{r}_n \) caused by a notional line source at \( \mathbf{r}_m \). The fact that only one horizontal line in the reconstruction plane \( z = z_1 \) is used in the wavefront synthesis process is “compensated” for by the spatial extension of the notional source from a point to a vertical line. As shown in [133],
any loudspeaker type can be used to form an array for WFS. By adapting the driving signal function according to Equation (5.22) the loudspeaker directivity characteristics are virtually transferred to the notional sources. Recently, in [135], the theory of WFS was revisited and a unified theoretical framework covering arbitrarily shaped loudspeaker arrays for two- and three-dimensional reproduction was presented.

Since the formulation of the theoretical framework of WFS, the spatial audio research community has contributed with various research projects, such as the European Carrouso [136],[137], original work in the technical literature and a number of PhD theses [138], [139], [140], [141], [142], [143], [144], [145], [146], [147].

5.4.3 Potential and Constrains of WFS

The principle characteristic of WFS is that the acoustic scene remains constant for the entire listening area, that is, the absolute setup of the acoustic scene is independent of the listening position. The relative acoustic perspective as perceived by listeners changes with their movements. This change involves a realistic change of the sound pressure level when the distance to the virtual source is varied.

The theoretical capabilities of WFS to create a quasi-realistic sound field or to recreate an existing sound field are even larger. For instance, it is possible to simulate a certain directivity characteristic of the virtual source. Furthermore, the location of the secondary sources (loudspeaker array) is no limitation for the creation of virtual sources. WFS theoretically allows the synthesis of virtual sources both in front of and behind the array. In particular, the creation of the so-called focused sources, which are sources in front of the array, makes a significant difference to conventional sound reproduction techniques, as will be shown in Section 5.4.4. From a creative point of view, WFS offers an improvement of flexibility: both direction and location stable sources can be reproduced. The design of the acoustic scene is less limited by the constraints of the reproduction technique in comparison to stereo. The simulation of a real acoustic scene is more plausible. Moreover, although arrays of conventional cone loudspeakers have a considerable visual impact on the reproduction room, there are powerful alternatives for WFS reproduction using Distributed Mode Loudspeakers (DMLs) . With this technology, several transducers can be applied to a flat panel, forming a Multiactuaor Panel (MAP) suitable for being used in advanced WFS setups [148].

However, since the aim of WFS is the creation of a true copy of a natural sound field, this high aim can only be fulfilled with certain restrictions in practice. Practical implementation of the WFS technique is based on loudspeaker arrays, which act as secondary sound sources. The distribution of these sources is not densely and infinitely continuous, but a finite set of band-limited signals will drive the individual discrete loudspeakers, which in turn, makes the array finite. These two effects limit the performance of real WFS systems:

1. **Spatial Aliasing**

   The distance between transducers $\Delta x$ defines a spatial sampling frequency for a wavefield at a recording level. Then, the reconstructed wavefield will be physically correct up to the Nyquist frequency:

   $$f_{\text{nyq}} \leq \frac{c}{2\Delta x} \iff \Delta x < \frac{\lambda_{\text{min}}}{2},$$

   (5.23)
where \( \lambda_{\text{min}} \) is the smallest sound wavelength of concern. Above the Nyquist frequency, together with the correctly reconstructed wave front, additional undesired wave energy will be emitted incorrectly. A description of these aliasing artifacts can be found in [149], [150], [151].

In practice, wave field recreation without spatial aliasing artifacts is possible for frequencies less than the spatial aliasing frequency. This limit frequency is determined by the time difference between two successive loudspeaker signals interfering at the listeners’ position. This time difference depends on the spatial sampling interval, that is, the loudspeaker and microphone inter-spacing. Moreover, the maximum wavelength being sampled correctly without spatial aliasing depends on the maximum angle on the microphone side. Accordingly, the maximum wavelength being received correctly without aliasing also depends on the maximal angle on the receiver side. This aliasing frequency is given more generally by

\[
f_{\text{al}} = \frac{c}{2 \Delta x \left| \sin \alpha_{\text{max}} \right|}, \tag{5.24}
\]

where \( \alpha_{\text{max}} \) indicates a maximum angle between an incident plane wave and a microphone array surface. If the angle \( \alpha \) is equal to 0°, the wave front is perpendicular to the array surface and the spatial sampling interval \( \Delta x \) can be seen as infinite. In the worst case, when the angle \( \alpha \) is equal to 90°, \( f_{\text{al}} \) will be equal to \( f_{\text{nyq}} \). Assuming a loudspeaker spacing \( \Delta x = 10 \text{ cm} \), the minimum spatial aliasing frequency is \( f_{\text{al}} = 1.7 \text{ kHz} \). Regarding the standard audio bandwidth of 20 \text{ kHz}, spatial aliasing seems to be a problem for practical WFS systems. Fortunately, the human auditory system is not very sensitive to these aliasing artifacts.

When virtual sound sources are recreated by means of WFS, the angle \( \alpha_{\text{max}} \) can be set to a certain value. Radiation of plane waves at a wider angle than \( \alpha_{\text{max}} \) is then suppressed and spatial aliasing effect can be avoided up to \( f_{\text{al}} \) frequency. The same technique can be applied for the wave-field recording, where directional microphones will capture waves radiating up to this certain angle.

2. **Truncation Effects**

In theory, the synthesis of the wave field arises from the summation of an infinite number of loudspeaker signals. In practice, however, the loudspeaker array used will always have a finite length. The finite array can be seen as a window, through which the primary or virtual source is either visible, or invisible, to the listener. Hence, an area exists which is “illuminated” by the virtual source, together with a corresponding “shadow” area [152]. Applying this analogy, diffraction waves are originated from the edges of the finite loudspeaker array. These error contributions appear as after-echoes for virtual sources and pre-echoes for focused sources. Depending on the level and time-offset at the receiver’s location of the aliased contributions, it may give rise to colouration. This effect can be successfully minimized if a weighting function is applied to the signals driving the loudspeaker array. At the same time, decreasing the contribution of edge loudspeakers will reduce an area with a correctly reproduced wave field. Thus, the choice of the weighting function will depend on a trade-off between the reduction of diffraction artifacts and the size of the listening area.
5.4.4 Special Properties of WFS

Localization of Virtual Sources

Through WFS, the sound engineer has a powerful tool to design a sound scene. One of the most important properties, with respect to conventional techniques, is its outstanding capability to provide a realistic localization of virtual sources. Typical problems and constraints of a stereophonic image vanish in a WFS sound scene. In contrast to stereophony, WFS can produce a number of source stimuli, based on virtual sources and plane waves. These sources are localized on the same position throughout the entire listening area so listeners can move without losing their localization. In Figure 5.11, the arrows indicate the directions of the auditory events when virtual point sources and plane waves are reproduced.

![Diagram](image)

Figure 5.11. WFS is capable of reproducing both the stable positions of point sources and the stable direction of a plane wave.

WFS can enhance the localization of virtual sources and the sense of presence and envelopment through a very convincing reproduction of sound scenes. As spherical secondary sources are employed instead of cylindrical sources, some errors can be found in the variation of the pressure with the distance to the loudspeaker array. However, these errors have shown to be difficultly perceivable.

Subjective experiments on sound localization, correspondence of perceived auditory and visual source direction can be found in [153].

These properties enable the synthesis of complex sound scenes which can be experienced by the listener while moving around within the listening area. Figure 5.11 illustrates the way in which the sound image changes at different listening positions. This feature can be deliberately used by the sound engineer to compose new spatial sound design ideas [154]. Moreover, it has been shown that the enhanced resolution of the localization compared with stereophony enables the listener to easily distinguish between different virtual sources, which makes the sound scene significantly more transparent.

Typical implementations of sound field reproduction systems do not take the Doppler Effect into account. However, the Doppler Effect, both for moving virtual sound sources and inherently also for moving listeners, can be accurately reproduced in WFS [155], [156].
Virtual Sources in Front of the Loudspeaker Array

Figures 5.12(a) and (b) show the wave fronts of a point source behind the array and in front of the array, respectively, in a simulation. The concave wave fronts of Figure 5.12(a) achieve the synthesis of the signal of a virtual source behind the array. However, WFS is also capable of synthesizing a virtual source in front of the array. Therefore, the WFS array emits convex wave fronts which focus on a point that will be the “focused source”, illustrated in Figure 5.12(b). Naturally, the localization will not be correct for listening positions between the focus point and the array because the sound emission of the virtual source occurs here reversely.

For practical application, it is an enormous progress that virtual sound sources can be created in the field between the listener and the loudspeakers. Sound engineers can be offered completely new tools for spatial sound design. Moreover, the reproduction of focused sources with directional characteristics is also possible but with a limited listening area [135], [156].

5.5 Audio Up-Mixing and New Coding Schemes

5.5.1 Audio Up-Mixing

Despite the advances in spatial sound reproduction, the availability of multichannel audio recordings is still very limited nowadays. While recent movie soundtracks and some musical recordings are available in multichannel format, most music recordings are mixed in stereo. The playback of this material over a multichannel system poses a fundamental problem: stereo recordings are mixed with a very particular set up in mind, which consists of a pair of loudspeakers placed symmetrically in front of the listener. Thus, listening to this kind of material over a multichannel sound system raises the question of what signals should be sent to the additional channels. In this context, audio systems aimed at solving the up-mixing problem are widely used today, for example, Dolby Pro Logic II [157], Logic7 [158], Neo:6 [159], or CircleSurround [160].

Dolby began introducing the multichannel to stereo down-mix feature in its codecs in order to respond to the requirements of backwards compatibility. Additionally, Dolby Pro Logic II includes the up-mix from stereo back to 5.1 multichannel format. In the down-mix, the original source audio signals are encoded into two program channels, that can be played back as stereo.
The left and right stereo signals, called left-total and right-total, or $Lt$ and $Rt$, are assembled by adding to the left and right multichannel signals ($L$ and $L$) the center channel signal ($C$) as well as the corresponding surround channel signal ($LS$ or $RS$), both attenuated by 3 dB. The phases of the surround channel signals are additionally shifted by 90 degrees and they are added with opposite signs. Similarly, the up-mix is carried out using the following decoding matrix:

$$\begin{bmatrix}
L \\
R \\
C \\
LS \\
RS
\end{bmatrix} = \begin{bmatrix}
1 & 0 \\
0 & 1 \\
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
\frac{j}{\sqrt{2}} & -\frac{j}{\sqrt{2}} \\
j \frac{1}{\sqrt{3}} & -j \frac{1}{\sqrt{3}}
\end{bmatrix} \cdot \begin{bmatrix}
Lt \\
Rt
\end{bmatrix}, \quad (5.25)$$

The LFE channel signal is derived by low-pass filtering the sum of Lt and Rt signals. The LFE channel signal is derived by low-pass filtering the sum of $Lt$ and $Rt$ signals.

Alternatives to simple matrix-based up-mixing systems have also been proposed. For example, Avendano and Jot developed more advanced frequency domain techniques for the up-mix of stereo recordings into multichannel audio [161]. Aiming at a natural and generic multichannel audio mix, their method takes into account both the apparent directions of individual sound sources, and the ambient sound consisting of diffuse sound, reverberation and noise. The method compares the STFT of the left and right stereo signals and identifies a set of components for the up-mix in a similar fashion as described in Section 2.6.2.

The design aim of a high-quality up-mixer can be summarized with three general goals relating to spatial imagery [162]. These goals are related to modifying the listening experience of a conventional loudspeaker-pair reproduction of a musical recording:

1. To create a source image with a spatial quality similar to the original 2/0 mix.
2. So as to create a natural-sounding ambiance (reverberance) image.
3. To create a listening experience which people would prefer over the original 2/0 listening experience.

The third goal is assumed subservient to the first two; such high-quality up-mixers are not intended as a special effect which reinterprets the mixing intention of the recording producer, but rather as a system to compliment these intentions in ways which are consistent with sound in the natural environment. Notice that this design criteria are very suitable for stereo-to-surround up-mixers, but they do not take into account the object-based conception of advanced reproduction systems such as WFS.

5.5.2 Spatial Audio Object Coding

The typical audio production and transmission chain consists of a set of operations that are executed in a very specific order. For example, for musical content, various audio objects (instruments, vocals, etc) are first recorded (or synthetically produced), and subsequently mixed for playback on a specific reproduction system. The mixing process is performed by an audio engineer who decides on object positioning, relative levels and effects that are employed according
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to aesthetical and technical objectives. In many applications, the resulting mix is transmitted using lossy compression algorithms.

This conventional chain leaves virtually no flexibility in changing the composition at the reproduction side. A similar limitation holds for multiple-talker communication systems (teleconferences).

There exists a range of applications that can benefit from user-control of various audio objects at the playback side. Examples are teleconferencing, remixing applications, on-line gaming, and karaoke functionality. Although such functionality can be obtained by transmitting all objects independently, this scenario is undesirable due to large bandwidth requirements and the fact that it is difficult to guarantee a certain aesthetical quality level, which is extremely important in the music industry.

Following the recent trend of employing parametric enhancement tools for increasing coding or spatial rendering efficiency, Spatial Audio Object Coding (SAOC) is one of the recent standardization activities in the MPEG audio group [163]. SAOC is a parametric multiple object coding technique that is aimed at overcoming the above drawbacks. It is designed to transmit a number $N$ of audio objects in an audio signal that comprises $K$ down-mix channels, where $K < N$ and $K$ is typically one or two channels. Together with this backward compatible down-mix signal, object meta data is transmitted through a dedicated SAOC bitstream to the decoder side. Although this object meta data grow linearly with the amount of objects, the amount of bits required for coding these data in a typical scenario is negligible compared to the bit-rate required for the coded down-mix channels.

![Figure 5.13. SAOC block diagram.](image)

In a conceptual overview, as illustrated in Figure 5.13 (reproduced from [163]), the decoder side can be divided into an object decoding part decomposing the $N$ objects and a rendering part, that allows manipulation and mixing of the original audio object signals into $M$ output channels. For those processes, the object decoder requires the object meta data, while the renderer requires object rendering information. The decoding and rendering can be performed in an integrated fashion, avoiding a costly intermediate up-mix to $N$ discrete audio object signals.

SAOC provides an object-based conception of sound scenes, which is one of the general aims pursued by SSS algorithms in this thesis. However, it must be clarified that the SAOC framework is just an efficient way of coding multiple source signals so that object manipulation is possible at the decoding stage. Therefore, the original source signals are needed in the SAOC scheme in order to correctly extract the required side information. The problem of having the independent source signals appears here again, thus, SSS methods may find more applications in this coding framework.
5.6 Conclusion

This chapter has presented an overview of spatial sound reproduction systems. The goal of audio reproduction has always been to accurately recreate a given sound scene in terms of source localization. Thus, this is the main characteristic of spatial audio systems. To achieve this goal, these systems are designed in a way that they provide the listeners with those spatial localization cues that are necessary for stimulating the presence of a localized sound source in the auditory system, a challenge that involves both psychoacoustical and physical issues. The chapter has described which are the main cues used by humans to localize sound sources and how basic spatial sound systems as stereo have evolved to sophisticated multichannel sound reproduction techniques based on sound field rendering. Despite the advances observed in the spatial audio field, most audio material is still intended to be reproduced over a two-channel system. This fact has motivated the design of audio up-mixers and new coding schemes, giving the listeners the possibility to experience the real advantages of spatial sound reproduction.
Sound Scene Resynthesis
Sound Scene Resynthesis

Most of the recorded material is intended for stereo reproduction and, therefore, adapting this material to WFS is a challenging issue. Sound Source Separation techniques can be used to extract the sources present in a stereo mixture, obtaining separated tracks which can be used for reconstructing spatially enhanced scenes. However, timbral distortion and inter-source residuals are limiting factors that can degrade the perceived quality. In this chapter, the quality of several acoustic scenes (music and speech) is evaluated in three different situations: stereo image, WFS scene with original sources and WFS scene with separated sources from stereo mixtures. A study on the change of perceptual attributes among the different cases has been conducted by means of listening tests, being this the first study ever reported on the combination of WFS reproduction and source separation.

6.1 Introduction

The previous chapter discussed the evolution of spatial sound reproduction systems over the last decades. Unfortunately, despite the advances made in the field, there are still many problems concerning the availability of suitable audio material for the new reproduction formats. In this context, audio up-mixers were presented as a solution for reproducing stereo recordings over surround systems. This way, the advantages of multichannel audio reproduction can be exploited when listening to stereo material. However, while these systems are focused on 5.1 reproduction schemes, few solutions have been proposed for reproducing stereo material over sound field rendering techniques such as WFS.

As WFS systems are not yet widely deployed, up-mixing processors fully designed for converting stereo recordings into synthesized scenes have rarely been discussed in the literature. The main objective of stereo-to-WFS up-mixers would be the same as those developed for five-channel up-mixing: to enhance the spatial quality of conventional stereo recordings. However,
the spatial properties of WFS open a new door to go further than the conventional up-mixing scheme. The channel-based conception inherent to current up-mixers must change to an object-based conception, which is indeed a difficult problem to overcome. In this context, sound source separation (SSS) techniques provide a promising solution to deal with WFS up-mixing.

The use of SSS techniques for audio up-mixing is one of the most challenging audio oriented applications of source separation. The combination of SSS with spatial sound reproduction implies also new evaluation schemes for separation algorithms, since spatial attributes play a major role in the overall perceptual quality of sound scenes. These attributes are supposed to be related to meaningful features in spatial sound perception such as localization accuracy or the perceived source width, and provide a way to assess the perceptual changes that occur between different spatial sound reproduction systems.

The purpose of this chapter is to evaluate the subjective quality and spatial attributes of synthesized acoustic scenes in WFS when the virtual sources are generated using separated tracks from stereo mixtures. Although WFS has its own artifacts which degrade the perceived quality due to practical imperfections, the degradation caused by the separated sources used for rendering the sound field is far greater. These degradations include timbre modification and burbling artifacts, musical noise due to spectral substraction and inter-source residuals [164]. However, the masking effects involved in the rendering process usually make these artifacts less perceptible when the whole scene is being reproduced. Several spatial attributes in three different situations are studied: stereo image, WFS scene with original sources and WFS scene with separated sources using different separation methods. Listening tests are conducted in order to evaluate the changing of these attributes over each case. The results of this study were recently published in [165].

The chapter is structured as follows. In Section 6.2, the resynthesis of sound scenes is discussed, justifying the necessity of carrying out an object-based up-mixing for WFS systems. In Section 6.3, the perceptual attributes usually evaluated in other works with regard to spatial sound reproduction and perceived quality are summarized. Section 6.4 presents the experimental setup and the evaluation process followed in this thesis, discussing the results obtained from the listening tests in Section 6.5. Finally, in Section the conclusions of this chapter are summarized.

6.2 Resynthesis of Sound Scenes

A sound scene is defined as a complex entity of acoustic stimuli that is processed by our brain, resulting in a symbolic description corresponding to a listener’s perception of the different sound events and sources that are present [10]. The reproduction of sound scenes must not only be restricted to source localization. In fact, the recreation of the diffuse field in the reproduced acoustic environment has also special relevance in the perceived spatial impression of the sound scene. Fortunately, practical audio rendering systems do not need to take every reflection in a room into account in order to give a convincing impression of reverberation [166]. Although “naturalness” may be a good attribute of a reproduced sound scene, the objective of many commercial recordings is not spatial fidelity, which is true to an original sound field. In fact, in a large number of commercial releases the mixing engineer does not attempt to recreate a scene similar to a “natural” reference. Here, “the acoustic environment implied by the recording
engineer and producer is a form of “acoustic fiction” or “acoustic art”...” [167]. For this reason, sound scene reproduction should not be limited to the strict emulation of reality, but should give the impression the scene was conceived for.

The resynthesis of sound scenes refers to the task of reproducing a sound scene from audio signals which contain sound events. As stated before, the reproduction must be aimed at emulating an original sound scene, rearranging an original scene or creating a completely new scene. The complete scene is constructed by playing the sound events involved simultaneously by using any of the techniques described in Chapter 5. Therefore, the task of resynthesizing a sound scene involves having available the signals corresponding to the sound events that constitute the scene. Note that this object-based conception of a sound scene totally agrees with the mixing philosophy of WFS [168]. However, most of the times, having independent signals for all the audio events of a sound scene is not possible for many practical reasons. Ideally, the better option would be to extract all these signals from an available mixture containing all the sound events. This can be thought as an up-mixing process where audio material for common stereo systems is adapted to be reproduced over WFS from an object-based perspective.

### 6.2.1 Stereo to Wave Field Synthesis Up-Mixing

A commonly held assumption with regard to up-mixer design is that the sound imagery evoked must be consistent with that of a conventional two-loudspeaker sound scene, created using the same recording [162]. This criterion in the design is in fact very appropriate for home-theater oriented up-mixers, but lacks the flexibility to adapt all kinds of material to a WFS system. Section 5.4.4 described some of the special properties of WFS. To take advantage of this potential, a more complex up-mix is required. Sound scene identity between a recorded sound scene and reality should be subjected to the specifications of a given application. The up-mixing process must be thought of as a method for generating a perceptually convincing sound scene that can be parametrically controlled and be used in a wide range of multimedia applications. The Tapestrea framework follows this philosophy [169].

This freedom in the resynthesis of sound scenes can only be achieved if more sophisticated schemes are used. SSS algorithms are proposed in this thesis as a solution for isolating independent sound events in a stereo mixture and resynthesizing a WFS scene arbitrarily similar to the original stereo recording. A diagram of this up-mixing system is depicted in Figure 6.1: the left and right channels are the input signals of a SSS algorithm, which extracts a set of tracks corresponding to estimations of the original sources that were added in the stereo mix-down. These tracks feed the WFS rendering algorithm which drives the excitation signals corresponding to each unit of the loudspeaker array.
As explained in Chapter 2, current algorithms are far from achieving perfect separation and take many different approaches depending on the type of mixing used in the input mixtures. In fact, a severe degradation in the quality of the extracted sources in comparison to the original ones is usually found. This degradation is due to residuals from other sources in the mixtures, musical noise and burbling effects due to spectral subtraction and non-linear filtering. Nevertheless, a perceptual improvement is usually found when the separated sound events are spatially mixed together to resynthesize the whole sound scene [170].

6.3 Sound Scene Evaluation

Several studies have been carried out in order to find out what listeners perceive when evaluating spatial audio signals, and which attributes have the most relevance in this context [167]. The objective measures used to evaluate audio coding systems do not take spatial properties into account. However, spatial aspects of sound certainly have a bearing on the overall quality score. This is the reason why new models and procedures are emerging for evaluating the perceived quality of spatial audio reproduction systems. The QESTRAL protocol has been specifically designed to take account of distortions in the spatial domain, allowing to perform assessments over a wide range of spatial distortions by means of an artificial listener [171].

An analysis carried out in [172] quantified the contribution of spatial fidelity to overall judgments of reproduced sound quality in a 5.1 channel surround context. The outcome of the analysis showed that spatial fidelity contributed a substantial component to the overall basic audio quality (BAQ) judgment, following the equation:

$$BAQ = 0.80 \text{Tm} + 0.30 \text{Fr} + 0.09 \text{Sr} - 18.7$$  \hspace{1cm} (6.1)

where Tm, Fr and Sr are the Timbral, Frontal and Surround properties, respectively. This equation suggests that, although timbral fidelity plays the most important part of the BAQ rating, surround and especially frontal spatial fidelity are important too. Although Eq.(6.1) was derived from a 5.1 reproduction context, it is easy to surmise that the change of the spatial attributes in WFS scenes may contribute in some way to the perceived overall quality as well. An overview about the major perceptual effects for spatial reproduction and its relation to WFS is given in [173].

6.3.1 Perceptual Attributes of Spatial Sound

The following sections are centered on the spatial properties of synthesized sound scenes using source signals obtained by using SSS algorithms. The meaning and validity of spatial attributes for comparing audio reproduction systems is very important in this kind of work. According to Rumsey [174], spatial attributes that are meaningful should be identified, in the order of priority:

1. to individual subjects;
2. to a well-defined group of expert subjects forming a listening panel, and that agree upon a set of attributes to be graded;
3. to expert listeners not associated with that listening panel;
4. to independent observers or readers of the results.

Moreover, they should be unambiguous, unidimensional and also enable meaningful distinctions between the techniques or products under test. Rumsey also points out that the spatial attributes of importance are strongly dictated by the nature of the source material and the context or task in question:

- Dynamic descriptors have to be used if the scene changes with time.
- The source material should be chosen to reveal or highlight the attributes in question.
- The characteristics of subjects can influence their perception of spatial attributes, based upon their experience and education.
- Simple scenes are preferred, because they make the subjective task easier for a listener.

From the fourth issue, it can be said that simple stimuli are considered very important, as one can have a more accurate control and be clear about which subjective factors are affected. However, in this work, we are evaluating sound scenes from complex audio material, and questions about some attributes can become ambiguous. In order to address this need to evaluate complex reproduced source material, Rumsey proposes a scene-based paradigm, where the elements of the scene are grouped according to their function within the scene. Then, one could talk about individual sources, ensemble (a group of sources forming an entity in the scene) or environment-related attributes. Micro and macro attributes are then introduced. Micro attributes describe the features of individual elements within a scene, whereas macro attributes describe the scene as a whole, or grouping of elements within it.

**Width and Aperture**

The width attribute is always referred to the perceived width of a certain scene entity. Taking this scene-based evaluation of attributes into account, there are at least three different types of width attributes, listed from micro to macro [175]:

- Individual source width (ISW): Width of individual source(s) within the scene.
- Ensemble width: Overall width of a defined group of sources (may be all the sources in the scene if required).
- Environment width: Broadness of (reflective) environment within which individual sources are located.

The individual source width is related to the perceived width of isolated sources in a scene. The macro entity called ensemble is a group of sources that has a common cognitive label (orchestra, band, etc.). The ensemble width is then related to the perceived width of this entity. The ensemble aperture is defined in terms of the perceived angle of this entity. Environment width seems to be related to a perception of the reverberant sound within the reproduced space and is dependent on the ability to experience a sense of presence, but it will be not considered in this thesis. The concept of this scene-based evaluation is graphically illustrated in Figure 6.2.
Locatedness

The definition of locatedness, according to Blauert [1], is the degree to which an auditory event can be said to clearly be in a particular location. Although the ISW could be related to the locatedness of a certain source (it is easy to locate a source that has a small ISW), the relationship between these two attributes does not have to be necessarily correlated.

Localization Accuracy

Other localization measures, such as the Mean Run standard deviation $<\bar{S}>$ have been used in other studies [176]. This is calculated as follows. The standard deviation $S$ is defined as the deviation of all assessments of one person and one stimulus. By averaging the standard deviations from all test items the Run standard deviation, $\bar{S}$, is calculated. Averaging all test subjects’ Run standard deviations $\bar{S}$ results in the Mean Run standard deviation $<\bar{S}>$. This procedure may be regarded as valid if it is done with respect to a reference, a single loudspeaker, having a small source width, sharp focus and good locatedness.

Sound/Timbral Quality

The timbre or sound color, is one of the most important attributes describing a sound or sound reproduction technique. The sensitivity of humans to sound color is high [177]. The American Standards Association [178] definition for timbre is: “Timbre is that attribute of auditory sensation in terms of which a listener can judge that two sounds similarly presented and having the same loudness and pitch are dissimilar”. We are interested in how the perceived sound color of the different sources that compose a given sound scene changes when blindly separated sources from stereo material are used. In our case, this attribute is the one which may be most affected when separated sources are used for resynthesizing a sound scene. This coloration is mainly produced by the artifacts resulting from the separation process. An adaptation of the ITU-R BS.1534, broadly known as MUSHRA (Multiple Stimuli with Hidden Reference and Anchor), is proposed in [179] for a subjective evaluation of SSS algorithms. In [180], a modification of this method is also used for the subjective assessment of the coloration in WFS and stereo systems. Other modifications of the method for evaluating the sound quality of several up-mixing algorithms are used in [181]. Following the guidelines of [179], the original source images are used as reference signals and three anchors are considered to provide absolute quality ratings of
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Three stereo mixtures were used for evaluating the spatial attributes described in the previous section after the separation and rendering of the stereo sound scene. The sound material used in the evaluation was selected in order to:

1. be representative of the potential application of SSS to WFS resynthesis: realistic up-mixing scenarios (music and videoconference).

2. be short enough to avoid listener fatigue: as many attributes had to be evaluated, it was preferable to use a small but representative group of test items.

3. be representative of different types of common commercial music material: pop music with singing voice (people usually gives greater attention to the singing voice than to the rest of the instruments) and folk music (instrumental).

4. satisfy the underdetermined nature of common stereo material: all the scenes have four different sources and two mixture channels.

5. represent different disjointness conditions: the disjointness of speech is more balanced in both time and frequency, while the disjointness of music signals is more influenced by the frequency resolution [23].

In this section, we discuss the experiments carried out in order to evaluate different spatial attributes of WFS scenes constructed using different separation algorithms. Each scene is evaluated in a three stage process:

- Stereo mixing of a reference sound scene.

- Apply a source separation algorithm to the stereo mixture and objectively evaluate the separated sources as described in Section 2.8. However, as WFS accepts mono signals, only SDR, SIR and SAR considering a constant gain distortion were calculated.

- Resynthesize the sound scene in the WFS system and evaluate the spatial attributes of the scene.
6.4.1 Stage 1: Stereo Mixing of Reference Sound Scenes

The sound scenes used in the following experiments are three audio fragments (16 bit, 44.1 kHz) of music and speech with four different sources in each one. The first sound scene is a full instrumental music fragment. The second one is a pop music fragment with a singing voice and the last one is a mixture of four people talking in English and Japanese, obtained from the evaluation SASSEC campaign [67]. In each of the cases, the original sources were instantaneously mixed using the following mixing matrix:

\[
A = \begin{bmatrix}
0.99 & 0.89 & 0.71 & 0.32 \\
0.14 & 0.44 & 0.71 & 0.95
\end{bmatrix}
\] (6.2)

where the energy preserving panning law was used (Eq.(2.2)). The mixing matrix (6.2) results in the following reference angles for the sources (Eq.(5.1), Figure 5.3):

- \(s_1: \theta_1 = 33.5^\circ\)
- \(s_2: \theta_2 = 15^\circ\)
- \(s_3: \theta_3 = 0^\circ\)
- \(s_4: \theta_4 = -22^\circ\)

6.4.2 Stage 2: Source Separation and Objective Evaluation

The algorithms described in section 2.6 were applied to the mixtures (STFT framesize 2048 and overlap 75%). The parameters of the algorithms were tuned following the recommendations of the authors and selecting the ones that obtained best sounding. This was done by a small group of experts in an informal pre-test.

The results obtained from the objective evaluation of the separated sources are shown in Table 6.1. Analyzing the SDR values of the different algorithms in the three scenes, it can be said that, in general, the results are better for the folk music scene, probably because no percussive sounds are present in this mixture. Percussive sounds have a lot of energy in localized time frames (onset frames), causing a severe spectra overlap and reducing the overall disjointness of the sources. In addition, the three performance measures are dependent on the source panning position. This is especially noticeable for source \(s_2\) in all the scenes, which has the smallest values in comparison to the results obtained for the other sources. The mean value of SDR, SIR and SAR throughout all the separated sources in the case of each separation algorithm is shown in Figure 6.3. As can be seen in the figure, SIR values are much higher than SDR and SAR for all the algorithms, reflecting the tradeoff between source isolation and high quality separation. DUET has the highest mean values of SDR and SAR, which may result in separated sources with less artifacts. However, it also has the lowest SIR, incrementing the amount of energy from other sources after the separation. The ADResss and PIW algorithms have higher SIR values, but a decrease in SAR and SDR can also be observed. The MuLeTS algorithm performs similarly to DUET, with a little improvement in SIR and a little degradation in SAR and SDR.

6.4.3 Stage 3: Resynthesis and Subjective Evaluation

Test set-up

The resynthesis of the different sound scenes was carried out using a 24 loudspeaker WFS array. This array is placed inside our recording studio, which is acoustically treated to get a
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Figure 6.3. Mean objective evaluation results.

<table>
<thead>
<tr>
<th>Scene: Folk</th>
<th>MuLeTS</th>
<th>SIR</th>
<th>SAR</th>
<th>MuLeTS</th>
<th>SIR</th>
<th>SAR</th>
<th>MuLeTS</th>
<th>SIR</th>
<th>SAR</th>
<th>MuLeTS</th>
<th>SIR</th>
<th>SAR</th>
<th>MuLeTS</th>
<th>SIR</th>
<th>SAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>s1: guitar</td>
<td>6.4</td>
<td>20.0</td>
<td>6.6</td>
<td>7.7</td>
<td>18.6</td>
<td>8.1</td>
<td>5.8</td>
<td>22.1</td>
<td>5.9</td>
<td>7.7</td>
<td>21.1</td>
<td>8.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s2: sax</td>
<td>14.2</td>
<td>23.7</td>
<td>14.8</td>
<td>15.0</td>
<td>25.8</td>
<td>15.4</td>
<td>14.6</td>
<td>28.7</td>
<td>14.9</td>
<td>12.5</td>
<td>15.8</td>
<td>14.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>s3: violin</td>
<td>10.2</td>
<td>32.2</td>
<td>12.0</td>
<td>12.1</td>
<td>32.6</td>
<td>12.1</td>
<td>5.6</td>
<td>41.9</td>
<td>5.6</td>
<td>7.6</td>
<td>46.4</td>
<td>7.6</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.1. Performance Evaluation Measures.

$T_{60}@1000\text{Hz} < 0.25$ s. The volume of this room is 96 m$^3$ an its floor size is 4 by 9.1 m. The background noise inside the studio was measured, obtaining SPL values below 25 dB(A). The experimental set up is depicted in Figure 6.5. Each element of the array is a two-way system, using a 5.5-in woofer and a 1-in tweeter. The loudspeaker separation of the array is 180 mm. The spatial aliasing frequency for this arrangement is about 1 kHz in the worst case. Figure 6.4 is a photograph of the system under test. No special aliasing improvement techniques were used in the rendering process. Single loudspeakers placed behind the array were used as a reference for the experiment. The loudspeaker model was the same as the one used in the array in order to keep the response unchanged. Stereo reproduction was carried out using two loudspeakers of the WFS array, marked as L and R in Figure 6.5. Following the procedure used in [180], an acoustically transparent curtain was used to hide the loudspeakers and avoid the ventriloquism effect. The subjects used a laser pointer to indicate the perceived direction of the events in a graduated marker line. Only azimuth angles were considered.

Seven different situations were subjectively evaluated: 1) Scene with real sources (loudspeakers placed in reference positions), 2) WFS scene with original sources, 3) Stereo scene resulting from amplitude panning of the original sources, 4-7) WFS scenes with separated sources using different separation algorithms.
Figure 6.4. WFS array in the recording studio of the Universidad Politécnica de Valencia.

The spatial arrangement of the WFS loudspeaker array and the location of the virtual sources that compose the reference mixtures is depicted in Figure 6.5.
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Test procedure

The listening test is controlled by a laptop computer running a Matlab GUI. This Matlab GUI is communicated via Ethernet with the central computer which runs the WFS render software and stores all the test sound scenes. The subject is sitting in front of an acoustically transparent curtain and at the mid-point of the array, coinciding with the sweet spot of the stereo system (L and R loudspeakers in Figure 6.5). The results of the evaluation are stored automatically on the laptop computer. The complete test involves five different steps corresponding to the evaluation of the attributes described next.

Spatial attributes

The spatial attributes were evaluated as follows:

- **Locatedness**: A 5-grade scale was used, ranging from 1 (very good) to 5 (very bad). How well can you localize the source? How well can you assign a particular direction to the perceived source?

  1. very bad
  2. bad
  3. fair
  4. good
  5. very good

- **Localization accuracy**: The subjects were asked to point towards the perceived direction of the source. Single loudspeakers were placed in the reference directions in order to measure the deviation of the subjects’ perceived directions. The reference angles were set up in the reference directions (Section 6.4.1). The mean run standard deviation was also calculated as a localization accuracy measure.

- **Source Widthness**: The scene-based paradigm was considered, evaluating source width and ensemble aperture separately. Other evaluation experiments have shown that it is difficult to train subjects in the individual source width attribute (ISW) [182][183]. In our case, although trained listeners were recruited for the listening tests, we found that they had problems in evaluating quantitatively ISW. Therefore, we preferred to evaluate the source widthness using a 5-grade scale, similarly to locatedness. Although widthness is not a recognized cue, we introduced this attribute with the aim of evaluating the difficulty found by the listeners in perceiving a defined lateral extent of the source. How well can you assign a particular width to the perceived source?

  1. very bad
  2. bad
  3. fair
  4. good
  5. very good
• **Ensemble Aperture**: All of the sources playing at the same time produce a single ensemble entity. The ensemble aperture was evaluated by asking the subjects to point out the perceived edges of the sound scene.

• **Sound/Timbral Quality**: A modified MUSHRA method was utilized as described in 6.3.1.

**Test panel**

Listening tests were conducted using a panel of 15 trained listeners, including a sound engineer, four musicians, a loudspeaker designer and people involved in audio research. Trained listeners are preferred when difficult aspects of sound have to be evaluated. However, a training session before starting the test was also carried out in order to explain to the subjects the meaning of the different spatial attributes they had to evaluate.

6.5 Results

The duration of the full test was around 1.5 hours but the listeners took breaks every half hour in order to avoid fatigue. Once the listening tests were finished, the data collected in the evaluation process were processed in order to identify changes in the listening experience due to the use of blindly separated sources. In this section we discuss the results obtained for each attribute considered.

6.5.1 Locatedness

The subjective data for the locatedness assessment are presented in Figure 6.6 (averaged over the different types of played material). We can observe these main differences between the reproduced scenes:

1. The locatedness of the real case is best. No other system achieves such a good grade, not even a WFS system using original sources not degraded by a demixing process, that is, WFS with sources recorded separately. This was also observed in [180].

2. The locatedness of the stereo scene is the worst for every reference direction compared to the locatedness obtained using blindly separated tracks, except for the ADRess algorithm. This means that resynthesized scenes using blindly separated tracks can improve the localization quality of a stereo scene, although this enhancement is mainly due to the WFS reproduction system.

3. The results are rather constant for the different separation algorithms and worse than using original sources, but there is a clear difference in the grades given for the reference directions. The sources in reference directions +15° and 33.5° are harder to perceive than the other two sources. However, this difference is also observed when original sources are used for rendering the scene, which means that these differences are not caused by the separation algorithms.

4. The small confidence intervals show that the subjects were rather consistent in their assessment of the locatedness.
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6.5.2 Localization Accuracy

Figure 6.7 shows the results obtained for the perceived azimuth angles in the different examples. The following observations can be made:

1. In general terms, there are noticeable differences for the three examples considered, although the reference directions were the same for all of them. This is probably due to the difficulties involved in making an assessment when dynamic stimuli are considered and playing at the same time. This difficulty is also apparent when observing the long confidence intervals, which are especially long for sources with a bigger reference angle.

2. The angles were generally overestimated for the sources placed in reference directions -22° and 33.5°, except for the pop-rock example, were the bass (33.5°) is perceived to be placed more centrally. This deviation is produced by the source content itself and not by the separation algorithm used, because the scene composed of original sources is perceived in a similar way.

3. Sources located in the center are perceived more accurately and consistently.

4. The different separation algorithms show noticeable deviations from the real source case and WFS using original sources. These deviations may be the result of imperfections in the separation process. Nevertheless, the long confidence intervals obtained in all of the cases reveal the difficulty for the subject in accurately perceiving the direction of each source when other sources are playing simultaneously.

6.5.3 Source Widthness

The averaged widthness results are shown in Figure 6.8. The highest widthness is achieved in the real case and WFS using original sources. WFS is intended to reproduce each source as
a virtual point source, which should result in narrower sources than in the stereo case. It is interesting to observe that the source in reference direction 0 is perceived in all the cases as the narrowest source. Although no significant differences are observed between the different separation algorithms, there is a slight decrease in the grade given for these scenes and the scene composed of original sources. This means that the separation process affects the perceived width of the individual sources, making more difficult to experience a well-defined lateral extent of the source. In fact, the listeners expressed verbally an apparent widening of the sources when separated sources were used. In [174], Rumsey explains that a source perceived as having a small ISW will have a high level of locatedness, whereas more “diffuse” sources, those with a larger ISW, are more likely to appear poorly located. The results obtained in our experiments show also a relation between locatedness and widthness, confirming the correlation existent between width-related attributes and locatedness.
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Figure 6.8. Subjective assessment of widthness, showing mean and 95% confidence intervals of all test items of one system and reference direction.

6.5.4 Ensemble Aperture

In Figure 6.9 the results obtained for the ensemble aperture are presented. The expected ensemble aperture is calculated as the angle existent between the most distant sources. In general, the stereo scene is perceived as the one which has a wider aperture. This should not be interpreted to mean that a characteristic of stereo is that it gives a wider impression than WFS. In fact, the WFS scenes were rendered with the sources placed at the angle where the stereo phantom sources were located, and therefore between the left and right loudspeakers of the stereo set up. This is why the real source system and WFS scenes have less ensemble aperture than stereo, but ideally they should have the same. However, as in the case of locatedness and source widthness, again there is a decrease in the perceived ensemble width of the scenes with separated sources in comparison to the same scene using original sound sources. The ensemble width is rather constant for all the separation algorithms, although it is a bit smaller in the case of the ADRes algorithm.

6.5.5 Sound/Timbral Quality

The mean results obtained using the modified MUSHRA procedure are shown in Figure 6.10. The real scene using natural sources was used as the reference scene. Non of the subjects had to be rejected in the post-screening process, as all of them were able to detect the hidden reference and anchors. In terms of overall sound quality, stereo was given the worst score in comparison to the rest of the WFS scenes. In this case, we can see that there is a noticeable difference between separation algorithms. The DUET algorithm has the best score, followed by the MuLeTS algorithm. These two algorithms are close to the score obtained by the WFS scene with original sound sources. This means that very good quality can be achieved using separation algorithms instead of original sound sources. The PIW and ADRes algorithms are also similar and near the good range, which is still better than the stereo case.
Subjective assessment of ensemble width, showing mean and 95% confidence intervals of all test items of one system and reference direction.

In Helmut Wittek’s thesis [184], a set of experiments aimed at evaluating sound colour properties in different spatial audio systems was performed. The reproduction systems were artificially synthesized by means of a HRTF-based acoustic system including head-tracking that allowed to simulate arbitrary WFS and stereo setups. The spatial aliasing effect was shown to have an influence on the perceived coloration, while stereo reproduction seemed to be less affected due to other psychoacoustical factors involved in the perception of phantom sources.

It must be clarified that the results found in this thesis should not be interpreted as being in conflict with those evaluated in [184], since both experiments are very different in nature. Although a modified MUSHRA was also performed in Wittek’s experiments, simple stimuli (pink bursts) were considered in order to establish a controlled experimental environment, since these were regarded to be most sensitive to changes in the sound colour. Moreover, the anchors were constructed as several sine-ripple spectral distortions with different ripple depth. On the other hand, the experiments presented by the author in this chapter are intended to evaluate timbral distortion in the reproduction of complex sound scenes, where many factors have an influence on the perceived colouration: sound scene material, source arrangement, inter-source effects, musical preferences of the subjects, etc. In addition, anchors were selected to be in concordance with the expected distortions due to source separation. Thus, the results here reported may be understood as an evaluation of the overall timbre impression with complex scene reproduction, which needs for sure further investigation.

### 6.5.6 Significance analysis with ANOVA

In order to strengthen the conclusions drawn from the previous results, a further analysis was carried out by means of the *Analysis of Variance* (ANOVA) test. So far, we have examined the means of a set of attributes using several systems under test, showing that some differences can be found among them.
6.5. Results

Figure 6.10. Subjective assessment of perceived sound/timbral quality, showing mean and 95% confidence intervals of all test items of one system and reference direction.

The ANOVA procedure gives a statistical test to reject the null hypothesis\(^1\), concluding with a high degree of confidence that the aggregate mean differences among the groups of measures stem from something more than mere chance coincidence.

With the above aim, a one-way ANOVA for repeated measures is carried out. This assumes that there is one independent variable, i.e. a variable capable of influencing another (dependent) variable, and also that the subjects have been measured under all the tested systems.

Basically, the test consists in the computation of a ratio, \(F\), which is defined for the general case as

\[
F = \frac{MS_{bg}}{MS_{wg}},
\]

(6.3)

where \(MS_{bg}\) is a variance estimate pertaining to the particular fact whose significance wants to be assessed (e.g., those differences explained by the different groups (systems)). Similarly, \(MS_{wg}\) is a variance estimate reflecting the amount of pure random variability present in the situation.

The factor probability \(P\) of not being significant (and so the differences observed in the means are mere coincidence) is given by the \(F(d_{bg}, d_{wg})\) distribution, named after the English statistician Sir Ronald Fisher. Two degrees of freedom \(d_{bg} = k_g\) and \(d_{wg} = k_g(N_g - 1)\) define this distribution, where \(k_g\) and \(N_g\) are the number of groups and the number of subjects per group.

When repeated measures are taken on the subjects, the part of the variability within the total array of data that derives from individual differences among the subjects must be ignored, and \(MS_{wg}\) is replaced by \(MS_{error}\). These estimates are computed from the sum of squared deviates between-groups \(SS_{bg}\), within-groups \(SS_{wg}\) and from the subjects’ deviates \(SS_{subjects}\).

\(^1\) In our context, the null hypothesis would be “changing the system does not produce any modification in a perceived spatial attribute”.
The calculation of all these quantities is out of the scope of this section, but the interested reader can refer to [185] for a detailed description of different types of ANOVA.

ANOVA results

Table 6.2 shows the ANOVA parameters obtained for each spatial attribute averaged over the different audio programmes. The $P$ probabilities of localization accuracy and ensemble aperture are considerably high, which means that it cannot be concluded that the changes in the means observed in these attributes are due to using different systems. Therefore, the tested source separation methods seem to have little influence regarding these attributes. On the other hand, the rest of attributes have very low values of $P$, thus, being significant at levels beyond 99% (locatedness and widthness) and 95% (timbral).

Recall once again that this term “significant” always has an If/Then logical structure embedded within it, and that the center-point of the structure is always the null hypothesis. For our case the structure is this: If the null hypothesis were true, i.e. if the differences among the means were occasioned by nothing more than random variability, then the likelihood of ending up with a larger $F$ ratio would be less than 1% ($P < 0.01$) (or 5% in the case of colouration). As a consequence we can accordingly reject the null hypothesis, provisionally concluding that the observed effects have been produced by the use of blindly separated sources.

6.5.7 Joint Analysis

In Figure 6.11 the mean values obtained for all of the stimuli and listeners are represented jointly in order to show the overall performance of each system/separation method considered. Source locatedness and widthness are represented in a 5 grade scale and the sound quality conserves the MUSHRA scale (0 to 100). The localization accuracy shows the mean run standard deviation $\bar{\delta}$ in degrees, calculated as explained in Section 6.3.1. The ensemble aperture is represented as the deviation from the expected aperture value (in degrees as well). This figure is intended to summarize all the results in a single graph, although some considerations should be taken when evaluating the displayed values. There are some attributes that are clearly related to the perceived basic audio quality, such as localization accuracy or timbral fidelity. However, the relation of widthness and ensemble aperture to the perceived audio quality is not totally clear. As Rumsey [101] pointed out, concert hall experiments have shown that listeners prefer larger amounts of Auditory Source Width (ASW) (without differentiating between ensemble or individual source width). With regards to reproduced sound, it is unclear whether the same preference for larger ASW exists. In addition, the scales showed for each vertex are not the same, although they have been selected to be distant to the center in the better case. Therefore, although the area enclosed by each polygon can be loosely related to the perceived audio quality, these results should not be interpreted in a strict way.

It can be observed that WFS reproduction using original sources has the greatest values in terms of sound/timbral quality, source locatedness and source widthness. All of the separation algorithms produced scenes with smaller values with regard to these attributes, but it is interesting to notice how localization accuracy is slightly improved using blindly separated tracks. Nevertheless, all of the values remain close to the ones obtained using original sources and the spatial quality improves significantly in comparison to stereo reproduction. The DUET and MuLeTS algorithms achieved the best results, both being very similar. The PIW and ADRess
6.5. Results

<table>
<thead>
<tr>
<th>Factor: Locatedness</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between groups</td>
<td>17.09</td>
<td>6</td>
<td>2.85</td>
<td>16.31</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>Within groups</td>
<td>15.84</td>
<td>98</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Error</td>
<td>14.68</td>
<td>84</td>
<td>0.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subjects</td>
<td>1.17</td>
<td>14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>32.94</td>
<td>104</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Factor: Localization Accuracy</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between groups</td>
<td>138.2</td>
<td>6</td>
<td>23.04</td>
<td>1.35</td>
<td>0.24</td>
</tr>
<tr>
<td>Within groups</td>
<td>1709</td>
<td>98</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Error</td>
<td>1430</td>
<td>84</td>
<td>17.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subjects</td>
<td>278.3</td>
<td>14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>1847</td>
<td>104</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Factor: Widthness</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between groups</td>
<td>24.59</td>
<td>6</td>
<td>4.10</td>
<td>50.69</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>Within groups</td>
<td>7.87</td>
<td>98</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Error</td>
<td>6.79</td>
<td>84</td>
<td>0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subjects</td>
<td>1.07</td>
<td>14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>32.46</td>
<td>104</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Factor: Ensemble Aperture</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between groups</td>
<td>10204</td>
<td>6</td>
<td>170.06</td>
<td>0.98</td>
<td>0.44</td>
</tr>
<tr>
<td>Within groups</td>
<td>18254</td>
<td>98</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Error</td>
<td>14615</td>
<td>84</td>
<td>170.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subjects</td>
<td>3638</td>
<td>14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>19274</td>
<td>104</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Factor: Sound/Timbral Quality</th>
<th>SS</th>
<th>df</th>
<th>MS</th>
<th>F</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Between groups</td>
<td>14862</td>
<td>5</td>
<td>2960.40</td>
<td>2.97</td>
<td>0.02</td>
</tr>
<tr>
<td>Within groups</td>
<td>76806</td>
<td>84</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Error</td>
<td>69742</td>
<td>70</td>
<td>996.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subjects</td>
<td>7064</td>
<td>14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>91608</td>
<td>89</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.2. ANOVA results.
methods had acceptable results, but not as good as the other two separation algorithms.

6.5.8 Objective vs. Subjective Measures Discussion

Although it is very difficult to establish a complete correlation between every spatial attribute and the separation algorithm used, some interesting relationships have been observed in the experiments previously described:

- Localization accuracy seems to be related to the SIR. The more isolation achieved in the separation, the more localization accuracy perceived in the resynthesis. This is especially observable in the case of the PIW algorithm results. From Figures 6.3 and 6.11, it can be seen that the PIW algorithm is the one which has best SIR and localization accuracy.

- The modified MUSHRA results show a high correspondence between the sound quality of the scene and the SAR of the sources. The DUET algorithm obtained the best sound quality score and also the best SAR in the objective evaluation.

From the above preliminary observations we can state that, in general terms, localization attributes may be affected by the grade of interference rejection obtained in the separation process. Obviously, artifacts introduced by the separation algorithm affect the sound quality of the scene, but the separation is still very good in the context of multisource scene resynthesis.

6.6 Conclusions

In this chapter, SSS techniques have been proposed, employed and evaluated in the context of stereo to Wave Field Synthesis up-mixing for the first time. Although separation algorithms
are far from giving high fidelity audio signals, the masking effects involved in the listening to spatially remixed scenes perceptually improve the quality of the WFS virtual sources. Listening tests were carried out in order to find out which spatial attributes were more affected in the reproduction of complex sound material, including music and speech. The outcome of the analysis carried out in this chapter showed that some differences in the spatial properties of the resynthesized scenes were detected, specially those related to the timbral quality and width of the sources. Nevertheless, the aim of constructing spatially enhanced scenes from stereo material has been achieved, confirming that SSS methods can be considered as a potential solution to WFS up-mixing.
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Small microphone arrays provide many advantages in their application to mobile devices. Their enhanced acoustic properties can be exploited in many speech processing systems, such as hands-free devices, videoconferencing or hearing aids. In this chapter, several techniques based on small microphone arrays and time-frequency processing are presented: a multiple source localization method based on model fitting, a selective amplitude panning technique for enhanced stereo reproduction and a three-microphone array for automatic binaural synthesis. Although source separation is not considered for these applications, the proposed processing is also based on the sparsity and disjointness achieved by time-frequency representations.

7.1 Introduction

The first part of this thesis was centered on the separation of audio sources from stereo mixtures, which was later shown to be a solution for the reproduction of spatially enhanced scenes by means of Wave Field Synthesis (WFS). However, as seen in the previous chapters, extracting more sources than sensors from a stereo mixture is a difficult task. This underdetermined problem is usually faced by working with a sparse representation of the signals, which is commonly provided by a time frequency transformation, such as the STFT (Section 2.5.4). Additionally, the interaural differences between the sensors can be exploited to perform separation of both instantaneous (Section 3.2) and real (Section 3.3) mixtures.

The framework used in stereo SSS is not necessarily related to the extraction of sources from mixtures. In fact, using the frontend provided by the STFT and the interaural differences found between microphone pairs, it is possible to develop many interesting audio applications were the goal is not to obtain a separate signal for each source.

This chapter presents a set of developments based on the underdetermined SSS framework. Section 7.2 introduces a model-fitting approach for the localization of multiple sound sources.
To this end, the processing used in Section 3.3 is followed, obtaining a spatial representation of the signals in environments with moderate reverberation. Instead of separating the histogram into angular sections, a Laplacian Mixture Model (LMM) is fitted to the data by means of the Expectation-Maximization (EM) algorithm, resulting in accurate localization of the sources. Section 7.3 describes an enhanced stereo reproduction system based on the same described framework [186]. In this case, a selective amplitude panning is applied to each time-frequency point according to its DOA. This results in an impressive spatialization effect when listening to the synthesized time-domain signals through a conventional stereo reproduction system. Similarly, Section 7.4 extends the method for working with localized sources in the whole azimuth plane using binaural synthesis reproduction. In this case, three microphones are used, which enables to resolve the front/back ambiguity in DOA estimation.

### 7.2 Multiple Source Localization

Microphone arrays have been intensively studied in the last years due to their enhanced acoustic properties. One of the most active research lines in multichannel signal processing is acoustic source localization. In fact, estimating the direction of arrival of multiple sound sources in a real scenario is a very difficult task. Algorithms for acoustic source localization are often classified into direct approaches and indirect approaches [187]. Indirect approaches estimate the time delay of arrival (TDOA) between various microphone pairs and then, based on the array geometry, estimate the source positions by optimization techniques. On the other hand, direct approaches compute a cost function over a set of candidate locations and take the most likely source positions [188].

Cross-correlation-based methods in the time domain have been widely applied in DOA estimation [189]. However, the poor resolution achieved by time-domain methods led to frequency domain and subspace approaches [190]. Techniques based on the steered response power (SRP) are often chosen when more than two microphones are available [32]. In the case of multiple source localization using only two microphones or an acoustic mannequin, DOA estimation is usually performed via binaural localization cues [191]. When a source is not located directly in front of the array, sound arrives slightly earlier in time at the microphone that is physically closer to the source, and with somewhat greater energy. This fact produces the interaural time difference (ITD) and the interaural level difference (ILD) between the two sensors. DOA estimation methods based on binaural models, such as the Jeffress or equalization-cancelation (EC) models, have shown to successfully estimate locations of two sources in anechoic environments [192].

The DUET separation technique [193], which is also based on channel differences, can be used for estimating with high accuracy the TDOA of several sources in the time-frequency domain assuming that only one source is active in each point. This algorithm accumulates the power of each time-frequency bin in a histogram where the most likely source positions can be identified as strong peaks when the mixture is approximately anechoic. Unfortunately, peaky regions are spread out and overlap with one another when reverberation appears and its performance is severely degraded. In order to deal with this problem, Gaussian Mixture Models (GMM) for azimuthal histograms have been proposed to increase the robustness of DOA estimates against reverberation [194][195]. However, the sparse nature of speech signals in the time-frequency domain makes supergaussian distributions more appropriate to model these histograms, specially
when only a set of reliable DOA estimates pre-selected from their short-time coherence is used.

In this section, we present a method to estimate the DOA of multiple simultaneous sources using two omnidirectional microphones under the framework of Section 3.3. Instead of applying multi-level thresholding for separating the sources, the distribution of DOA estimates is modeled as a mixture of Laplacian functions and the EM algorithm is used to find the parameters of this model. The real DOA of the sources are considered to be the centers of the Laplacian functions that best explain the observed distribution.

7.2.1 Laplacian Mixture Model

Speech signals can be considered as having a sparse distribution in the STFT domain. There is a number of models that can be used to represent sparsity. One common probabilistic model is the Laplacian density function, which is given by:

$$L_p(\theta, \beta, \gamma) = \beta e^{-2\beta|\theta - \gamma|}, \quad (7.1)$$

where \(\gamma\) is the mean of the distribution of the random variable \(\theta\) and \(\beta > 0\) controls the “width” or approximate standard deviation. A LMM is defined as follows:

$$p(\theta) = \sum_{n=1}^{N} \alpha_n L_p(\theta, \beta_n, \gamma_n) = \sum_{n=1}^{N} \alpha_n \beta_n e^{-2\beta_n|\theta - \gamma_n|}, \quad (7.2)$$

where \(\alpha_n, \gamma_n\) and \(\beta_n\) represent the weight, mean and width of each Laplacian, respectively, and all weights should sum up to one, i.e., \(\sum_{n=1}^{N} \alpha_n = 1\).

LMMs have also been successfully applied in the separation of instantaneous audio mixtures when there are more sources than sensors [196]. However, the purpose of this section is to use this model to find the DOA of the sources in a real scenario, taking profit of the coherence-based selection of Section 3.3.2, which enhances the peaky shape of the observed distribution under real reverberant conditions. The tendency of the data to cluster along DOA values is a consequence of speech sparsity in the time-frequency domain, and pre-selection allows to emphasize this tendency (see Figure 3.16). Similarly to common GMM approaches, the EM algorithm [197] can be employed to train a LMM over a training set (batch-EM) or even adapt the parameters of the LMM in real time (Online-LMM). Next, we present the updates for the batch-approach.

Batch-EM

We assume \(K_s\) training samples for \(\theta_i\) obtained from the pre-selected DOA estimates (see Sections 3.3.1 and 3.3.2):

$$\theta_i = D(k, r)|_{(k, r) \in S}, \quad (7.3)$$

where \(S = \{(k, r) \mid \Phi(k, r) > \Phi_T\}\) is the set of time-frequency bins above the defined coherence threshold \((\Phi_T)\), and \(D(k, r)\) is computed from Eq.(3.56).

If Laplacian distributions are considered, the log-likelihood of these training samples takes the form:

$$I(\alpha_n, \beta_n, \gamma_n) = \sum_{i=1}^{K_s} \log \sum_{n=1}^{N} \alpha_n L_p(\theta_i, \beta_n, \gamma_n). \quad (7.4)$$

The conditional expectation of the log-likelihood can be simplified as:

$$J(\alpha_n, \beta_n, \gamma_n) = \sum_{i=1}^{K_s} \sum_{n=1}^{N} (\log \alpha_n + \log \beta_n - 2\beta_n|\theta_i - \gamma_n|) p(n|\theta_i), \quad (7.5)$$
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where \( p(\theta_i|\theta_i) \) represents the probability of sample \( \theta_i \) belonging to the \( n \)th Laplacian. The updates for \( p(\theta_i|\theta_i) \) and \( \alpha_n \) are given by [198]:

\[
p(n, \theta_i) = \frac{\alpha_n L_p(\theta_i, \beta_n, \gamma_n)}{\sum_{n=1}^{N} \alpha_n L_p(\theta_i, \beta_n, \gamma_n)},
\]

(7.6)

\[
\alpha_n^+ = \frac{1}{K_s} \sum_{i=1}^{K_s} p(n|\theta_i),
\]

(7.7)

where \( ^+ \) stands for the updated value in the current iteration. Setting \( \frac{\partial J(\alpha_n, \beta_n, \gamma_n)}{\partial \gamma_n} = 0 \) and \( J(\alpha_n, \beta_n, \gamma_n)/\partial \beta_n = 0 \), we can obtain the updates for \( \gamma_n \) and \( \beta_n \), respectively:

\[
\gamma_n^+ = \frac{\sum_{i=1}^{K_s} |\theta_i - \gamma_n| p(n|\theta_i)}{\sum_{i=1}^{K_s} |\theta_i - \gamma_n| p(n|\theta_i)},
\]

(7.8)

\[
\beta_n^+ = \frac{\sum_{i=1}^{K_s} p(n|\theta_i)}{2 \sum_{i=1}^{K_s} |\theta_i - \gamma_n| p(n|\theta_i)}.
\]

(7.9)

The above update rules are iterated until convergence \( (p(n, |\theta_i|) - p(n, |\theta_i|) < \epsilon) \), where \( \epsilon \) is small value. The pre-selection described in the previous section can emphasize the Laplacian structure of the observed distribution. This enhancement will increase the convergence speed of the EM algorithm, leading to more accurate DOA estimations.

**Initialization**

Some initialization issues should be considered. First of all, the number of sources \( N \) needs to be known \emph{a priori}. In addition, the clusters found by the algorithm depend on the initial values of the Laplacian centers. However, as the solution space is known in advance \( (\gamma_n \in [-1, 1]) \) and we assume that the sources are relatively well separated in azimuth, it is convenient to initialize \( \gamma_n \) in equal intervals in the azimuth plane \( (0^\circ, 180^\circ) \). This way, it is easier for the algorithm to cover most source positions in the mixture.

**7.2.2 Experiments**

In this section, we evaluate the proposed approach using real recordings obtained from the public data used in the \emph{First Stereo Audio Source Separation Evaluation Campaign} [67]. In our experiments, we will discuss the accuracy of the described method in estimating the DOA of an increasing number of speakers, the localization accuracy for several types of mixtures (male, female and music) and the robustness of the method against reverberation.

**LMM versus GMM**

In order to test the validity of the proposed approach and for comparison purposes, several models are considered: GMM without pre-selection, GMM with pre-selection, LMM without pre-selection and LMM with pre-selection. The input signals are male speech mixtures sampled at 16 kHz and have a duration of 10 s. The room where the signals were captured had a reverberation time of 250 ms and the microphone spacing was set to 5 cm. TF analysis was carried out using half overlapping Hanning windows with duration 512 samples. The coherence function used was Mohan’s coherence test (Section 3.3.2) and the number of time frames averaged for the computation of the covariance matrix \( \hat{R}(k,r) \) was \( C_r = 10 \).
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<table>
<thead>
<tr>
<th>N</th>
<th>Real DOA</th>
<th>GMM</th>
<th>Iter.</th>
<th>LMM</th>
<th>Iter.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(75°)</td>
<td>(75°)</td>
<td>31</td>
<td>(75°)</td>
<td>26</td>
</tr>
<tr>
<td>2</td>
<td>(75°, 105°)</td>
<td>(80°, 103°)</td>
<td>135</td>
<td>(78°, 103°)</td>
<td>35</td>
</tr>
<tr>
<td>3</td>
<td>(75°, 105°, 45°)</td>
<td>(78°, 102°, 51°)</td>
<td>371</td>
<td>(77°, 102°, 47°)</td>
<td>200</td>
</tr>
<tr>
<td>4</td>
<td>(75°, 105°, 45°, 140°)</td>
<td>(74°, 103°, 37°, 110°)</td>
<td>500</td>
<td>(73°, 103°, 40°, 144°)</td>
<td>121</td>
</tr>
</tbody>
</table>

Table 7.1. Estimated DOA for several speakers and iterations until convergence without Pre-selection.

<table>
<thead>
<tr>
<th>N</th>
<th>Real DOA</th>
<th>GMM+Pre</th>
<th>Iter.</th>
<th>LMM+Pre</th>
<th>Iter.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(75°)</td>
<td>(75°)</td>
<td>29</td>
<td>(75°)</td>
<td>25</td>
</tr>
<tr>
<td>2</td>
<td>(75°, 105°)</td>
<td>(81°, 103°)</td>
<td>100</td>
<td>(75°, 104°)</td>
<td>24</td>
</tr>
<tr>
<td>3</td>
<td>(75°, 105°, 45°)</td>
<td>(80°, 103°, 50°)</td>
<td>210</td>
<td>(75°, 105°, 43°)</td>
<td>92</td>
</tr>
<tr>
<td>4</td>
<td>(75°, 105°, 45°, 140°)</td>
<td>(79°, 103°, 45°, 108°)</td>
<td>349</td>
<td>(74°, 103°, 44°, 140°)</td>
<td>103</td>
</tr>
</tbody>
</table>

Table 7.2. Estimated DOA for several speakers and iterations until convergence with Pre-selection.

Table 7.1 and Table 7.2 show the results obtained for each configuration without and with using pre-selection, including the number of iterations completed until convergence. The results given for the GMM models are the best obtained for different initialization values, as GMM models showed to be much more dependent on initial values than LMM models. In general, it can be observed that LMM models perform better than GMM models, both in terms of DOA estimation accuracy and convergence. Note that the number of iterations is considerably reduced when pre-selection is applied (Table 7.2), especially when the number of sources is high. This is a consequence of the enhancement of the Laplacian structure of the distribution, which leads to a faster convergence of the EM algorithm. Figure 7.1(a) shows the fitted model and the observed distribution for the 4 sources case using a LMM with pre-selection. The corresponding GMM model is shown in Figure 7.1(b). The centers of the different curves are the estimated DOAs.

![Figure 7.1](image)

**Figure 7.1.** Fitted models for a mixture of 4 sources. (a) LMM with Pre-selection. (b) GMM with Pre-selection.

### Localization Accuracy and Robustness

The accuracy of the proposed method is tested by using a setup which is similar to the one described above. In this case, several types of mixtures are tested: male speech mixtures, female speech mixtures, music mixtures with drums, and music mixtures without drums. Three sources are present in each mixture. With the aim of showing the robustness of the method against
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reverberation, three impulse responses corresponding to different degrees of reverberation have been simulated using the Matlab simulation tool Roomsim [199]. Table 7.3 shows the results obtained for each type of mixture and reverberation time (RT<sub>60</sub>). As it can be seen in the table, the sound type has not a significant impact on accuracy. However, reverberation affects negatively the accuracy of the estimation. Nevertheless, although estimation is worse under very reverberant scenarios, the accuracy achieved by the method is still good for most practical applications.

<table>
<thead>
<tr>
<th>Mixture</th>
<th>RT&lt;sub&gt;60&lt;/sub&gt; = 0 ms</th>
<th>RT&lt;sub&gt;60&lt;/sub&gt; = 250 ms</th>
<th>RT&lt;sub&gt;60&lt;/sub&gt; = 800 ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>0°</td>
<td>1.29°</td>
<td>4.24°</td>
</tr>
<tr>
<td>Male</td>
<td>0°</td>
<td>1.15°</td>
<td>4.04°</td>
</tr>
<tr>
<td>Music w/d</td>
<td>0°</td>
<td>1.63°</td>
<td>6.60°</td>
</tr>
<tr>
<td>Music n/d</td>
<td>0°</td>
<td>1.29°</td>
<td>5.25°</td>
</tr>
</tbody>
</table>

Table 7.3. Localization Accuracy (root mean square error).

7.3 Stereo Enhancement With Selective Amplitude Panning

Since the widespread introduction of stereophonic sound reproduction in the 1950s, multiple methods have been proposed to allow manipulation of the spatial characteristics of sound recordings [200]. Stereo enhancement refers to processing stereophonic music or sound in such a way as to add spaciousness to the stereo sound field. The purpose of stereo enhancement is to widen the stereo sound field, thereby immersing the listener in a cleaner, richer sound experience, significantly improving the quality, depth and feel of the sound played. From a practical point of view, stereo enhancement is intended to spread the stereo field into a 180 degree arc in front of the listener.

Stereo enhancement can be applied to listening situations with loudspeakers as well as headphones. Although the field of stereo enhancement has relatively few instances of scientific literature as compared to source positioning using binaural synthesis, there is a huge amount of patents related to enhancement of stereophonic recordings.

Many enhancement schemes make use of the channel difference signal (L<sup>ch</sup> − R<sup>ch</sup>) and/or the sum signal (L<sup>ch</sup> + R<sup>ch</sup>) in order to emphasize the difference between the left and right signals [201][202][203]. For example, if the L<sup>ch</sup> and R<sup>ch</sup> signals contain a substantial common component, it is possible to express L<sup>ch</sup> = M<sup>c</sup> + L<sup>o</sup>, and R<sup>ch</sup> = M<sup>c</sup> + R<sup>o</sup>, where M<sup>c</sup> is the common signal and L<sup>o</sup> and R<sup>o</sup> are the left-only and right-only components. In this situation L<sup>ch</sup> − R<sup>ch</sup> = L<sup>o</sup> − R<sup>o</sup>, so adding L<sup>ch</sup> − R<sup>ch</sup> to L<sup>ch</sup> gives M<sup>c</sup> + 2L<sup>o</sup> − R<sup>o</sup>, which boosts the proportion of L<sup>o</sup> in the composite left signal. Similarly, subtracting L<sup>ch</sup> − R<sup>ch</sup> from R<sup>ch</sup> performs the same operation on the right channel. Furthermore, the presence of the inverted components (−R<sup>o</sup> in the left output and −L<sup>o</sup> in the right output) also serves to give a broadened spatial impression to the resulting stereo sound field [200].

While these type of inventions have been widely used in the home entertainment industry to provide wider stereo scenes from conventional stereo mix-downs, there are no stereo enhancement methods aimed at improving the listening experience for recordings captured by small mobile
7.3. Stereo Enhancement With Selective Amplitude Panning

This section describes a simple method for enhancing the stereo scene by post-processing recordings obtained with two small omnidirectional microphones. The technique next described is based again in the time-frequency processing of Section 3.3. A simple amplitude panning applied over each time-frequency point allows to obtain a highly spatialized sound scene in the reproduction of the processed signals.

7.3.1 Time-Frequency Selective Panning

Consider the STFT of the two channels from the stereo input, \( X_1(k, r) \) and \( X_2(k, r) \). The cosine of the DOA can be estimated by using Eq.(3.56). Firstly, values out of the range \([-1, 1]\) are restricted to be within this range:

\[
\bar{D}(k, r) = \begin{cases} 
\text{sign}(D(k, r)) & \text{if } |D(k, r)| \geq 1 \\
D(k, r) & \text{otherwise} 
\end{cases} \quad \forall (k, r), \quad (7.10)
\]

where \(\text{sign()}\) is the sign of a real number.

Then, a simple mapping to the range of the panoramic parameter \(\phi_n\) is applied:

\[
\tilde{\phi}(k, r) = \frac{\bar{D}(k, r) + 1}{2}, \quad \forall (k, r). \quad (7.11)
\]

Note that, with this transformation, each time-frequency point is assigned a panning parameter depending on its DOA. Time-frequency points coming from 180° \((D(k, r) = -1)\) will be assigned a top left panning \((\tilde{\phi} = 0)\), while points coming from 0° \((D(k, r) = 1)\), will be top right panned \((\tilde{\phi} = 0)\). The selective panning is then applied on each time-frequency point accordingly:

\[
X'_1(k, r) = \cos\left(\frac{\tilde{\phi}(k, r)\pi}{2}\right) X_1(k, r), \quad \forall (k, r), \quad (7.12)
\]

\[
X'_2(k, r) = \sin\left(\frac{\tilde{\phi}(k, r)\pi}{2}\right) X_2(k, r), \quad \forall (k, r). \quad (7.13)
\]

The enhanced stereo signals, \(x'_1(t)\) and \(x'_2(t)\), are recovered by applying the inverse STFT operator. Note that the panning preserves the azimuth order of the estimated DOA, thus, the original stereo image is preserved.

Aperture Modification

The cosine of the DOA \(D(k, r)\) is an estimation of the real azimuth position of the dominant sound source at time-frequency point \((k, r)\). However, it is possible to change the degree of broadness of the stereo aperture by applying a transformation to the values of \(\bar{D}(k, r)\). With this purpose, a transformation parameter \(P_D\) is introduced, which relates the original estimated \(\bar{D}(k, r)\) with a modified one:

\[
\bar{D}_m(k, r) = \text{sign}(\bar{D}(k, r)) \frac{|\bar{D}(k, r)| + \frac{1}{P_D}|\bar{D}(k, r)|}{2|\bar{D}| + \frac{1}{P_D} - 1}. \quad (7.14)
\]

The \(P_D\) parameter is defined so that, if it is positive, the stereo aperture is increased, while if it is negative, the stereo aperture is decreased. A value \(P_D = 0\) indicates that no transformation
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is applied. Figure 7.2 shows how the original estimations \( \hat{D}(k, r) \) are transformed into the modified ones \( \hat{D}_m(k, r) \) using different values of \( P_D \). The rest of the processing is identical, following with the computation of \( \bar{\phi}(k, r) \) (Eq.(7.11)) and the selective panning of Eq.(7.12) and Eq.(7.13).

7.4 Enhanced Reproduction using Binaural Synthesis

The previous section proposed a stereo enhancement technique which can be used for reproduction over any two-channel system. This section is aimed at proposing a similar enhancer technique for binaural sound synthesis using headphones. The two-channel DOA estimation, which can not resolve the front/back ambiguity, is extended to full azimuth (0° to 360°) by using three omnidirectional microphones. In the synthesis stage, a selective HRTF filtering is used to add spaciousness to any of the mono signals recorded by the microphones.

7.4.1 System Geometry

The geometry used for deriving the relationships between the phase differences of each sub-array and the DOA of the source with respect to the center of the array is depicted in Figure 7.3. As we are covering the full azimuth range with this array, the estimation of the cosine of the DOA is not sufficient, thus, the sine of the DOA is needed to resolve the correct angular quadrant:

\[
\cos(\theta^{360})(k, r) = \frac{\cos(\theta_{31})(k, r) - \cos(\theta_{21})(k, r)}{2\cos(\pi/3)}, \quad \forall(k, r) \tag{7.15}
\]

\[
\sin(\theta^{360})(k, r) = -\cos(\theta_{23}), \quad \forall(k, r) \tag{7.16}
\]

where \( \theta^{360} \) is the DOA angle of the source with respect to the array center and the between-sensor relationships are given by

\[
\cos(\theta_{ij})(k, r) = \frac{c}{\omega_k d} (\angle X_i(k, r) - \angle X_j(k, r)), \quad \forall(k, r) \tag{7.17}
\]
The result of this processing are two time-frequency DOA maps that represent the estimates of \( \cos(\theta_{360}) \) and \( \sin(\theta_{360}) \) in each frequency and time-frame. A two-dimensional amplitude-weighted histogram of both values enables to have an intuitive representation of the energy distribution in the horizontal plane. Figure 7.4 shows the 2D weighted histograms (normalized) of a mixture of 4 speech sources with directions 15°, 75°, 170° and 260°. Two different room conditions are simulated in order to see the effect of reverberation in the energy distribution. Note how in the anechoic case (a), the sources appear as localized energy zones corresponding to their real DOAs. The diffuseness added by room reflections can be clearly appreciated in (b), where the energy, although clustered around the real DOA angles, has been highly spread.

It is important to notice that a perfectly estimated direction will show an agreement between their cosine and sine values, i.e., \( \cos^2(\theta_{360})^2(k, r) + \sin^2(\theta_{360})(k, r) = 1 \). Therefore, perfect estimations will lie on the unit circumference (as most of the points in the anechoic case). In contrast, points suffering spectral overlap between the sources or corrupted by reverberation, will be outside or inside the unit circumference. This property can be used for designing proper interaural coherence measures that quantify the diffuseness of the recorded sound.
7.4.2 Full-Azimuth DOA Map

From the two time-frequency maps of cosine and sine estimations, \( \cos(\theta^{360}(k, r)) \) and \( \sin(\theta^{360}(k, r)) \), a single full-azimuth DOA map is computed as follows:

\[
D^{FA}(k, r) = \arctan^{360}\left( \cos(\theta^{360}(k, r)), \sin(\theta^{360}(k, r)) \right), \ \forall(k, r)
\]  

(7.18)

where the operator \( \arctan^{360} \) is the quadrant-resolving arctangent:

\[
\arctan^{360}(\sin \theta, \cos \theta) \begin{cases} 
\arctan \theta & \text{if } \sin \theta \geq 0, \cos \theta \geq 0 \\
\arctan \theta + \pi & \text{if } \sin \theta \geq 0, \cos \theta < 0 \\
\arctan \theta + \pi & \text{if } \sin \theta < 0, \cos \theta < 0 \\
\arctan \theta + 2\pi & \text{if } \sin \theta < 0, \cos \theta \geq 0 
\end{cases}
\]  

(7.19)

The angular distribution of the energy can be represented by an amplitude-weighted histogram (Section 3.2.2). The full-azimuth DOA map \( D^{FA}(k, r) \) for the example mixture is shown in Figure 7.5(a). The angular energy distribution can be observed in (b). Note that this histogram can be also used by the MuLeTS algorithm for performing separation in the full azimuth plane.

![Full-azimuth DOA map and angular energy for \( \rho = 0.5 \). (a) Full-azimuth DOA map. (b) Polar representation of the angular energy](image)

**Figure 7.5.** Full-azimuth DOA map and angular energy for \( \rho = 0.5 \). (a) Full-azimuth DOA map. (b) Polar representation of the angular energy

7.4.3 Binaural Synthesis

The binaural synthesis stage next described works similarly to the time-frequency selective amplitude panning of Section 7.3.1. In this case, instead of using the simple panning expressions for applying a selective gain to each time-frequency point, a complex HRTF look-up table is defined from any measured HRTF database. Therefore, a \( 2 \times K \times N_{\theta} \) matrix \( \text{HRTF}(k, \theta) \), is constructed with the left and right \( K \)-point HRTFs at the \( N_{\theta} \) measured azimuth angles (with zero elevation).

Once the HRTF matrix is available, one of the input signals \( X_{m}(k, r) \) is selectively filtered according to the value of the calculated full-azimuth DOA map:

\[
X'_{1}(k, r) = X_{m}(k, r) \text{HRTF}(1, k, D^{FA}(k, r)), \ \forall(k, r)
\]  

(7.20)
\[ X_k^r(k, r) = X_m(k, r) \text{HRTF}(2, k, D^{FA}(k, r)), \quad \forall (k, r). \quad (7.21) \]

Note that in the above equations, it is assumed that a HRTF is available for any calculated DOA angle \( D^{FA}(k, r) \). This is not usually the case, since HRTFs are usually measured at discrete azimuth angles. Two solutions to this problem are possible: to carry out an interpolation of the available HRTFs or filtering with the available HRTF closest to the estimated DOA angle. The author, in a real-time implementation of the described method, used the latter option with a 5° azimuth resolution HRTF database. Although a subjective evaluation of the method has not been conducted yet, no artifacts were apparently produced without interpolation.

## 7.5 Conclusion

In this chapter, three developments related to the framework of stereo underdetermined SSS have been presented: a method for localizing multiple sources in adverse environments, a stereo enhancement technique for improved spatial reproduction and a binaural synthesis method using a three-microphone array.

The source localization approach consists of three main stages, two of them common to the separation method of Section 3.3: time-frequency processing of the input signals for preliminary DOA estimates, coherence-based pre-selection of reliable points and LMM fitting of the observed distribution via the EM algorithm. The suitability of the model has been demonstrated by comparing the results obtained for a range of simultaneous speakers using public data from the audio community. The experiments carried out confirm that the LMM outperforms the GMM in DOA estimation, both in terms of localization accuracy and convergence.

The patented stereo enhancement technique of Section 7.3 has also many similarities with the previous approach. In this case, the DOA map obtained from the analysis of phase differences in the time-frequency domain, is used to apply a selective amplitude panning to the input mixture channels. The stereo effect perceived by stereo recordings with two closely spaced omnidirectional microphones is very poor, thus, the described technique provides a solution for getting wider stereo images without using directional microphones. The applicability of the proposed technique is very high, since this simple processing adds a spatial quality improvement for mobile audio recording devices.

Finally, another application of time-frequency processing for small microphone arrays was provided in Section 7.4. The DOA estimation principle of the previous chapters was extended to the 3-microphone case, resolving the front/back ambiguity to cover the full azimuth plane. An improved spatial reproduction of the recording was obtained by applying a selective HRTF time-frequency filtering in accordance to the estimated directions. Although no formal subjective tests have been conducted to evaluate its performance, the results after implementing a real-time version of the technique confirm its viability to design immersive communication systems with this technology.
Conclusions

The overall aim of this research was to deepen into Sound Source Separation (SSS) methods and evaluate their potential application to advanced spatial audio reproduction systems. The motivation of this research came from the necessity of designing new up-mixing schemes suitable for the use of advanced reproduction formats based on sound field rendering, especially Wave Field Synthesis (WFS).

This chapter will summarize the findings of this research work, revisiting the research objectives given in the introductory chapter. First, Section 8.1 will review the contents of this study, outlining the main conclusions that were extracted from each chapter. The contributions of this thesis to the sound source separation and spatial sound reproduction fields will be listed in Section 8.2. Recommendations for future research will be also discussed. Additionally, the final section contains a list of published works occurred during the course of candidature for the degree.

8.1 Summary

As introduced in Chapter 1, the work presented throughout this thesis can be categorized within two areas: sound source separation and spatial sound.

The first part of this dissertation, related to the SSS field, presented the underdetermined source separation problem as a challenging one. The main difficulty resided in the fact that, even if the mixing process is perfectly known, the problem is not invertible, and recovering the sources without error is not an easy task. In the case of stereo mixtures, which is the most common format used to store audio material, sources usually outnumber mixture channels. Therefore, underdetermined SSS methods are needed to obtain an estimation of the original sound signals that originated the mix-down.
To this end, Chapter 3 presented two SSS techniques that addressed the underdetermined problem using a well-known segmentation technique from image processing: multi-level thresholding. In Section 3.2, the separation of instantaneous stereo mixtures was tackled by applying the proposed clustering to a weighted histogram of ILD values in the STFT domain and employing time-frequency masking. Similarly, Section 3.3 considered the separation of real sound mixtures using a two-microphone array. In this case, DOA estimates in the time-frequency domain were used as the clustering feature. In order to increase the robustness against reverberation, a coherence-based selection of reliable data points and an amplitude-weighted histogram were included. The evaluation results showed that the proposed processing can efficiently separate the sources in both cases, even when they have been mixed very close together.

The sources extracted by SSS algorithms are usually distorted versions of the original ones, and it is common to find residuals from other sources in the final separated tracks. These residuals affect the perceived quality of the signals and, as seen in Chapter 6, they have also an influence on the perceived spatial quality in spatial sound remixing. To deal with this problem, Chapter 4 proposed two post-processing techniques aimed at detecting and eliminating these residuals in the STFT domain. The first one, based on normalized energy masking, identified and suppressed these residuals using an Energy-Normalized Source to Interference Ratio. The second one, addressed the problem by detecting and reassigning small isolated clusters of active points in the separation masks. With this purpose, a likelihood criterion in the time-frequency neighborhood of these clusters was proposed. The results of the experiments carried out to evaluate the improvements achieved by these techniques showed that the isolation of the sources can be considerably increased, without introducing many artifacts after the processing.

The application of SSS to spatial audio, specifically to WFS, was covered in Chapter 5. SSS methods were proposed, employed, and evaluated in the context of stereo to WFS up-mixing. Although the sources extracted by stereo SSS algorithms are not high-fidelity audio signals, the masking effects that appear when listening to spatially remixed scenes perceptually improve the quality of the WFS sound scenes. Experimental work was carried out to find out which spatial attributes were more affected in the reproduction of complex sound material extracted with SSS algorithms. The results of the listening tests revealed that some differences in the spatial properties of the resynthesized scenes are produced, specially those related to the timbral quality and width of the sources.

Finally, Chapter 7 presented some developments related to the time-frequency processing framework used in this thesis. These developments addressed the localization of multiple speakers in teleconferencing applications and the enhanced reproduction of stereo recordings in mobile devices by using either selective amplitude panning or binaural sound synthesis. These applications showed the potential of applying time-frequency processing techniques for the development of enhanced sound reproduction systems.

8.2 Contribution to Knowledge

This section is devoted to how this research work has contributed to the field of SSS and WFS reproduction. These contributions are listed as follows:

- A novel approach for the separation of underdetermined instantaneous mixtures has been
presented (Section 3.2). As many other separation algorithms, this approach performs separation by analyzing level differences in the STFT domain. However, while most approaches need to estimate the mixing matrix before proceeding to the estimation of the sources (Section 2.5.5), the proposed method separates directly the sources in a more unsupervised manner, without the need for estimating the mixing parameters. The key resides in the application of multi-level thresholding to a weighted histogram of observed level-difference values (Section 3.2.3). Since the histogram shape determines the final thresholds, a weighting function can be used to enhance the presence of the sources in it (Section 3.2.2). The sources are then recovered with time-frequency masking applying the masks defined by the computed thresholds. A set of experiments were used to demonstrate that this type of clustering is robust and efficient, and provides high separation performance with a potential to real-time applications (Section 3.2.7). The algorithm was a participant of the evaluation campaign SiSEC 2008, which obtained the lowest computing time in the reported results.

- An extension of the above method for the application of multi-level thresholding to convolutive mixtures has also been presented (Section 3.3). In order to deal with mixtures captured by two close microphones, the Direction-Of-Arrival (DOA) estimated in each time-frequency point is used as the clustering feature for computing the histogram. Although the basic generative model used is the anechoic model, some stages are included in the processing to increase the robustness of the method against reverberation: a coherence-based selection of reliable time-frequency points (Section 3.3.2) and the use of amplitude weighting in the formation of the histogram, which emphasizes the contribution of correct DOA estimates (Section 3.3.3). The experiments carried out with different mixtures, source proximities and degrees of reverberation show again the suitability of the method to perform separation of speech mixtures in adverse environments (Section 3.3.5). The results of SiSEC 2008 for underdetermined convolutive mixtures recorded by close microphones confirm also the validity of this approach.

- A post-processing technique used for eliminating residuals from separated sources was introduced in Section 4.2. Although many different approaches and algorithms can be found in the source separation literature, few works are aimed at improving the quality of the recovered sources after separation. A powerful and easy technique was introduced to eliminate interference time-frequency points by means of binary masks by means of an Energy-Normalized Signal to Interference Ratio (ENSIR) (Section 4.2.1). Moreover, the method can be used with any separation algorithm. A maximum SIR gain of 6.5 dB was obtained in average using separated sources from 20 different algorithms (Section 4.2.3), confirming the validity of the proposed approach to reduce the amount of interference found in the separated signals.

- Estimated binary masks have a great amount of isolated small clusters of non-zero points. In contrast, ideal binary masks show uniform clustered zones and, thus, musical noise and other kind of artifacts are less perceptible. With the purpose of reducing the effect of scattered non-zero clusters of binary time-frequency masks, another post-processing technique was proposed in Section 4.3. Connected points were first labeled with their cluster size and, afterwards, they were either eliminated or reassigned to other source mask. An average SIR improvement of 2.5 dB was found by suppressing small clusters
composed of 10 or less points. If the points are reassigned to other masks, the improvements in SIR are lower and SAR decreases substantially, especially when the spanned likelihood is greater (Section 4.3.3). Therefore, new reassignment criteria should be explored in the future to find out how to obtain better improvements regarding artifact reduction.

• Source separation algorithms were used and evaluated in the context of WFS up-mixing for the first time. Several aspects of spatial sound reproduction were considered in the listening tests: locatedness, localization accuracy, source widthness, ensemble aperture and timbral quality (Section 6.4). The evaluation of resynthesized scenes with separated sources is quite challenging: simple stimuli can not be used and evaluating complex sound material where different sound events are played simultaneously is a difficult task. Expert listeners from the audio research field, sound engineers and musicians, were trained in the above attributes, leading to some meaningful results: while the sound quality of the resynthesized scenes was (in mean) evaluated as excellent (DUET and MuLeTS) and good (PIW and ADResS), some effects in the spatial descriptors were detected. Listeners found more difficult to perceive a defined width in the separated sources than in the original sources, which is in concordance with the lower assessed locatedness (Section 6.5).

• A multiple source localization method based on the processing of Section 3.3 and a Laplacian Mixture Model (LMM). The suitability of the model has been demonstrated by comparing the results obtained for a range of simultaneous speakers using public data from the audio community. The results confirmed that the LMM outperforms the Gaussian Mixture Model (GMM) in DOA estimation, both in terms of localization accuracy and convergence (Section 7.2.2).

• An application derived from the time-frequency processing framework used in underdetermined SSS was presented in Section 7.3. This application is intended to spatialize the listening experience in recordings using a pair of closely spaced omnidirectional microphones. The enhanced stereo image provided by the described method produces a substantial spatial quality improvement in the reproduction of stereo recordings for small mobile devices, such as digital cameras, PDAs or mobile phones. This technique relies on a selective time-frequency processing amplitude panning, so the effect can be perceived using both conventional loudspeaker systems and headphones.

• Two-microphone arrays are unable to process spatial information in 360° due to the front/back ambiguity that appears for sources producing the same time difference. A three-microphone array has been proposed to extend the processing of Section 3.3.1 with the aim of covering the full azimuth plane. Moreover, another application related to the spatialization of the recordings by means of headphone reproduction based on binaural synthesis has been proposed. Similarly to the above selective panning enhancement, the time-frequency points of one of the input channels are filtered with HRTFs according to its azimuth direction. The applicability of the technique and its viability for practical systems has been demonstrated by means of a real-time prototype.
8.3 Further Work

Following the investigations described in this thesis, the main lines of research that remain open are listed below:

- This thesis was focused on the separation of stereo recordings using STFT representations. It has been shown that the use of frequency-warped representations improves the quality of the separated sources both with music and speech material, especially in terms of artifacts. Hence, it would be interesting to evaluate the advantages introduced by these types of representations when applied to spatial sound resynthesis.

- The use of separated sources for scene resynthesis was mostly motivated by the object-based conception of sound field rendering techniques, such as WFS. That is why the evaluation has been conducted using this sound reproduction technique. However, other systems like VBAP, Ambisonics, Surround Systems and Stereo can also benefit from the advantages of SSS. Research focused on evaluating the perceived quality using other spatial sound reproduction systems would provide more insight about the spatial properties of separated sources with different systems.

- The MuLeTS algorithm assumed the number of classes (sources) in the mixture to be known beforehand. Some methods can be found in the literature to automatically select an optimum number of thresholds. Further research would consider to include these methods in the algorithm and evaluate their performance.

- Although Section 4.3 showed that the treatment of small isolated clusters of points in binary masks provides some advantages, the followed reassignment criteria was not very satisfactory. It would be interesting to conduct research with the aim of finding more effective criteria in the reassignment, such as considering different types of neighborhoods or pitch-based criteria.

- A subjective evaluation of the developments for enhanced sound reproduction (Section 7.3 and Section 7.4) would be useful to know how different listeners perceive the sound images provided by the enhanced systems. Moreover, it would interesting to extend the method for more microphones in order to estimate directions in the 3D space.
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