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Abstract 

Traditional Discrete Particle Methods (DPM) such as the Euler-Lagrange approaches for modelling atomization, 

even if widely used in technical literature, are not suitable in the near injector region. Indeed, the first step of 

atomization process is to separate the continuous liquid phase in a set of individual liquid parcels, the so-called 

primary break-up. Describing two-phase flow by DPM is to define a carrier phase and a discrete phase, hence they 

cannot be used for primary breakup. On the other hand, full scale simulations (direct simulation of the dynamic 

DNS, and interface capturing method ICM) are powerful numerical tools to study atomization, however, 

computational costs limit their application to academic cases for understanding and complementing partial 

experimental data. In an industrial environment, models that are computationally cheap and still accurate enough 

are required to meet new challenges of fuel consumption and pollutant reduction. Application of DNS-ICM methods 

without fairly enough resolution to solve all length scales are currently used for industrial purpose. Nevertheless, 

effects of unresolved scales are generally cast aside. The  Euler-Lagrange Spray Atomization model family (namely, 

ELSA, also call, Σ − 𝑌 or Ω − 𝑌) developed by Vallet and Borghi pioneering work [1], and [2], at the contrary aims 

to model those unresolved terms. This approach is actually complementary to DNS-ICM method since the 

importance of the unresolved term depends directly on mesh resolution. For full interface resolution the unclosed 

terms are negligible, except in the far-field spray when the unresolved terms become dominant. Depending on the 

complexity of the flow and the available computational resources, a Large Eddy Simulation (LES) formalism could 

be employed as modelling approach. This work focus on the two main terms that drive these different modelling 

approaches namely the subgrid turbulent liquid flux and the resolved interface. Thanks to the open source library 

OpenFoam® this work is an attempt to review and to release an adapted modelling strategy depending on the 

available mesh resolution. For validation, these solvers are tested against realistic experimental data to see the 

overall effect of each model proposal. 
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Introduction 

From the initial work of Vallet and Borghi [1], different models based on Eulerian modelling for atomization have 

been studied. Later on, Blokkeel et al. [3] working with the same team completed the original approach by a  

Lagrangian description of the spray once the primary break-up is achieved. In addition, they proposed to call this 

approach ELSA for Eulerian-Lagrangian Spray Atomisation model to simplify its denomination, but other names are 

still in used such as  Σ − 𝑌,  Ω − 𝑌  or ESA, depending on which variable has been retained or whether the 

Lagrangian phase has been activated or not. Moreover, a new model has been attached to this approach such as 

Quasi-Multiphase Euler flow [4] approach and LES approach [5].  All in all, they belong to the ELSA family of models 

that try to consider and to model the two main terms that drive atomization process for non-fully resolved cases: the 

subgrid/unresolved turbulent liquid flux 𝑅𝑙𝑖 and the unresolved liquid gas interface that will be characterised in this 

work by Σ (area per unit of volume). For brevity the interested reader is referred to [18]. The purpose of this work is 

to release the model thanks to the open library OpenFoam® [6]. Thus a mathematical description is proposed, the 

solver released will allow to check the numerical methods that must be adapted depending on the modelling 

proposal. Following the important efforts that have been provided to get data for validation purpose in the ECN 

workshop framework [7]–[9], the test case designated Spray-A is considered.  

Modelling Approaches 

The key point of the proposed ELSA model is the analogy between atomization and turbulent mixing of a jet with 

large density difference with the ambient medium [1], [2]. This single-phase approach allows the choice of both 
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carrier and discrete phases to be avoided [5]. Therefore, the two-phase flow is studied as a single-phase turbulent 

flow composed of two species with highly variable density. Several features are considered: large-scales properties 

such as liquid penetration and small-scales characteristics (mean droplet diameter and their size distribution). In 

this section, starting from this complete approach, governing equations are presented: 
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Those equations have to be completed by equation of state and jump relation across the phases [13]. 𝐹𝜎, is the 

additional force due to the surface tension depending on the local curvature of the interface. To compute this force 

and to apply the jump of any variable, the most accurate ICM-DNS code applies direct numerical schemes based 

on interface reconstruction, along with the numerical mesh characteristics. For instance, the ARCHER code [14] is 

based on couplet VOF-Level set method for interface reconstruction together with a ghost-fluid approach to 

represent accurately the discontinuity of variables such as density, pressure and viscosity at the interface. This 

reconstruction process generally depends on the mesh geometry, hence body-fitted methods based on 

unstructured mesh are used to address complex geometry. For such complex meshes there is not yet available all-

purpose reconstruction methods and lower order approach are applied instead. As for instance, diffusive methods 

are designed to smear the interface over several mesh cells to recover a continuous behaviour of any variable. 

Therefore, to reconstruct the field and to localize the interface a phase indicator is used. Among the possible 

indicator the liquid volume fraction (𝛼𝑙)  has been used mostly due to its conservative form and can be written 

allowing to ensure the complete conservation of the total amount of liquid during the atomization process. The 

equation, for constant liquid and gas density reads: 
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Unresolved scales are considered by filtering equation 3 under LES or averaged under RANS framework or simply 

because the mesh is not fine enough to capture all the fluctuations (i.e., When values integrated over a cell are 

smeared while discretizing with finite volume method). The accuracy of different RANS turbulence models when 

applied to two-phase flow was previously studied [23]. All these operators when applied to the previous equation 

will produce additional terms. First let’s consider the LES filtered operation for liquid volume fraction, then equation 

3 becomes   
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Where the liquid flux, 𝑅𝑙𝑗 appears (first term on RHS) and is related to the unresolved part of the velocity that is 

known to produce additional diffusion. This part can be modeled by a turbulent diffusion process [22]. Another 

feature of this term appears on the last term, where the slip velocity (𝑢𝑗̅|
𝑙

− 𝑢𝑗̅|
𝑔

) is clearly related to 𝑅𝑙𝑗. This 

characteristic of multi-phase flow is well known, see for example the work of Simonin et al. [16]. He defined the drift 

and slip velocity between two phases. For atomization processes this effect might be of some importance, thus two 

modelling approaches should be developed, namely the basic ELSA approach (only drift is considered) and the 

Quasi Multiphase Eulerian method, QME [4]. Therefore, the turbulent diffusion liquid flux rewrites:  
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Remarks on averaging  

Considering the simple case of constant gas and liquid density, 𝜌𝑔 and 𝜌𝑙, respectively, the filtered density, 𝜌̅ =

𝜌𝑙𝛼𝑙̅ + (1 − 𝛼𝑙̅)𝜌𝑔, is far for being constant and some correlations should be addressed. To reduce closure issues 

Favre averaging/filtering is employed, which defines for any variable 𝜑̃ =
𝜌𝜑

𝜌̅ 

̅̅ ̅ . This approximation is used widely for 

single-phase flow with variable density, hence it can be applied for two-phase flow following the modeling approach 

explained above. Indeed in their original work, Vallet and Borghi [1]  have used the Favre averaging. Additionally, 

the resulting Favre velocity fluctuation is usually related to the turbulent liquid mass flux [22]. However, two 
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difficulties arise from this approach. Firstly, any Favre-averaged variable is pondered by the density. Figure 1 shows 

the Favre-averaged velocity mixture with respect to the liquid volume fraction 𝛼𝑙̅, for constant liquid and gas velocity, 

𝑢𝑙, and 𝑢𝑔, respectively. The nonlinear relation of the Favre averaging, namely 𝑢̃, is enhanced as the density ratio 

grows, 𝑟. For instance, when 𝑟 = 100, and the mixture is composed by 90% of gas (𝛼𝑙̅ = 0.1), the Favre-averaged 

velocity mixture is still mainly related to the liquid velocity. On the other hand, Reynolds-averaged mixture velocity 

exhibits linear behavior between the limiting cases (pure liquid or pure gas). Secondly, the Reynolds-averaged 

velocity field is by definition divergence free, on the contrary for the Favre-averaged velocity field, as shown below: 

 

𝜌𝑙 = 𝑐𝑠𝑡, 𝜌𝑔 = 𝑐𝑠𝑡 →
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These two Favre averaging drawbacks compel us to consider directly Reynolds averaging formulation together with 

liquid volume fraction (volume formulation) field, instead of liquid mass fraction (mass formulation). The motivation 

is also to get closer to VOF approaches. Our goals are twofold, firstly to compare how volume formulation matches 

with well-established results based on mass formulation [22], and secondly to develop an ELSA model compatible 

with ICM filtered by LES turbulence model.  

 

Figure 1: Plot of Favre-averaged velocity and Reynolds-averaged velocity for different density ratio 𝑟 =
𝜌𝑙

𝜌𝑔
 as a 

function of the liquid volume fraction(𝑢𝑙 = 2, 𝑢𝑔 = 1). 

 

LES formulation compatible with ICM. 

For full scale resolution, ICM method aims at keeping a sharp interface, thus a discontinuous profile of 𝛼𝑙 across 

the phases exits in particular during the convection process. This property is either directly included in the numerical 

scheme (VOF, Level-Set, ghost-fluid, among others) or obtained by additional correction designed to prevent 

numerical diffusion that could smear the 𝛼𝑙 profile. The interFoam solver of OpenFOAM® is based on this last 

technique, where Weller [6] proposed to use an additional flux of liquid directed toward the interface proportional to 

the local velocity magnitude (𝑢𝑟) and located only where a mixture of liquid and gas exist (i.e. 𝛼𝑙 ∈ [0,1]). This 

method is often referred as the VOF method, even if there is no real reconstruction of the interface. See equation 

6, last term on the left. This equation when is solved using Direct Numerical Simulations (DNS) all fluctuations 

scales are solved up to the grid level and no averaged filtering is required. On the other hand, following the modelling 

approach in this study, LES filtering or averaged under RANS framework is used, which in either case, the turbulent 

diffusion liquid flux is set to zero: 

 
𝜕𝛼𝑙̅̅ ̅  

𝜕𝑡
+

𝜕𝑢𝑗̅̅ ̅ 𝛼𝑙̅̅ ̅   

𝜕𝑥𝑗
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𝜕𝑢𝑟𝛼𝑙̅̅ ̅(1−𝛼𝑙̅̅ ̅)   

𝜕𝑥𝑗
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Notice that several proposals exist in OpenFOAM® to improve this point in particular the isoAdvector approach [15]. 

There are many successful examples in the literature of these fully resolved approaches combining ICM method 

with DNS using mesh resolution high enough to compute all the flow scales. It is important to emphasize that the 

drift behavior of the unresolved liquid flux 𝑅𝑙𝑗 is not compatible to the ICM method since the latter assumes the 𝛼𝑙 

profile to be discontinuous. Considering the shortcomings of diffusive interface approaches in the dense spray 

region and in order to develop a model suitable also in the dilute spray region, a coupling technique between ELSA 

and the ICM method is proposed, where the turbulent diffusion liquid flux is no longer set to zero. Hence, starting 

from equations 4, 5 and 6, the liquid volume fraction equation has been modified considering, 𝐶𝛼 as a pondering 

coefficient between ELSA-base and an ICM approach. For a complete definition of 𝐶𝛼, the interested reader is 

addressed to [17]. Clearly, 𝑅𝑙𝑗  can be modeled using drift and slip velocity between the phases as explained above. 

The final assembled model for all scales is presented below: 
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The advantages of the proposed model is to determine a resolution of the interface with ICM in a limited region, 

whereas 𝑅𝑙𝑗  prevails when the fluctuations between phases become significant at subgrid-scale.  

 

Numerical model 

Regarding the geometry and the inflow condition several options may be considered, full 3D simulation with in 

injector flow and needle movement [10] up to a simple 2D axisymmetric configuration [11]. On both cases it has 

been possible to show that even with the less resolved configuration (RANS) the essential features of the injection 

can be captured with the ELSA family. An advantage of this test case is the possibility to simulate also the flow 

inside the injector. A simple geometry consisting of only spray domain is also studied in addition to full injector flow 

modelling, to visualize more clearly different aspects of spray models. An example of the mesh used for this 

simulation are presented on Figure 2. The 1D axial profile of injector (210675) is taken from ECN website [9] (red 

line on the figure). Using GMSH [12] the geometry was extended to include injector sac and needle. Then a 

structured mesh, consisting of 17168 hexahedral cell types was obtained with 10 cells at the exit of the injector 

along the radial direction. Finally an axisymmetric case was setup. Another simple spray chamber geometry is also 

tested (see Figure 1, bottom). For 3D simulation either the geometry is rotational extruded from the axisymmetric 

case, or the full 3D surface available from ECN website is used. In this latter case because of uncertainties on the 

real geometry of the injector, and despite several measurements, the shape profile of the 2D axisymmetric injector 

pipe is preserved up to 10 diameters of the orifice.  

 

  

Figure 2. Structured mesh with in injector pipe. 

 

In reality, the injector includes also an axial displacement of the needle, however, despite its potential effect on the 

flow behaviour it has been chosen not to be considered in this study. By using a transient mass flow rate allows to 

reproduce partly the effect of the needle motion. Nonetheless, the established injection jet can be obtained directly 

with a constant mass flow rate. The first comparison will be based on this simplified test case. Accordingly, operating 

conditions are reported in Table 1. 

 

Table 1. Conditions for non-evaporating ECN Spray-A [9] 

Fuel n-Dodecane 

Ambient composition 100% N2 

Injection pressure [MPa] 150 

Ambient temperature [K] 303 

Ambient density [kg/m3] 22.8 

Fuel injection temperature [K] 343 

 

Results and discussion 

 

A series of modifications is proposed, based on the physics to be modelled. Whether the interface is resolved or 

sub-grid scales dominate or relative velocity between the phases occurs, such as the one encountered in flow 

separation. Firstly elsaBase is presented, which solves the turbulent diffusion liquid flux term (𝑅𝑙𝑗) including only 

the drift component, and with an additional scalar transport equation for the liquid-gas surface interface (Σ). 

Secondly, elsaBaseQme, which solves the same equations as ElsaBase with the added slip component of the 

turbulent diffusion liquid flux (𝑢̅𝑠𝑙𝑖𝑝 − 𝑢̅𝑑𝑟𝑖𝑓𝑡). Thirdly, interRansElsa, which is an adapted version of the equation 7, 

mainly to be used for 2D axisymmetric geometries, and without the slip part of the diffusion term. Finally, 

Sac 

Needle 
Orifice 

Axial 

profile 
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interLESElsaBase, which solves equation 7 for 3D complex geometries. Different elsa models are summarized in 

Table 2. 

Table 2. Different ELSA models 

Solver Turbulent 
diffusion flux 

Slip 
velocity 

Interface 
compression term 

LES 
filtered 

interFoam   ✔  

elsaBase ✔    

elsaBaseQme ✔ ✔   

interRansElsa ✔  ✔  

elsaBaseLes ✔   ✔ 

 

 

Validation  
A comparison process has been made against experimental and numerical data available from the Engine 

Combustion Network (ECN) in order to validate the proposed ELSA model. The “Spray-A” non evaporating 

configuration has been selected, with exact aforementioned fluid properties. The experimental data used for 

validation include the Projected Mass Density of the fuel (PMD), which was obtained by x-ray radiography 

measurement techniques [19, 20], and the Transverse Integrated Mass (TIM), which was acquired from the integral 

of the projected density across a transverse position at a particular axial location [18]. For the numerical data in the 

present study a fixed needle motion was modeled using a rate of injection generator for Spray-A, 

http://www.cmt.upv.es/ECN09.aspx. Figure 3 shows the comparison in terms of the PMD and TIM between 

experimental and numerical data for the first 5 cases described in table 2. Figure 3 on the left displays both limiting 

cases such as interFoam (interface resolved) and elsaBase (interface diffused), overpredicting and underpredicting 

liquid penetration, respectively. On the other hand, both elsaBaseLes (with LES filtered) and elsaBase with the 

round jet correction are able to fairly match the experimental results. Moreover, small differences can be found 

when the nozzle is added. However, it is believed these differences come from higher mesh resolution used in the 

nozzle region. Looking closer to the PMD (Figure 3 on the right), based on the radial profile, all models accurately 

predict the liquid core at 0.1 mm from the liquid inlet. At this axial position the turbulent instabilities have not yet 

been developed while using only the chamber without the nozzle, therefore all models should colapse and match 

interFoam and the case with the nozzle, as shown. On the latter case, the behavior is expected based on the 

already establishment of the flow inside the nozzle. The differences observed between 0.05 and 0.06 mm in the 

radial PMD for all other cases are mainly due to poor mesh resolution which introduces additional numerical errors. 

On the other hand, at 2 mm from the inlet, even though RANS models generally tend to overpredict the fuel 

dispersion, interface instabilities downstream of the flow are comparable with experiments by showing less radial 

liquid dispersion and higher liquid penetration than previous aforementioned cases when the round-jet correction is 

used, and even equivalent results are matchable compared with LES case. It is true that LES does not require any 

turbulent modelling adjustment as the one made with RANS, nevertheless, both models deal the turbulence as 

incompressible, which is not completely accurate. Another parameter to measure radial dispersion is the TIM which 

is shown on the right of the figure. ElsaBase clearly represents the model with the highest flow dispersion. While 

elsaBase filtered by LES, shows the least diffusivity of all, especially downstream of the flow (near 3 mm) where 

the 3D turbulent instabilities begin to play a role. It is the turbulent modelling the driven mechanism which dominates 

the diffusion in this area. Besides the mesh resolution, a proper turbulent modelling is imperative to exactly match 

the experimental results, therefore a compressible approach is a reasonable choice. For instance, the turbulent 

kinetic energy should be accounted differently between the phases. Being the liquid heavier than the gas, the 

turbulent should be diffused more rapidly on the gas phase. Such modelling approach is outside the scope of this 

paper, since these models are based on the mixture properties. The purpose of the paper is to present different 

approaches based on ELSA developed so far, the majority of which are able, with minimal computational efforts by 

using RANS, to offer comparable experimental results within the near nozzle region.  

 

In figure 4 results are shown using 2D axisymmetric geometry with the nozzle for all ELSA versions. Liquid volume 

fraction and velocity fields are displayed. At the top row of images, interFoam displays a continuous liquid 

penetration all the way to the exit of the chamber, showing no diffusion as anticipated, which clearly does not 

correspond with experiments. Hence the need of an alternative, diffusive model to accurately model the liquid 

dispersion demonstrated with x-ray radiography. 
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Figure 3. Experimental and numerical Projected Mass Density fields at 0.1 ms after start of injection 

(elsaBaseInjector was at 0.5 ms) (left). PMD radial profiles at axial location 0.1mm, 2 mm and TIM (right). 

 

Then, elsaBase and elsaBaseQme model, second and third row of images, respectively, show as expected high 

diffusivity of the interface, but falls short reproducing the liquid core penetration, with just a little difference between 

both models on the radial liquid dispersion hardly detectable at the local map span, and especially at the velocity 

fields. ElsaBase (k-𝜖 modified) shows an increase of liquid penetration due to lower diffusivity tuned by the corrected 

parameter, however, the diffusion is still overpredicted by the lack of appropriate ICM. What is more, an attempt to 

ECN Experimental [9] 

interFoam  

elsaBase  

elsaBasePopeCorr 

elsaBaseInjector 

elsaQME 

elsaBaseLES  
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unify both interface resolution physics has been achieved by using, interRansElsa. However, results illustrate no 

significance difference between ElsaBase, elsaBaseQme, and interRansElsa, mainly due to inappropriate mesh 

resolution. It is believed, improvements of mesh quality would arise to better liquid penetration, and dispersion to 

match experimental results by properly capture the interface at the vicinity of nozzle exit, especially before 

instabilities on the liquid surface due to the turbulent interactions with the gas generates the breakup process. 

Finally, a refinement meshing process is being held along with 3D Spray-A model reconstruction, both are estimated 

to be shown and compared at the conference. 

 

               

               

              

             

              

                   

Figure 4. Liquid volume fraction and velocity fields for different ELSA family models, and interFoam, namely, 

ElsaBase, interRansElsa, elsaBaseQME, and eslaBase with additional modification. 

Using second order closure, a slip velocity between the high velocity liquid jet and the quiescent ambient is 

generated with elsaBaseQME. The relative velocity between the two phases is shown in Figure 5. It takes its 

maximum in the near injection region, where the liquid core is still not affected by the breakup process: locally, the 

liquid presents a liquid volume fraction between 0.6-0.8 and tends to accelerate the gas phase and, due to the air 

inertia, to generate a relative flux. Even if such values of slip velocity are small with respect to the liquid velocity, a 

reduction of turbulent diffusion in radial direction with respect to elsaBase can be clearly appreciated. It is interesting 

to point out that including these effects, the results obtained with elsaBaseQME and interRansElsa are really similar. 

Going further downstream, the slip velocity is progressively reduced by the drag effects, which, based on the local 

dynamic relaxation time, lead to similar values of gas and liquid velocity. Clearly, such evolution of the relative flux 

is directly related to the atomization process, which is shown in Figure 6 for the three ELSA solvers.  

 

 

 

Figure 5. Relative velocity field from elsaBaseQme. 
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It is worth pointing out that for interFoam has no information about the evolution of the interface, which is no more 

available as long as the interface is not sharply resolved. All the proposed versions of ELSA leads to a similar 

characterization of the atomization process. The liquid jet, due to its high Weber and Reynolds numbers, undergoes 

a quick atomization process, which is pointed out by the zone where the production of   is really high. Such violent 

atomization is related to the growth of instabilities on the liquid surface due to the turbulent interactions with the gas 

phase in the near injection region. A spray is therefore generated and immediately relaxed to the gas velocity.  

 

 

                

 

Figure 6. Liquid Gas interface density fields for different ELSA family models, namely, ElsaBase, interRansElsa, 

and elsaBaseQME. 

 

Conclusions 

 

The main aim of the present study was to propose a review of the capabilities of several modelling strategies for 

atomization processes belonging to the ELSA framework. Here, the two-phase flow is studied as a single-phase 

turbulent flow composed of two species with highly variable density. Starting from the basic approach (i.e. 

elsaBase), two different extensions based on including the slip velocity effects (i.e. elsaBaseQME) and in dealing 

with the dense spray region through a ICM (i.e. interRansElsa) are presented. All these approaches have been 

tested on an experimental test case representative of diesel injection (namely, Spray-A non-evaporating conditions) 

directly taken from the Engine Combustion Network (ECN). Results obtained on a 2D geometry have been here 

reported, even if the real 3D geometry directly taken from the ECN website is now under investigation. A preliminary 

comparison both with experimental data and with available numerical results is firstly shown in order to prove that 

an overall agreement has been achieved. Considering the modelling hypothesis here used, the LES-ELSA 

approach seems capable of properly reproducing the main features of the analysed test case. Then, a comparison 

of the performances of the different version of ELSA is reported in order to show the impact of the inclusion of a slip 

velocity between phases and of an ICM for the dense spray region. Finally, a low-cost atomization modelling 

approach has been developed suitable from in-flow nozzle injector to far-field spray. What is more, adaptable based 

on interface resolution, thus avoiding the need to define a carrier phase and a discrete phase. Another important 

result is the use of RANS modelling instead of LES, can give the same amount of numerical accuracy. 
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