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TIME-AVERAGE ON THE NUMERICAL INTEGRATION OF
NONAUTONOMOUS DIFFERENTIAL EQUATIONS\ast 

SERGIO BLANES\dagger 

Abstract. In this work we show how to numerically integrate nonautonomous differential equa-
tions by solving alternate time-averaged differential equations. Given a quadrature rule of order 2s
or higher for s = 1, 2, . . . , we show how to build a differential equation with an averaged vector field
that is a polynomial function of degree s - 1 in the independent variable, t, and whose solution after
one time step agrees with the solution of the original differential equation up to order 2s. Then,
any numerical scheme can be used to solve this alternate averaged equation where the vector field is
always evaluated at the chosen quadrature rule. We show how to use the Magnus series expansion,
adapted to nonlinear problems, to build the formal solution, and this result is valid for any choice
of the quadrature rule. This formal solution can be used to build new schemes that must agree
with it up to the desired order. For example, we show how to build commutator-free methods from
previous results in the literature. All methods can also be written in terms of moment integrals, and
each integral can be computed using different quadrature rules. This procedure allows us to build
tailored methods for different classes of problems. We illustrate the time-averaged procedure and its
efficiency in solving several problems.
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1. Introduction. Nonautonomous differential equations

(1.1) x\prime = f(t, x), x(t0) = x0 \in \BbbC d, t \in [t0, T ],

where \prime \equiv d
dt , frequently appear in practice. The time-dependency of the vector

field can be originated from many different sources: due to external interactions,
when a preliminary change of coordinates is considered, when solving boundary value
problems using iterative methods, etc. Direct application of numerical integrators
to solve (1.1) usually corresponds to using the scheme on the autonomous equation
obtained by appending the independent variable, t, to the dependent variables:

(1.2)

\biggl( 
x
t

\biggr) \prime 

=

\biggl( 
f(t, x)

1

\biggr) 
.

However, in most cases the explicit time-dependency appearing on the right-hand
side of (1.1) plays an important role for the evolution of the system, so to take t as
a dependent variable playing the same role as any component of x is, in many cases,
not the most appropriate procedure. For example, the linear equation

(1.3) x\prime = A(t)x, x(t0) = x0
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2514 SERGIO BLANES

with A \in \BbbC d\times d turns into an autonomous nonlinear differential equation

(1.4)

\biggl( 
x
t

\biggr) \prime 

=

\biggl( 
A(t)x
1

\biggr) 
.

Then, it is not obvious how to use some methods (e.g., exponential integrators) that
have been shown to be highly efficient for solving linear systems.

Given ci, i = 1, . . . ,m, the nodes of a quadrature rule of order p \geq 2s (for
s = 1, 2, 3, . . . , and choosing m accordingly), and a given time mesh, t0 < t1 < t2 <
\cdot \cdot \cdot < tN = T , with hn = tn  - tn - 1, n = 1, 2, . . . , N , the time steps, in this work we
show how to build a vector field

(1.5) \widetilde f (2s)(t, x, hn) = f
(2s)
0 (x, hn) + \cdot \cdot \cdot + ts - 1f

(2s)
s - 1 (x, hn),

where each f
(2s)
j (x, hn) is a linear combination of f(tn - 1+cihn, y), i = 1, . . . ,m (that

changes on each time interval [tn - 1, tn]) such that

(1.6) \| f(t, x) - \widetilde f (2s)(t, x, hn)\| = \scrO (hsn), t \in [tn - 1, tn],

but the solution of the alternate averaged equation

(1.7) y\prime = \widetilde f (2s)(t, y, hn), y(tn - 1) = x(tn - 1),

satisfies

(1.8) \| x(tn) - y(tn)\| = \scrO (h2s+1
n ).

Notice that the vector field (1.5) is a polynomial function in t of degree s  - 1 and
from (1.6) one would expect the solution to be accurate up to order s instead of 2s.

For simplicity in the presentation and without loss of generality from now on we
consider only the first time step and we take t0 = 0 and h1 = h.

There are many cases in which the numerical solution of (1.7) is simpler or can
be carried out more efficiently than the numerical solution of (1.1). Some examples
follow:

\bullet When the vector field, f(t, x), is only known on a time mesh (e.g., on an
equidistant mesh for t). One can solve (1.7) using any desired scheme and
the algorithms will only require one to evaluate f(t, x) at the chosen nodes.
If, for example, collocation methods are used, in general, one ends up with
lower-order implicit methods.

\bullet If the evaluation of the time-dependent functions in f(t, x) is not well defined
for certain schemes. For example, to solve (1.1) using a numerical method
with complex coefficients would require one to evaluate f(t, x) at complex
values of t where the functions could not be well defined. This will not be
the case if such a method is used to solve (1.7).

\bullet Since the vector field in (1.7) is a low-order polynomial in t, it considerably
simplifies the analysis to obtain the formal solution up to a given order,
or equivalently, to obtain an autonomous equation (time-independent along
t \in [0, h], but changing on each time interval)

(1.9) y\prime = \widehat f (2s)(y, h), y(0) = x0

( \widehat f (2s)(y, h) will be a more involved nonlinear autonomous function of f(cih, y),
i = 1, . . . , s, and their derivatives) such that the solution of (1.9) at t = h also
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TIME-AVERAGE OF DIFFERENTIAL EQUATIONS 2515

satisfies (1.8). This formal solution makes it simpler to check for which cases
the Lie algebra associated to the vector field has some cancellations, which
allows one to use tailored methods to solve problems with such structure.
This result can be very useful in some cases, for example:

-- If an efficient scheme for the autonomous case is known, one can ap-
proximate the formal solution by a sequence of compositions of such a
scheme using fractional time steps over properly averaged vector fields
(see Example 5).

-- It simplifies the process to build tailored methods for problems where the
associated Lie algebra has some particular structure (see section 3.2).

Since linear combinations of the vector field at different instants preserve its algebraic
structure, the solution y(h) will retain most qualitative properties of the exact solu-
tion, x(h). If one solves (1.7) using a geometric integrator [3, 14, 22, 27], the numerical
results will have qualitative properties similar to those of the solution obtained when
solving (1.1) using the same scheme.

In the linear case (1.3) this procedure allows us to recover the results for Lie
group methods [6, 18, 19, 20, 24, 26]. These results for linear problems were extended
to nonlinear problems in [29] by considering a linearization of the nonlinear equation
that required the use of implicit methods. The results obtained in the present work
are different and do not necessarily need to consider implicit methods. In [13] the
authors also consider numerical integrators based on modified differential equations,
but the modified vector fields depend on the numerical scheme to be used, and this
is irrespective of whether the problem is autonomous or nonautonomous.

2. To obtain a differential equation for the Gauss--Legendre quadrature
rule. We first present how to obtain a differential equation when the nodes of the
Gauss--Legendre (GL) quadrature rule, ci, i = 1, . . . , s, of order 2s are chosen, and
next we will extend the results to any other quadrature rule.

Theorem 2.1. Given ci, i = 1, . . . , s, the s nodes of the GL quadrature rule of
order 2s, and x(h), the solution at t = h of (1.1), the solution of the differential
equation

(2.1) y\prime = \widetilde f (2s)(t, y, h), y(0) = x0,

with

(2.2) \widetilde f (2s)(t, y, h) = s\sum 
i=1

\scrL i

\biggl( 
t

h

\biggr) 
f(cih, y),

where \scrL i(t) is the Lagrange polynomial

\scrL i(s) =

s\prod 
j=1,j \not =i

s - cj
ci  - cj

, s \in [0, 1] ,

satisfies that
\| x(h) - y(h)\| = \scrO (h2s+1).

Proof. Let us consider the Runge--Kutta--Gauss--Legendre collocation method of
order 2s [17] to solve (1.1) and (2.1). Since

\widetilde f (2s)(cih, y, h) = f(cih, y), i = 1, . . . , s,
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2516 SERGIO BLANES

we have that in both cases the numerical results are exactly the same:

ki = f
\Bigl( 
cih, x0 + h

s\sum 
j=1

aijkj

\Bigr) 
, i = 1, . . . , s,

x1 = x0 + h

s\sum 
i=1

biki.(2.3)

As a result we have that

\| x(h) - y(h)\| = \| x(h) - x1 + x1  - y(h)\| \leq \| x(h) - x1\| + \| x1  - y(h)\| 
= \scrO (h2s+1).(2.4)

Notice that, since \widetilde f (2s)(t, x, h) is a polynomial function of t of degree s  - 1 that
interpolates f(t, x), then (1.6) is satisfied. But this result only guarantees that both
solutions differ at order \scrO (hs+1) along the time interval, while we have shown that,
at the end of the interval, they agree up to twice this order.

2.1. Differential equations in terms of moment integrals. Given the mo-
ment integrals associated to the vector field f(t, x),

f
(i)
h (x) =

\int h

0

\biggl( 
t - h/2

h

\biggr) i

f(t, x)dt, i = 0, 1, . . . , s - 1,(2.5)

we show how to obtain the differential equation (1.7) where each f
(2s)
j (x, hn) in (1.5)

is a linear combination of the moment integrals.
For this purpose, we take into account that the interpolating polynomial vector

field \widetilde f (2s)(t, x, h) is a polynomial function of degree s  - 1 in t and that it is a linear
combination of the vector fields fi(x) = f(cih, x), i = 1, . . . , s. In addition, following
the idea proposed in [26], we see that

hfi(x) = \scrO (h), h(fi(x) - fj(x)) = \scrO (h2), . . . , h

s\sum 
i=1

difi(x) = \scrO (hs)

for appropriate choices of coefficients di. This result suggests to write \widetilde f (2s)(t, x, h)
in terms of powers of h. For example, due to the time-symmetry of the solution and
the symmetry of the nodes (cs+1 - i = 1 - ci, i = 1, 2, . . .) we suggest to write it as a
Taylor expansion about the midpoint, i.e., to take

(2.6) t =
h

2
+ \tau , \tau \in 

\biggl[ 
 - h

2
,
h

2

\biggr] 
,

and to take the Taylor expansion about \tau = 0 as follows:

(2.7)

\widetilde f (2s)(t, x, h) = \widetilde f (2s)\biggl( h
2
+ \tau , x, h

\biggr) 
=

1

h

s\sum 
i=1

\biggl( 
\tau 

h

\biggr) i - 1

Fi ,

Fi = hi
1

(i - 1)!

\partial i - 1

\partial \tau i - 1
\widetilde f (2s)\biggl( h

2
+ \tau , x, h

\biggr) \bigm| \bigm| \bigm| \bigm| 
\tau =0

.

Fi(x), i = 1, . . . , s, are linear combinations of fj(x), j = 1, . . . , s, and Fi(x) = \scrO (hi),
Fi(x)Fj(x) = \scrO (hi+j), etc. In addition, if we denote Fi(h, x) = Fi(x) to incorporate
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TIME-AVERAGE OF DIFFERENTIAL EQUATIONS 2517

the dependency of Fi with h, then, since the quadrature rule is symmetric, we have
that

Fi( - h, x) = ( - 1)iFi(h, x),

and this property will be very useful in getting the formal solution with a reduced
number of terms, which simplifies the process of building new methods.

We can easily check that the following hold:
\bullet For s = 1 we have c1 = 1

2 and

(2.8) y\prime =
1

h
F1(y) = f

\biggl( 
h

2
, y

\biggr) 
,

whose solution provides a second-order approximation to the solution of (1.1)
at t = h, i.e., y(h) = x(h) +\scrO (h3).

\bullet For s = 2 we have (c1, c2) = (12  - 
\surd 
3
6 ,

1
2 +

\surd 
3
6 ) and

\scrL 1

\biggl( 
t

h

\biggr) 
=  - 

\surd 
3

\Biggl( 
t

h
 - 

\Biggl( 
1

2
+

\surd 
3

6

\Biggr) \Biggr) 
, \scrL 2

\biggl( 
t

h

\biggr) 
=

\surd 
3

\Biggl( 
t

h
 - 

\Biggl( 
1

2
 - 

\surd 
3

6

\Biggr) \Biggr) 
,

y\prime =
1

h
F1(y) +

1

h2
F2(y) \tau ,(2.9)

F1(y) =
h

2
(f(c1h, y) + f(c2h, y)), F2(y) = h

\surd 
3(f(c2h, y) - f(c1h, y)),

with \tau = t - h/2 and y(h) = x(h) +\scrO (h5).

\bullet For s = 3 we have (c1, c2, c3) = (12  - 
\surd 
15
10 ,

1
2 ,

1
2 +

\surd 
15
10 ), and we easily get

(2.10) y\prime =
1

h
F1(y) +

1

h2
F2(y) \tau +

1

h3
F3(y) \tau 

2

with

F1(y) = hf(c2h, y), F2(y) =

\surd 
15h

3
(f(c3h, y) - f(c1h, y)),

F3(y) =
10h

3
(f(c1h, y) - 2f(c2h, y) + f(c3h, y)),

and y(h) = x(h) +\scrO (h7).
Let us now consider the moment integrals associated to the interpolating vector

field (2.2):

\widetilde f (i)h (x) =

\int h

0

\biggl( 
t - h/2

h

\biggr) i \widetilde f (2s)(t, x, h)dt, i = 0, 1, . . . , s - 1.(2.11)

Since \widetilde f (2s)(t, x, h) is a polynomial function in t, the integrals can be evaluated ana-
lytically, and taking into account (2.7) it is easy to check that
(2.12)\widetilde f (i)h (x) =

\int h

0

\biggl( 
t - h/2

h

\biggr) i
1

h

s\sum 
j=1

\biggl( 
t - h/2

h

\biggr) j - 1

Fj(x) dt =

s\sum 
j=1

1 - ( - 1)i+j

(i+ j)2i+j\underbrace{}  \underbrace{}  
T

(2s)
i+1,j

Fj(x).

Notice that (2.12) is valid for any function f(t, x) and one can choose a function

where \widetilde f (i)h (x), i = 0, 1, . . . , s  - 1, and Fj(x), j = 1, . . . , s, correspond to two sets of
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2518 SERGIO BLANES

independent functions, so T
(2s)
ij must be the coefficients of an invertible matrix. Then,

we can write

(2.13) Fi(x) =

s\sum 
j=1

R
(2s)
ij

\widetilde f (j - 1)
h (x),

where R(2s) = (T (2s)) - 1, and then substituting into (2.7) we have

(2.14) \widetilde f (2s)(t, x, h) = 1

h

s\sum 
i,j=1

\biggl( 
t - h/2

h

\biggr) i - 1

R
(2s)
ij

\widetilde f (j - 1)
h (x).

For example, taking 2s = 2, 4, 6 we have

(2.15) R(2) = 1, R(4) =

\biggl( 
1 0
0 12

\biggr) 
, R(6) =

\left(  9
4 0  - 15
0 12 0

 - 15 0 180

\right)  ,

and then, (2.8)--(2.10) can be written in terms of the moment integrals associated to
the interpolating polynomial as follows:

y\prime =
1

h
\widetilde f (0)h (y),

(2.16)

y\prime =
1

h
\widetilde f (0)h (y) +

12

h2
\widetilde f (1)h (y) \tau ,

(2.17)

y\prime =
1

h

\biggl( 
9

4
\widetilde f (0)h (y) - 15 \widetilde f (2)h (y)

\biggr) 
+

12

h2
\widetilde f (1)h (y) \tau +

1

h3

\Bigl( 
 - 15 \widetilde f (0)h (y) + 180 \widetilde f (2)h (y)

\Bigr) 
\tau 2.

(2.18)

We are interested, however, in writing the differential equation in terms of the
moment integrals (2.5) that are associated to the vector field in (1.1), and we present
the following result.

Theorem 2.2. The solution of the differential equation

(2.19) z\prime = f (2s)(t, z, h), z(0) = x0,

with

(2.20) f (2s)(t, z, h) =
1

h

s\sum 
i,j=1

\biggl( 
t - h/2

h

\biggr) i - 1

R
(2s)
ij f

(j - 1)
h (z),

satisfies that
\| x(h) - z(h)\| = \scrO (h2s+1).

Proof. Taking into account that bi, ci, i = 1, . . . , s, are the weights and nodes of
the GL quadrature rule of order 2s, and that this quadrature rule provides the exact
solution for the integration of any polynomial function of degree lower than 2s, we
have that the solution of (2.11) is given by (2.12), but also by

(2.21) \widetilde f (i)h (y) = h

s\sum 
j=1

bj

\biggl( 
cj  - 

1

2

\biggr) i

f(cjh, y).
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TIME-AVERAGE OF DIFFERENTIAL EQUATIONS 2519

Then, if we use the same quadrature rule to integrate (2.5), we have that

f
(i)
h (y) = h

s\sum 
j=1

bj

\biggl( 
cj  - 

1

2

\biggr) i

f(cjh, y) +\scrO (h2s+1),

so

(2.22) f
(i)
h (y) = \widetilde f (i)h (y) +\scrO (h2s+1).

Then, we have that

\| x(h) - z(h)\| = \| x(h) - y(h) + y(h) - z(h)\| 
\leq \| x(h) - y(h)\| + \| y(h) - z(h)\| = \scrO (h2s+1).(2.23)

As a result, the solutions of the differential equations

z\prime =
1

h
f
(0)
h (z),

(2.24)

z\prime =
1

h
f
(0)
h (z) +

12

h2
f
(1)
h (z) \tau ,

(2.25)

z\prime =
1

h

\biggl( 
9

4
f
(0)
h (z) - 15f

(2)
h (z)

\biggr) 
+

12

h2
f
(1)
h (z) \tau +

1

h3

\Bigl( 
 - 15f

(0)
h (z) + 180f

(2)
h (z)

\Bigr) 
\tau 2

(2.26)

agree with the solution of (1.1) up to second, fourth, and sixth order, respectively.
An alternate proof that does not consider Runge--Kutta (RK) methods is the

following one.1 The vector field (2.20) can be written as

(2.27) f (2s)(t, z, h) =

\int 1

0

s\sum 
i,j=1

\biggl( 
t

h
 - 1

2

\biggr) i - 1

R
(2s)
ij

\biggl( 
\sigma  - 1

2

\biggr) j - 1

f(\sigma h, z)d\sigma ,

which is a particular case of the more general function

(2.28) f (2s)(t, z, h) =

\int 1

0

Ps - 1

\biggl( 
t

h
, \sigma 

\biggr) 
f(\sigma h, z)d\sigma 

with Ps - 1(
t
h , \sigma ) a polynomial function of degree s - 1 in both t/h and \sigma . If we consider

the Taylor expansion about the origin of

(2.29) f(t, x) - f (2s)(t, x, h) =
\sum 
j\geq 0

pj

\biggl( 
t

h

\biggr) 
hj

j!

\partial j

\partial tj
f(t, x)

\bigm| \bigm| \bigm| \bigm| 
t=0

,

where (taking \xi = t/h) pj(\xi ) = \xi j + qs - 1(\xi ) with qs - 1 a polynomial of degree s  - 1,
then if Ps - 1(\xi , \sigma ) is chosen such that

pj(\xi ) = 0, j = 0, 1, . . . , s - 1,

1I would like to thank Ernst Hairer for suggesting this alternate proof.
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and pj(\xi ), j = s, s+1, . . . , 2s - 1, are orthogonal to all polynomials of degree 0 \leq k \leq 
2s - j  - 1, or equivalently,\int 1

0

pj(\sigma )\sigma 
kd\sigma = 0 for 0 \leq k \leq 2s - j  - 1 and j = s, . . . , 2s - 1,

then the solution of (2.19) agrees with the solution of (1.1) up to order 2s. The
choice in (2.20) satisfies these conditions, and the proof of the theorem could be done
avoiding the use of RK methods.

For example, for s = 2 we have from (2.27), (2.28) that

P1(\xi , \sigma ) = (4 - 6\sigma ) + (12\sigma  - 6)\xi 

and

p0(\sigma ) = 0, p1(\sigma ) = 0, p2(\sigma ) = \sigma 2  - \sigma +
1

6
, p3(\sigma ) = \sigma 3  - 9

10
\sigma +

1

5
.

If we approximate the integrals using the GL quadrature rule, we recover the
results from Theorem 2.1. Obviously, one can use any other quadrature rule, and we
next provide a simple procedure to directly change from the GL quadrature rule to
any other quadrature rule.

2.2. To extend the result to other quadrature rules. Given another quad-
rature rule of order p \geq 2s with nodes \^ci, i = 1, . . . ,m, we could repeat the same
procedure as before by considering, for example, an RK scheme of order 2s that shares
the same values for the coefficients \^ci. However, the interpolating polynomial would
be a polynomial of degree m - 1 in t with m > s.

In the following, we present a simpler rule to change from one quadrature rule
to another quadrature rule that does not increase the degree of the polynomial. The
following result indicates how to obtain another differential equation by replacing each
f(cih, x), i = i, . . . , s, in \widetilde f (2s)(t, x, h) by a linear combination of f(\^cj , x), j = 1, . . . ,m,
i.e., to replace f(ci, x) by

\sum m
j=1 aijf(\^cj , x) with proper coefficients aij such that the

new vector field (with this change it is still a polynomial of degree s - 1 in t) satisfies
a relation similar to (1.6) and the solution of the associated equation at the end of
the step is still of order 2s as in (1.8).

Theorem 2.3. Given the weights and nodes bi, cj , j = 1, . . . , s, of the GL quad-

rature rule of order 2s, and the weights and nodes \^bi, \^cj , j = 1, . . . ,m, of a quadrature
rule of order 2s or higher, the differential equation

(2.30) z\prime = \widehat f (2s)(t, z, h), z(0) = x0,

where

(2.31) \widehat f (2s)(t, x, h) = 1

h

s\sum 
i=1

\biggl( 
\tau 

h

\biggr) i - 1 \widehat Fi(z) ,

and \widehat Fi(z) is given by Fi(z) in (2.7), replacing each f(cih, z) by
\sum m

j=1 aijf(\^cjh, y),
where
(2.32)

aij =
\Bigl( 
(Q(2s)) - 1 \widehat Q(2s,m)

\Bigr) 
ij
, Q

(2s)
ij = bj

\biggl( 
cj  - 

1

2

\biggr) i - 1

, \widehat Q(2s,m)
ik = \^bk

\biggl( 
\^ck  - 1

2

\biggr) i - 1
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with Q(2s) \in \BbbR s\times s, \widehat Q(2s,m) \in \BbbR s\times m, satisfies that

(2.33) \| x(h) - z(h)\| = \scrO (h2s+1).

Proof. Taking into account (2.22), we then have that

h

s\sum 
j=1

bj

\biggl( 
cj  - 

1

2

\biggr) i

\underbrace{}  \underbrace{}  
Q

(2s)
i+1,j

f(cjh, y) = \widetilde f (i)h (y) = f
(i)
h (y) +\scrO (h2s+1)

= h

m\sum 
j=1

\^bj

\biggl( 
\^cj  - 

1

2

\biggr) i

\underbrace{}  \underbrace{}  \widehat Q(2s,m)
i+1,j

f(\^cjh, y) +\scrO (h2s+1).

Then, in (2.8)--(2.10) we can safely make the substitutions

f(cih, y)  - \rightarrow 
m\sum 
j=1

aijf(\^cjh, y),

where the coefficients aij are given by (2.32) (since Q(2s) is an invertible matrix) and
the solution of the new differential equation is still accurate up to order 2s since the
vector fields differ at this order.

Remark. We have written the differential equation in terms of the moment inte-
grals (2.5) associated to the vector field in (1.1). In some cases the integrals can be
solved exactly. In addition, if some time-dependent functions evolve very smoothly
(adiabatically) in t and are costly to compute, one could approximate the integrals
using a lower-order quadrature rule with few evaluations per step, where, in general,
the cost will be reduced while keeping the accuracy.

2.3. Examples.

Example 1. We illustrate how to build differential equations that provide solu-
tions that are accurate to second and fourth order, respectively, when the vector field
is known on an equidistant time mesh.

\bullet Second-order method: we take s = 1 and the trapezoidal rule, (\^b1,\^b2) =
( 12 ,

1
2 ), (\^c1, \^c2) = (0, 1), so

Q(2) = 1, \widehat Q(2,2) =

\biggl( 
1

2
,
1

2

\biggr) 
\Rightarrow a =

\bigl( 
Q(2)

\bigr)  - 1 \widehat Q(2,2) =

\biggl( 
1

2
,
1

2

\biggr) 
,

z\prime =
1

h
\widehat F1(z), \widehat F1(y) =

h

2
(f(\^c1h, z) + f(\^c2h, z)),(2.34)

which corresponds to the well-known trapezoidal-averaged method, i.e.,

z\prime =
1

2
(f(0, z) + f(h, z)),

whose solution satisfies z(h) = x(h) +\scrO (h3).

\bullet Fourth-order method: we take s = 2 with the Simpson rule (\^b1,\^b2,\^b3) =
1
6 (1, 4, 1), (\^c1, \^c2, \^c3) = (0, 12 , 1), so\bigl( 

Q(4)
\bigr)  - 1 \widehat Q(4,3) =

1

6

\biggl( 
1 +

\surd 
3 4 1 - 

\surd 
3

1 - 
\surd 
3 4 1 +

\surd 
3

\biggr) 
,

z\prime =
1

h
\widehat F1(z) +

1

h2
\widehat F2(z) \tau ,(2.35)
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2522 SERGIO BLANES

with

\widehat F1(z) =
h

2

3\sum 
j=1

(a1,j + a2,j)f(\^cjh, z) =
h

6
(f(\^c1h, z) + 4f(\^c2h, z) + f(\^c3h, z)),

\widehat F2(z) = h
\surd 
3

3\sum 
j=1

(a2,j  - a1,j)f(\^cjh, z) = h(f(\^c3h, z) - f(\^c1h, z));

i.e., the solution of the differential equation

(2.36) z\prime =
1

6

\biggl( 
f(0, z) + 4f

\biggl( 
h

2
, z

\biggr) 
+ f(h, z)

\biggr) 
+
\bigl( 
f(h, z) - f(0, z)

\bigr) \tau 
h

satisfies z(h) = x(h) +\scrO (h5).

Example 2. Let us consider the fourth-order Simpson rule and the alternate dif-
ferential equations

(2.37) y\prime = \widetilde f (4)(t, y, h), y(0) = x0,

with

\widetilde f (4)(t, y, h) = 3\sum 
i=1

\scrL i

\biggl( 
t

h

\biggr) 
f(cih, y)(2.38)

= f(0, y) +

\biggl( 
 - 3f(0, y) + 4f

\biggl( 
h

2
, y

\biggr) 
 - f(h, y)

\biggr) 
t

h

+

\biggl( 
2f(0, y) - 4f

\biggl( 
h

2
, y

\biggr) 
+ 2f(h, y)

\biggr) 
t2

h2
,

where \widetilde f (4)(t, y, h) is the interpolating polynomial. The standard fourth-order RK
method to solve (1.1) and (2.37) provides the same numerical result, so the solution
of (2.37) at t = h provides a fourth-order approximation. However, the vector field
in (2.37) is quadratic in t instead of linear as in (2.36).

Example 3. Let us consider the scalar differential equation

(2.39) x\prime =

k\sum 
j=1

\alpha j(t)fj(x), x(0) = x0.

We build a differential equation that only requires the evaluation of \alpha j,i = \alpha j(cih),
i = 1, 2 (evaluated at the fourth-order GL quadrature rule), and whose solution at
the end of each step provides a fourth-order approximation.

We take s = 2 and evaluate the constants

aj,1 =
h

2
(\alpha j,1 + \alpha j,2), aj,2 = h

\surd 
3(\alpha j,2  - \alpha j,1),

and finally the equation to be solved is

(2.40) y\prime =

k\sum 
j=1

\biggl( 
1

h
aj,1 +

1

h2
aj,2 \tau 

\biggr) 
fj(y),
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TIME-AVERAGE OF DIFFERENTIAL EQUATIONS 2523

with \tau = t - h/2, which is only linear in t. Notice that one can use a given numerical
scheme (see, e.g., [15, 17] and references therein) to solve both (2.39) and (2.40), but
in the last case such a scheme will only require one to evaluate the functions \alpha j(t)
at the fourth-order GL quadrature rule. Furthermore, in the case where \alpha j(t) evolve
very smoothly in t, one could use a higher-order scheme to solve (2.40) that could
provide more accurate results (in many cases this occurs at a moderate additional
computational cost). Notice that if one uses a Lie group method [19] to solve (2.39),
the same Lie group method can be used to solve (2.40), and in some cases this can
be achieved more efficiently in the second case.

Example 4. Let us now consider the Kepler problem with a time-dependent mass
given by the Hamiltonian

(2.41) H(t, q, p) =
1

2
pT p - \mu (t)

1

r

with q, p \in \BbbR 3, r = \| q\| =
\sqrt{} 
qT q, with Hamilton equations

q\prime = p,

p\prime =  - \mu (t) q

r3/2
.(2.42)

If one takes t as a coordinate, say qt = t, and its associated momentum, pt, the
Hamilton equations associated to the autonomous Hamiltonian

K(qt, q, pt, p) =

\biggl( 
1

2
pT p+ pt

\biggr) 
 - \mu (qt)

1

r

have the same solution for q, p, and symplectic splitting methods can be used. Let
\{ ai, bi\} mi=1 be the coefficients of a splitting method; then the scheme to advance one
time step, from (qn, pn) to (qn+1, pn+1), is given by

(2.43)

Q0 = qn, P0 = pn
for i = 1 : m
Qi = Qi - 1 + aihPi - 1,

Pi = Pi - 1  - bih\mu (dih)
Qi

R
3/2
i

end
qn+1 = Qm, pn+1 = Pm

with Ri =
\sqrt{} 
QT

i Qi, di =
\sum i

j=1 aj .
If we take s = 2, the fourth-order Gaussian quadrature rule, we compute \mu i =

\mu (cih), i = 1, 2, and evaluate

M1 =
h

2
(\mu 1 + \mu 2), M2 = h

\surd 
3(\mu 2  - \mu 1),

then the differential equation given by

q\prime = p,

p\prime =  - 
\biggl( 
1

h
M1 +

1

h2
M2 \tau 

\biggr) 
q

r3/2
(2.44)

provides a fourth-order accurate solution.
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2524 SERGIO BLANES

If, however, we use the Simpson quadrature rule, we should replace M1,M2 by

M1 =
h

6

\biggl( 
\mu (0) + 4\mu 

\biggl( 
h

2

\biggr) 
+ \mu (h)

\biggr) 
, M2 = h

\bigl( 
\mu (h) - \mu (0)

\bigr) 
.

Efficient fourth-order splitting methods can be found in [11] with m = 6, so six
evaluations of \mu (t) per step are required in the algorithm (2.43), but the same splitting
method will only require two evaluations per step to solve (2.44) for both choices of
the quadrature rule. In some other cases, the scheme requires one to evaluate \mu (t) at
values where it is not well defined or it can be difficult to evaluate as, for example,
if one uses splitting methods with complex coefficients [4, 12, 16] (these methods are
useful, e.g., when forward integrations are either necessary or highly convenient), but
this would not be the case if one solves instead (2.44) with such schemes since \mu (t)
has been previously evaluated at the nodes of the chosen quadrature rule.

3. To construct the formal solution. Let us consider the linear equation
(1.3) with formal solution at t = h given by x(h) = \Phi hx0. It is known that for h
small enough, \Phi h is close to the identity and it can be written as \Phi h = e\Omega h , with \Omega h

a constant matrix. Then, the solution of the autonomous linear equation

y\prime =
1

h
\Omega h y, y(0) = x0

satisfies, in general, that y(t) \not = x(t) for t \in (0, h), but y(h) = x(h), and e\Omega h provides
the formal solution at t = h that can be used to build numerical schemes. For
example, from a properly truncated Magnus series expansion [5, 20, 23] where the
nested integrals are properly approximated making use of the matrix A(t) evaluated
on a given quadrature rule, one can build a matrix,Mh, such thatMh = \Omega h+\scrO (hp+1)
and the solution of

z\prime =
1

h
Mh z, z(0) = x0

satisfies z(h) = x(h) +\scrO (hp+1).
We now analyze how to obtain the formal solution of (1.1) that can be considered

as the solution of an autonomous equation2 where the exact solution at t = h coincides
with the desired solution up to a given order.

For this purpose we consider the Magnus expansion for nonlinear differential equa-
tions [9, 25]. The formalism used in this work considers a polynomial of degree s - 1
in t that allows one to obtain the formal solution up to order 2s in the simplest way,
and that can be adapted to be used with any desired quadrature rule.

This can be achieved by writing the nonlinear differential equation in terms of
linear Lie operators, which we briefly review.

3.1. Lie algebra of Lie operators. Let \scrA be the set of all infinitely differen-
tiable vector functions defined in a given region, f : D \subset \BbbR \times \BbbR d  - \rightarrow \BbbR d. This set,
with the addition and multiplication by a scalar and the Lie bracket as the internal
product, forms a Lie algebra of vector fields. Given f \in \scrA , we define the Lie operator,
or Lie derivative, associated to f = (f1(t, x), . . . , fd(t, x)) and denoted by Lf , as the
operator Lf : \scrA  - \rightarrow \scrA , given by

(3.1) Lf =

d\sum 
i=1

fi(t, x)
\partial 

\partial xi

2The associated vector field is autonomous on each time interval, [tn, tn+1], but it changes on
each time step.
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(derivatives with respect to coordinates, but not with respect to t), which acts on
g \in \scrA as

(3.2) Lfg(t, x) = w(t, x), where wi(t, x) =

d\sum 
j=1

fj(t, x)
\partial gi(t, x)

\partial xj
.

Since Lf acts on each component of the vector field, g, we will use it acting both on
vector functions as well as on scalar functions. For simplicity in the presentation, we
write

Lf Id(x) = Lfx = f(t, x).

We denote by \^\scrA the set of Lie operators that also have the structure of a vector
space with the addition and product by a scalar

(3.3)
\Bigl( 
Lf + Lg

\Bigr) 
w = Lf+gw, \alpha Lfg = L\alpha fg, \alpha \in \BbbR .

Let us now introduce the internal product, [\cdot , \cdot ] : \^\scrA \times \^\scrA  - \rightarrow \^\scrA , as follows:

(3.4) [Lf , Lg] = Lf Lg  - Lg Lf ,

i.e., the commutator of Lie operators. This internal product is bilinear and skew-
symmetric, and, given f, g, k \in \scrA ,

(3.5) [Lf , Lg]k = L(f,g) k,

where (f, g) denotes a vector field obtained from the Lie bracket of the vector fields
whose components are given by

(f, g)i =

d\sum 
j=1

\biggl( 
fj
\partial gi
\partial xj

 - gj
\partial fi
\partial xj

\biggr) 
.

Then, the set \^\scrA with the commutator as the internal product is a Lie algebra that
is isomorphic to the Lie algebra of vector fields with the Lie bracket as the internal
product.

Definition 3.1 (Lie transform). Given f(t, x) \in \scrA , we define the associated Lie
transform, eLf : \scrA  - \rightarrow \scrA , as

eLf =

\infty \sum 
k=0

Lk
f

k!
.

Here Li
f\psi = Lf (L

i - 1
f \psi ) and L0

f\psi = \psi , where \psi can be either a scalar or a vector
function.

Let x = \psi t(x0) be the solution of the autonomous equation x\prime = f(x). This map
can be written as the action of an operator on the identity function as follows:

x = \psi t(x0) = \Psi tId(x0).

The equation to be satisfied by the operator \Psi t is

dx

dt
=

d

dt
\Psi tId(x0),

f(x) = Lf(x)Id(x) = Lf(\Psi t\circ Id(x0))Id(\Psi t \circ Id(x0)) = \Psi tLf(x0)Id(x0),
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2526 SERGIO BLANES

so the operator differential equation is

(3.6)
d\Psi t

dt
= \Psi tLf(x0),

and the solution can formally be written as

x = \psi t(x0) = etLf(x0)Id(x0)

or, in short, x = etLf(x0)x0, where the derivatives act on x0, which can be seen as an
independent set of coordinates (a transformation from x0 to x).

Similarly, the solution of the nonautonomous equation (1.1) at t = h can formally
be written as a Lie transform of the (unknown) vector field f\Omega (h, x0), i.e.,

(3.7) \Psi h = exp(hLf\Omega (h,x0)).

The equation to be satisfied by \Psi t is now

(3.8)
d\Psi t

dt
= \Psi tLf(t,x0).

The linear operator Lf(t,x0) appears on the right side of \Psi t instead of the left side, so
we can use the property

0 =
d

dt

\bigl( 
\Psi  - 1

t \Psi t

\bigr) 
=
d\Psi  - 1

t

dt
\Psi t +\Psi  - 1

t

d\Psi t

dt
=
d\Psi  - 1

t

dt
\Psi t +\Psi  - 1

t \Psi tLf(t,x0).

Thus

(3.9)
d\Psi  - 1

t

dt
=  - Lf(t,x0)\Psi 

 - 1
t ,

and, since this is a linear differential equation, we can solve it using the Magnus series
expansion similarly to the matrix case.

Given the linear equation (1.3), if we write the formal solution at t = h as x(h) =
e\Omega hx0, with \Omega h given by the Magnus series expansion [5, 20, 23], \Omega h =

\sum \infty 
k=1 \Omega h,k,

we have that

\Omega h,1 =

\int h

0

A(t1) dt1, \Omega h,2 =
1

2

\int h

0

\int t1

0

[A(t1), A(t2)] dt2 dt1, . . . ,

where [P,Q] = PQ - QP . Then, the solution of (3.9) can formally be written as the
exponential of the series (the series for nonlinear problems usually does not converge,
but a proper truncation of it usually provides accurate solutions)

\Psi  - 1
h = exp

\Biggl( 
h

\infty \sum 
k=1

Lf\Omega k

\Biggr) 
.

Notice that from (3.7) we have that \Psi  - 1
h = exp( - hLf\Omega (t,x0)), and then

 - hLf\Omega (h,x0) =

\int h

0

 - Lf(t1,x0) dt1 +
1

2

\int h

0

\int t1

0

\bigl[ 
 - Lf(t1,x0), - Lf(t2,x0)

\bigr] 
dt2 dt1 + \cdot \cdot \cdot .

Then taking into account the properties (3.3) and (3.5), we find that f\Omega (h, x0) is given
by

(3.10) hf\Omega (h, x0) =

\int h

0

f(t1, x0) dt1 +
1

2

\int h

0

\int t1

0

\bigl( 
f(t2, x0), f(t1, x0)

\bigr) 
dt2 dt1 + \cdot \cdot \cdot .
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We observe that the nested Lie brackets with even number of vector fields have the
opposite sign of similar terms obtained when considering the Magnus series for solving
the linear problem. This is due to the following property: given the linear vector fields
f(x) = Fx, g(x) = Gx with F,G \in \BbbC d\times d, the Lie bracket is given by

(f(x), g(x)) = (Fx,Gx) = [G,F ]x.

In a similar way, given the Lie transforms

etLf(x0)x0 = \psi f
t (x0), etLg(x0)x0 = \psi g

t (x0),

we have that3

etLg(x0) etLf(x0)x0 = etLg(x0) \psi f
t (x0) = \psi f

t (e
tLg(x0)x0) = \psi f

t \circ \psi g
t (x0).

Since (2.1) provides an approximation to order 2s to the solution x(h) and\widetilde f (2s)(t, x, h) is a polynomial function in t of degree s - 1, we can solve (2.1) using the
Magnus expansion where the integrals can be exactly evaluated.

To take the sufficient number of terms in the Magnus series to obtain an approx-
imation to order 2s, we consider the following property [6, 21, 26] (see also [5] and
references therein): each term in hLf\Omega k

is an odd function of h, and in particular

hLf\Omega 1
= \scrO (h), hLf\Omega 2

= \scrO (h3),
hLf\Omega 2m - 1

= \scrO (h2m+1), hLf\Omega 2m
= \scrO (h2m+1), m > 1.

Let us denote by

y(h) = exp(hL \widetilde f(2s)
\Omega (h,x0)

)x0

the solution of (2.1) when considering the interpolating polynomial; then the first two
terms in the series (3.10) are given by

h \widetilde f (2s)\Omega 1
(h, x0) =

\int h

0

\widetilde f (2s)h (t, x0)dt =

\int h/2

 - h/2

1

h

s\sum 
i=1

\biggl( 
\tau 

h

\biggr) i

Fi(x0)d\tau (3.11)

=

s\sum 
i=1

1 - ( - 1)i

i 2i
Fi(x0),(3.12)

h \widetilde f (2s)\Omega 2
(h, x0) =

1

2

\int h/2

 - h/2

\int \sigma 1

 - h/2

\bigl( \widetilde f (2s)h (\sigma 2, x0) , \widetilde f (2s)h (\sigma 1, x0)
\bigr) 
d\sigma 2 d\sigma 1.

Then, for 2s = 2, 4, 6 we have the following:
\bullet A second-order method is obtained taking 2s = 2 and truncating the Magnus
expansion to the first term for the vector field given by (2.8)

h \widetilde f (2)\Omega = h \widetilde f (2)\Omega 1
=

\int h

0

1

h
F1(x0)dt = F1(x0).

3See the appendix of [3] (and references therein) for a review on the Lie algebra of vector fields,
the Lie algebra of the associated Lie operators, and the order in which they appear.
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2528 SERGIO BLANES

\bullet A fourth-order method is obtained taking 2s = 4 and truncating the Mag-
nus expansion to the second term for the vector field given by (2.9). By
introducing the change of variable in the integral \tau = t - h

2 we have

h \widetilde f (4)\Omega (y) =

\int h/2

 - h/2

\biggl( 
1

h
F1(y) +

1

h2
F2(y) \tau 

\biggr) 
d\tau 

(3.13)

+
1

2

\int h/2

 - h/2

\int s1

 - h/2

\biggl( 
1

h
F1(y) +

1

h2
F2(y) s2,

1

h
F1(y) +

1

h2
F2(y) s1

\biggr) 
ds2 ds1

= F1(y) +
1

12
(F1(y), F2(y)).

\bullet A sixth-order method is obtained taking f\widetilde \Omega (6)
1
, . . . , f\widetilde \Omega (6)

4
and (2.10)

h \widetilde f (6)\Omega 1
(y) = F1(y) +

1

12
F3(y),

h \widetilde f (6)\Omega 2
(y) =

1

12
(12) - 1

240
(23),

h \widetilde f (6)\Omega 3
(y) =

1

360
(113) - 1

240
(212) +\scrO (h7),

h \widetilde f (6)\Omega 4
(y) =  - 1

720
(1112) +\scrO (h7),

so

h \widetilde f (6)\Omega (y) = F1(y) +
1

12
F3(y) +

1

12
(12) - 1

240
(23) +

1

360
(113)

 - 1

240
(212) - 1

720
(1112) +\scrO (h7),

where (ij . . . kl) represents the nested Lie bracket

(Fi(y), (Fj(y), (. . . , (Fk(y), Fl(y)) . . .))).

In general, the evaluation of Lie brackets of vector fields is a very costly and
cumbersome computation. However, the formal solution written in this form allows
us to build new schemes at different orders of accuracy that are simpler to evaluate
and agree with the formal solution up to the desired order.

For example, the differential equation with the vector field given by (3.13) that
provides a fourth-order approximation corresponds to the Lie transform

exp

\biggl( 
LF1 +

1

12
[LF1 , LF2 ]

\biggr) 
,

where LFi = \scrO (hi), but this transformation can be approximated by a composition of
maps that do not involve commutators (or Lie brackets) following the same decompo-
sition techniques as those used to build commutator-free (quasi-)Magnus integrators
[1, 7, 11, 28]. For instance, we have

exp

\biggl( 
LF1

+
1

12
[LF1

, LF2
]

\biggr) 
= exp

\biggl( 
1

2
LF1

 - 1

6
LF2

\biggr) 
exp

\biggl( 
1

2
LF1

+
1

6
LF2

\biggr) 
+\scrO (h5),
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or, in terms of vector fields and taking into account that the Lie transform acts in the
reverse order, this is equivalent to sequentially solving

z\prime =
1

h

\biggl( 
1

2
F1(z) - 

1

6
F2(z)

\biggr) 
, z(0) = x0,

y\prime =
1

h

\biggl( 
1

2
F1(y) +

1

6
F2(y)

\biggr) 
, y(0) = z(h),

or equivalently,

z\prime = (a1f(c1h, z) + a2f(c2h, z)) , z(0) = x0,(3.14)

y\prime = (a2f(c1h, y) + a1f(c2h, y)) , y(0) = z(h),(3.15)

with

(3.16) a1 =
1

4
+

\surd 
3

6
, a2 =

1

4
 - 

\surd 
3

6
.

Example 5. Let us consider the nonautonomous Kepler problem (2.41). The evo-
lution for the autonomous case (with \mu a constant parameter) is given by the map

(q(t), p(t)) = \Phi (q0, p0, t, \mu )(3.17)

= (f q0 + g p0, fp q0 + gp p0),

where f, fp, g, gp are computed as follows (see [3] and references therein):

r0 = \| q0\| , u = qT0 p0, E =
1

2
pT0 p0  - \mu 

1

r0
, a =  - \mu 

2E
, w =

\sqrt{} 
\mu 

a3
, \sigma = 1 - r0

a
,

\psi =
u

wa2
, wt = x - \sigma sinx+ \psi (1 - cosx),

f = 1 +
(cosx - 1)a

r0
, g = t+

sinx - x

w
,

fp =  - aw sinx

r0(1 - \sigma cosx+ \psi sinx)
, gp = 1 +

cosx - 1

1 - \sigma cosx+ \psi sinx
,

where x has to be evaluated numerically.
A second-order scheme is given by the midpoint rule

(3.18) (q1, p1) = \Phi 

\biggl( 
q0, p0, h, \mu 

\biggl( 
h

2

\biggr) \biggr) 
,

while the fourth-order scheme (3.14), (3.15) is given by the sequence of compositions

(q1/2, p1/2) = \Phi (q0, p0, (a1 + a2)h,M1), M1 =
a1\mu (c1h) + a2\mu (c2h)

a1 + a2
,(3.19)

(q1, p1) = \Phi (q1/2, p1/2, (a2 + a1)h,M2), M2 =
a2\mu (c1h) + a1\mu (c2h)

a1 + a2
.(3.20)

Since a1 + a2 = 1
2 , this can be considered as the composition of a half step with one

method followed by a half step with its adjoint such that the composition provides a
fourth-order approximation.
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2530 SERGIO BLANES

The results are also valid for any quadrature rule just following the same changes
as in Theorem 2.3, and they can also be written in terms of moment integrals. For
example, using the Simpson rule the method reads

(q1/2, p1/2) = \Phi 

\biggl( 
q0, p0,

h

2
,M1

\biggr) 
, M1 =

1

6

\biggl( 
3\mu (0) + 4\mu 

\biggl( 
h

2

\biggr) 
 - \mu (h)

\biggr) 
,

(q1, p1) = \Phi 

\biggl( 
q1/2, p1/2,

h

2
,M2

\biggr) 
, M2 =

1

6

\biggl( 
 - \mu (0) + 4\mu 

\biggl( 
h

2

\biggr) 
+ 3\mu (h)

\biggr) 
.

3.2. Tailored methods for particular problems. As we have mentioned,
working with the graded algebra allows us to easily identify in many classes of prob-
lems some additional simplifications or elements of the algebra that can be incorpo-
rated into the schemes to improve their performance. In this section we just present
an example as an illustration.

Let us consider the nonautonomous Hamiltonian

H(t, q, p) =
1

2
pT p+ V (t, q)

with associated vector field from Hamilton equations

f(t, q, p) =
\bigl( 
p, g(t, q)

\bigr) 
with g(t, q) =  - \nabla V (t, q). If we denote by Gi(q), i = 1, . . . , s, the graded vector fields
obtained from g(t, q) similarly to Fi(q, p) obtained from f(t, q, p), we easily observe
that

F1 = (hp,G1),

but

Fi = (0, Gi), i > 1,

so Fi for i > 1 depend only on coordinates, and their Lie brackets vanish; i.e.,

(Fi, Fj) = 0 if i, j > 1.

For methods of order greater than 4, this implies, for example, that (F2, F3) = 0,
which could allow us to obtain methods of order 5 or higher at a reduced cost.

In addition, in this case we have that

(Fj , (F1, Fi)) = (Fi, (F1, Fj)) = Ri+j+1(q) if i, j > 1;

i.e., they are vector fields of order hi+j+1 that depend only on coordinates and could
be incorporated into the numerical schemes. For example, these elements were incor-
porated into the numerical integration of the matrix Hill equation in [2] showing a
high performance, and it is worth analyzing whether these methods can also be used
as integrators for this nonautonomous problem since both share the same algebraic
structure when building the numerical schemes.

4. Linear systems. Let us now consider homogeneous linear systems (1.3). We
can apply all the schemes obtained to the general nonlinear case where we must take
into account that

(f(\tau 1, x), f(\tau 2, x)
\bigr) 
= (A(\tau 1)x,A(\tau 2)x

\bigr) 
= [A(\tau 2), A(\tau 1)]x,
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and we recover the well-known Magnus series expansion for linear problems as well
as the Magnus integrators obtained in the literature [5, 6, 19, 20, 21].

On the other hand, taking into account that

exp
\bigl( 
hLf(\tau i,x0)

\bigr) 
x0 = ehA(\tau i)x0, i = 1, 2,

it follows that

exp
\bigl( 
hLf(\tau 1,x0)

\bigr) 
exp

\bigl( 
hLf(\tau 2,x0)

\bigr) 
x0 = ehA(\tau 2)ehA(\tau 1)x0,

i.e., the exponentials appear in the reverse order, and we recover the schemes referred
to as commutator-free (quasi-)Magnus integrators [1, 7, 8, 11].

The order of accuracy of most methods from the literature when considering time-
averaged methods using quadrature rules other than the GL quadrature rule, even
when correct, has not been properly proven. The present paper, however, provides a
proof that guarantees that the order of accuracy of all such methods is correct.

5. Additional examples. The goal of this section is to provide additional ex-
amples to show how to use the time-averaged techniques presented in this work in
order to adapt different one-step methods involving the vector field evaluated at a
given quadrature rule. We first review the steps to build time-averaged methods:

\bullet Choose the order of the method, 2s.
\bullet Consider the graded Lie algebra with generators F1, . . . , Fs (in terms of the
GL quadrature rule), and write the equation in terms of these generators (the
exact solution corresponds to an approximate solution up to order 2s).

\bullet Write the chosen numerical scheme in terms of Fi.
\bullet Take the desired quadrature rule or quadrature rules, and replace Fi by \widehat Fi

through the changes indicated in Theorem 2.3. One can also write the scheme
in terms of the moment integrals.

\bullet Numerically solve the equations appearing in the scheme.

Example 6. Given the linear equation

(5.1) x\prime = A(t)x, x(0) = x0,

where A(t) is known in an equidistant mesh, numerically solve it using the fourth-
order implicit Runge--Kutta Gauss--Legendre (RKGL4) method (we take only the first
time step where we have A1 = A(0), A2 = A(h2 ), A3 = A(h)).

For this problem we have the following:
\bullet 2s = 4, and we choose the Simpson quadrature rule.
\bullet The graded matrices (equivalent to the F1, F2 vector fields) are

B1 =
h

6
(A1 + 4A2 +A3), B2 = h(A3  - A1).

\bullet The equation to be solved is

(5.2) y\prime =

\biggl( 
1

h
B1 +

1

h2
B2\tau 

\biggr) 
y, y(0) = x0,
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2532 SERGIO BLANES

and the RKGL4 method applied to solve this problem corresponds to

k1 =
1

h

\biggl( 
B1  - 

\surd 
3

6
B2

\biggr) \Biggl( 
x0 + h

\biggl( 
1

4
k1 +

3 - 2
\surd 
3

12
k2

\biggr) \Biggr) 
,

k2 =
1

h

\biggl( 
B1 +

\surd 
3

6
B2

\biggr) \Biggl( 
x0 + h

\biggl( 
3 + 2

\surd 
3

12
k1 +

1

4
k2

\biggr) \Biggr) 
,

y1 = x0 +
h

2
(k1 + k2).(5.3)

\bullet One has to solve the implicit equations to get the numerical solution that
corresponds to a fourth-order approximation.

If we consider (2.37), (2.38), we obtain

(5.4) y\prime = \widetilde A(t)y, y(0) = x0,

with \widetilde A(t) the interpolating polynomial

\widetilde A(t) = A1 +
\bigl( 
 - 3A1 + 4A2 +A3

\bigr) t
h
+
\bigl( 
2A1  - 4A2 + 2A3

\bigr) t2
h2
.

Then, the Magnus expansion applied to this equation can contain more terms than
necessary to build methods up to fourth order. In this particular case, however, the
RKGL4 method applied to solve (5.4) also corresponds to the scheme (5.3).

We notice that the choice of the method to solve the problem is not constrained
by the fact that the matrix A(t) is only known at some given instants. In addition,
one could use a higher-order method to solve (5.2) that could provide more accurate
results, e.g., when A(t) evolves smoothly with t. Obviously, asymptotically this would
correspond to a fourth-order method due to the choice of the Simpson rule.

Example 7. Let us consider the two-dimensional nonautonomous Kepler problem
(2.41) with \mu (t) a decreasing function and with initial conditions

q0 = (1 - e, 0), p0 =
\bigl( 
0,
\sqrt{} 

(1 + e)/(1 - e)
\bigr) 

along the time interval, t \in [0, 20], using only compositions of the map (3.17).
For this purpose, we can consider the extended autonomous Hamiltonian

K(qt, q, pt, p) = pt +

\biggl( 
1

2
pT p - \mu (qt)

1

r

\biggr) 
= X + Y

and solve it using a splitting method of order p with coefficients \{ ai, bi\} mi=1 such that

m+1\prod 
i=1

ehaiX ehbiY = eh(X+Y ) +\scrO (hp+1) ,

with bm+1 = 0 and X,Y two noncommuting operators.
If we split the system (1.2) as

(5.5)

\biggl( 
x
t

\biggr) \prime 

=

\biggl( 
f(t, x)

0

\biggr) 
+

\biggl( 
0
1

\biggr) D
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and solve it using the splitting method to advance from tn to tn+1, then it corresponds
to solving the sequence of autonomous equations

(5.6)

y\prime 1 = b1 f(tn + d1h, y1), y1(0) = xn,
y\prime 2 = b2 f(tn + d2h, y2), y2(0) = y1(h),

...
y\prime m = bm f(tn + dmh, ym), ym(0) = ym - 1(h),

with di =
\sum i

j=1 aj and xn+1 = ym(h). Then, the algorithm applied to the nonau-
tonomous Kepler problem corresponds to

(5.7)

Q0 = qn, P0 = pn,
(Q1, P1) = \Phi (Q0, P0, b1h, \mu (tn + d1h))

...
(Qm, Pm) = \Phi (Qm - 1, Pm - 1, bmh, \mu (tn + dmh))

qn+1 = Qm, pn+1 = Pm, tn+1 = tn + dm+1h.

For instance, the three-stage fourth-order scheme (frequently referred to as Yoshida's
fourth-order method) corresponds to m = 3 and coefficients

a1 = a4 =
1

2(2 - 21/3)
, a2 = a3 = 1/2 - a1, b1 = b3 = 2a1, b2 = 1 - 2b1.

Notice that a2, b2 < 0 and this implies that the second map of the algorithm cor-
responds to a backward integration with an increase of the mass. This backward
integration can be problematic for stiff or nonreversible problems. This trouble as
well as the performance of this method can be improved using the optimized six-stage
fourth-order method from [10] with coefficients

a1 = 0.0792036964311956, a2 = 0.3531729060497740, a3 =  - 0.0420650803577195,
a4 = 1 - 2(a1 + a2 + a3), a5 = a3, a6 = a2, a7 = a1, b1 = 0.2095151066133620,
b2 =  - 0.1438517731798181, b3 = 1/2 - (b1 + b2), b4 = b3, b5 = b2, b6 = b1,

where now di > 0, i = 1, . . . , 7, but b2, b5 < 0 and still involves backward time
integrations.

On the other hand, the new fourth-order time-averaged scheme (3.19), (3.20)
requires only two forward compositions.

We take the initial conditions with e = 1/2 and the following decreasing function
for the time-dependent mass:

(5.8) \mu (t) = 1 + exp

\biggl( 
 - 1

5

\biggl( 
t+

1

4
sin2(4t)

\biggr) \biggr) 
,

where the solution in positions at t = 20 is

q(20) = (0.108926658115, 0.735820545363).

We integrate the system using these three methods, and as a reference, we also show
the results obtained using the second-order midpoint method (3.18). We measure the
error at the end of the integration versus the number of times the map \Phi is evaluated
for different choices of the time step. The results are shown in Figure 5.1, where we
observe that the new time-averaged commutator-free method shows the best results
for all accuracies.
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Fig. 5.1. Error in positions at t = 20 versus the number of maps for different choices of
the time step when integrating the nonautonomous Kepler problem with time-dependent mass given

by (5.8) and taking e = 1/2 for the choice of the initial conditions: MP
[2]
1 , the one-map second-

order midpoint method; YOS
[4]
3 , the three-map fourth-order Yoshida's method; BM

[4]
6 , the six-map

fourth-order method from [10]; and CF
[4]
2 , the two-map time-averaged (commutator-free) fourth-

order method (3.19), (3.20).

6. Conclusions. In this work we have shown how to numerically integrate
nonautonomous differential equations by solving alternate time-averaged differential
equations where the vector field is evaluated at the nodes of a previously chosen quad-
rature rule. If the chosen quadrature rule is of order 2s or higher, for s = 1, 2, . . . , we
have shown how to build a differential equation with a new vector field that is only a
polynomial function of degree s - 1 in the independent variable, t, and whose solution
after one time step agrees with the solution of the original differential equation up to
order 2s. This result is irrespective of the number of nodes of the quadrature rule.
Then, any numerical scheme can be used to solve this alternate equation, and the
vector field need only be evaluated at the chosen quadrature rule.

We have shown how to use the Magnus series expansion to build the formal
solution in terms of a graded Lie algebra. This can be considered as the formal
solution and allows us to develop new numerical schemes adapted for different classes
of problems. For instance, the commutator-free (quasi-)Magnus integrators, obtained
for linear systems and adapted in this work to nonlinear systems, can lead to very
efficient schemes. All methods can also be written in terms of moment integrals, and
each integral can be computed using different quadrature rules. We have also shown
how the new methods tailored for different linear systems can also be used for solving
nonlinear systems when they share similar properties for their associated Lie algebras.

Acknowledgments. I would like to thank the referees for their constructive
suggestions that helped to improve the presentation of this work. I would also like
to thank Ernst Hairer for suggesting the alternate proof of Theorem 2.2 without
numerical integration methods.
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