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Abstract—The objective of this paper is to advance the state-
of-the-art of Aggressive Space Mapping (ASM) by demonstrating
how, for resonant structures, and microwave filters in particular,
an ASM based optimization procedure may converge to the
desired target performance in just one step. This behavior is
first justified in physical terms, using the Electromagnetic (EM)
cavity perturbation theory, and is then investigated numerically.
Several practical filter design demonstrations are also presented.
The paper is concluded with a conceptual definition of Space
Alignment in the context of ASM.

Index Terms—Aggressive Space Mapping (ASM), optimization,
microwave filter, engineering design, spaces, waveguide filters.

I. INTRODUCTION

SPACE MAPPING (SM) was first introduced by Prof. John
W. Bandler in 1994 [1]. SM is essentially an optimization

procedure that is based on the use of two different simula-
tion algorithms (or spaces) that describe the same object (a
microwave component for instance). In particular, the first is
a fast but not accurate simulation algorithm (the coarse or
low fidelity model), while the second is a highly accurate but
computationally expensive algorithm (the fine or high fidelity
model). The second model could also simply be the measured
electrical behavior of the component. The basic idea behind
SM is that, under certain conditions, it is possible to extract
useful information about the behavior of the fine model by
performing computations with the coarse model only. As the
name indicates, the basic objective of SM is to establish a
mapping between the coarse and fine models. The correct
mapping is usually obtained with an iterative procedure, where
the number of steps required is linked to the number of
variables that need to be optimized. A further development
of this approach is the Aggressive Space Mapping (ASM) [2].

In the ASM approach (see details in [2]), the number of
initial fine simulations required in the original implementation
of the SM algorithm [1] are reduced by first using the
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identity matrix as the initial space mapping matrix. Then,
the ASM method employs a quasi-Newton iteration together
with the update of the space mapping matrix by means of the
classic Broyden formula [3]. Due to its simplicity and ease
of implementation, this very simple ASM concept evolved,
over the years, into an extremely powerful and widely used
family of optimization procedures [4]. A very large number
of contributions concerning ASM can indeed be found in the
technical literature in very different areas of investigation [5].
In particular, initial ASM implementations for the design of
microwave filters appear in [6] and [7], where ASM is used
to design inductive microwave filters with rounded corners. In
addition, ASM techniques have also been used for the design
of multiplexers based on dielectric-resonator filters [8], where
the number of ASM iterations needed are high due to the
numbers of variables involved in the complete design process.

Furthermore, several contributions have been recently pub-
lished with the aim of reducing the number of ASM iterations
(and the related cost) by focusing the efforts on improving the
parameter extraction optimization algorithms ([9] to [11]), on
refining the fine models employed (even using measured data)
[12], [13], and a variety of other techniques ([14] to [17]). The
practical usage of all these advances with different types of
microwave filters can be found in [18].

Finally, a very recent contribution, aimed at the efficient de-
sign and implementation of the ASM technique [19], showed
that it is possible to design an inductive rectangular waveguide
filter with ASM in just one step, using as coarse model a
Multimode Equivalent Network (MEN) representation of the
filter structure [20]. This result, however, is demonstrated in
[19] without a proper theoretical explanation.

In this context, therefore, the objective of this paper is to
fill this gap by showing how and why, for resonant structures
in general, and for waveguide filters in particular, an ASM
based design and optimization procedure may converge to the
desired target performance in just one step, independently of
the number of variables involved in the optimization process.

This remarkable behavior is first justified in terms of the
well known EM cavity perturbation theory, and is then fully
demonstrated numerically with a basic resonant structure. In
addition to theory, a number of practical filter design examples
are designed, indicating under what conditions an ASM based
design and optimization procedure may (or may not) converge
in just one step. The paper is concluded with a definition of
space alignment in the context of ASM.
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Fig. 1. Unperturbed and perturbed cavities.

Fig. 2. One-pole tunable filter structure.

II. CAVITY PERTURBATION THEORY

The basic behavior of a microwave cavity perturbed by a
small shape variation has been known for quite some time
[21]. The basic effect that can be observed, by introducing a
small perturbation dV in the shape of a cavity (see Fig. 1),
is a small shift in resonant frequency ω1 − ω0 approximately
given by:

ω1 − ω0

ω0
≈ ∆Wm −∆We

Wm + We
(1)

where Wm and We represent the actual magnetic and electric
energies contained in the cavity, and ∆Wm and ∆We represent
the time-average magnetic and electric energies contained in
dV .

Waveguide filters are usually composed of a sequence of
resonant cavities coupled to each other by apertures. Further-
more, tuning elements (screws) are usually introduced both
in the apertures and in the cavities in order to compensate for
manufacturing errors. In this context, therefore, microwave fil-
ters can indeed be viewed as complex microwave cavities and,
therefore, their behavior must follow the cavity perturbation
theory.

III. EXPERIMENTAL INVESTIGATION

To explore this point in more detail, we now perform two
simple experiments. Let us consider a filter composed of a
single cavity as shown in Figs. 2 and 3, for the structure
and the simulated performance, respectively. This is indeed
the simplest possible filter. It is interesting to note now
that the performance shown in Fig. 3 has been obtained with
the full-wave electromagnetic (EM) simulator FEST3D from
AuroraSat. One particular aspect of FEST3D is that the user
can choose the level of accuracy with which the calculations
are performed.
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Fig. 3. One-pole tunable filter performance.

The computational parameters that affect the accuracy are:
• Accessible modes
• Number of basis functions
• Green’s function terms
• Maximum frequency in the tuning cavities

Furthermore, one additional important point is that in the
calculations performed by FEST3D, the geometrical details of
the structure are always taken into account rigorously. What
changes is the accuracy with which the geometry is repre-
sented in terms of the actual capacitance and inductance values
in the multimode equivalent network produced. It is important
to recall at this point that FEST3D is based on Multi-mode
Equivalent Networks (MEN), which are effectively equivalent
circuit representations of the structure being analyzed.

A complete and detailed description of the meaning and
effect of the computational parameter values can be found in
[20] (see page 232). In this context, the numerical values used
in this paper are as follows:
• Accessible modes = 10
• Number of basis functions = 30
• Green’s function terms = 300
• Maximum frequency in the tuning cavities = 50 GHz
With this set of parameters, FEST3D is extremely fast

computationally, however, it does not provide the maximum
accuracy in terms of the electromagnetic performance of the
structure in Fig. 2. We will, therefore, call this the Low Fidelity
(LF) simulation.

We now perform another experiment, namely, we change
the values of the computational parameters in FEST3D to the
following values:
• Accessible modes = 100
• Number of basis functions = 300
• Green’s function terms = 3000
• Maximum frequency in the tuning cavities = 100 GHz
With this set of parameters, the accuracy of the EM com-

putations is greatly increased.
This will be our high fidelity simulation (HF). Furthermore,

the structure has been optimized so that the performance is
exactly identical to the one shown in Fig. 3. Fig. 4 shows the
two superimposed curves.
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Fig. 4. High-Fidelity and Low-Fidelity one-pole tunable filter responses.

TABLE I
DIMENSIONS OF THE ONE-POLE STRUCTURE IN MILLIMETERS.

Structure Height Width Length
I/O aperture 9.525 9.488 3

Cavity 9.525 19.05 11.921

TABLE II
TUNING SCREW PENETRATIONS IN MILLIMETERS.

Structure Apertures screw Cavity screw
LF 1.0 1.0
HF 0.9108 0.9321

As we can see, the two curves are practically coincident.
Naturally, however, in order to have the same exact response

with two different simulations, something must be different in
the structural dimensions. Indeed, the value of the penetration
of the tuning screws both in the cavity and in the coupling
apertures are different. As we can see in Table II, there is a
small, but significant, difference in screw penetration.

We now have two different structures, or better, models or
equivalent circuits, that give the same electrical response. It is
important to note at this point that, although the two physical
structures are slightly different, their respective equivalent
circuits must contain the exact same amount of stored electric
and magnetic energy. This is, in fact, the direct consequence
of the fact that their electrical responses are identical.

Continuing with our experiments, we now make the obser-
vation that, if we consider the two simulations as two different
objects, they must both obey the perturbation theory recalled
in the previous section. As a consequence, if we change the
screw penetration of the same amount in the two cases, we
should obtain the exact same shift in frequency. Fig. 5 shows
the result obtained by increasing the screw penetration in the
cavity by 0.2 mm in both cases. As we can clearly see, once
again we obtain two basically identical responses.

To further understand the behavior of this simple one pole
filter, we now turn our attention to the tuning screws in the
coupling apertures.

The following question comes naturally: do we obtain the
same behavior if we change the penetration of the tuning
screws in one of the apertures?
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Fig. 5. High-Fidelity and Low-Fidelity one-pole detuned cavity filter res-
ponses.
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Fig. 6. High-Fidelity and Low-Fidelity one-pole detuned aperture filter
responses.

Fig. 6 shows the results obtained with both simulation
instances with the tuning screw in the one of the apertures
penetrating 0.2 mm more.

As we can clearly see, we obtain once again practically
coincident results.

To explore more in depth the behavior of the one-pole
structure in Fig. 3 we now compare the numerical results of
the HF and LF simulations in the vicinity of the resonance.
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Fig. 7. High-Fidelity and Low-Fidelity one-pole filter simulations near
resonance.
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Fig. 8. High-Fidelity and Low-Fidelity simulations with detuned cavity near
resonance.
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Fig. 9. High-Fidelity and Low-Fidelity simulations with detuned aperture
near resonance.

As we can see from Fig. 7 , the two resonance frequencies
are indeed identical, within the numerical accuracy of the
simulations.

We now repeat the same comparison but with the cavities
detuned by just one micron. As we can see from Fig. 8, also
in this case the agreement between the detuned LF and HF
simulations is virtually perfect (within the accuracy of the
simulations).

The next test that we perform is with respect to the tuning
screw in one of the coupling apertures. Fig. 9 shows the results
obtained introducing again a difference of 1 micron. As we
can see, once again, the agreement is virtually perfect. In next
section, we will make use of these results for the numerical
evaluation of the derivatives of both simulation spaces with
respect to the geometrical parameters of the cavity.

IV. DETAILED NUMERICAL INVESTIGATION

In order to further study and understand the behavior shown
so far, we now look at the values of the numerical derivatives
of the scattering parameters with respect to the tuning screw
penetrations, in both the LF and HF simulation spaces. The
computation of the numerical derivatives is in fact one of the
key steps in any optimization procedure.

TABLE III
DIFFERENCE BETWEEN DERIVATIVES OF HF AND LF SIMULATIONS.

Detuned Av. deriv. vals. (LF-HF) Av. err. Err. (%)
d|S11|/dx Cav. 0.5872 - 0.5905 0.0033 0.559
d|S11|/dx Ap. 0.1621 - 0.1637 0.0016 0.9876
d|S21|/dx Cav. 1.8312e−4 - 1.8412e−4 1.002e−6 0.547
d|S21|/dx Ap. 4.8906e−5 - 4.8939e−5 3.233e−8 0.0661

In this context, therefore, we will use the classic formula
to compute the value of the numerical derivative at each
frequency point in our simulation range, namely:

f ′(x0) ≈ f(x0 + h)− f(x0)

h
(2)

where f ′(x0) is the derivative value, h is the step (that is
equal to the difference in screw penetration), and f(x0) and
f(x0 + h) represent the previous value of the function, and
the new value of the function after the step, respectively. For
the step h, we will use, as before, the value of one micron.

We are now going to compute the numerical derivatives (of
the scattering parameters) in both the LF and in the HF spaces,
and compute the difference. If the difference is zero (or better
vanishingly small) than the two derivatives can be considered
to be identical. The (average) difference is computed using the
following standard expression:

Av.Err. =

N∑
i=1

|f ′(x0)LF − f ′(x0)HF |
N

(3)

where N is the number of frequency points where the cal-
culations have been performed, and f ′(x0)LF and f ′(x0)HF

are the values of the derivatives for the LF and HF spaces,
respectively. Table III shows the (average) values obtained
for the derivative of the scattering parameters (in dB) with
respect to the screw penetrations (dx = h in equation (2)), and
the value of the errors, for a set of points near the resonant
frequency (1dB S21 variation on both sides), for both the S21
and the S11 parameters. As we can see, the values of the errors
are at least two order of magnitude smaller than the values of
the derivatives. We have also verified that the error becomes
even smaller, if the value of the step is decreased.

We can therefore conclude that the difference in the values
of the derivatives is indeed vanishingly small (as h→ 0), and
therefore, the derivatives themselves are essentially identical.

It is now interesting to note that, according to equations
(5) and (6) of [4], the fact that the derivatives (or Jacobian)
in the LF and HF spaces are identical, implies that the so-
called Broyden matrix B is, in fact, always equal to the
identity matrix. This simple observation has, indeed, a very
important consequence in the context of ASM techniques. It
indicates that the ASM optimization approach for resonant
structures, (and microwave filters in particular) may converge
to the desired goal with only one step [19].

V. ONE STEP AGGRESSIVE SPACE MAPPING

Since the One Step Aggressive Space Mapping (OS-ASM)
concept is the central topic of this paper, we will now explain
in more detail what we mean with One Step.
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The first step in the conventional ASM design of microwave
filters is to obtain a structure in the coarse (or low-fidelity)
domain that satisfies the given set of requirements that is our
design target. What we obtain at the end of this process is a
set of numerical values for the physical parameters that define
the performance of the microwave filter (for instance, a set of
screw penetration values Xt

c).
The next step is the simulation of the exact same structure

in the fine (or high fidelity) domain. Naturally, the result that
we obtain in the fine domain is a detuned performance (Xt

c =
Xdt

f ). That is, the filter structure designed in the coarse domain
does not satisfy the given requirements if simulated in the fine
domain.

The next step is to recover with one optimization in the
coarse domain the detuned performance obtained in the fine
domain. What we obtain at the end of this step is another set
of structural parameters that represents, in the coarse domain,
the detuned performance obtained in the fine domain (Xdt

c ).
We now have two sets of structural parameters in the coarse
domain, and we can compute the distance between the two sets
of parameters. This distance is, in fact, the difference between
the sets of numerical values.

In practice, therefore, what we mean with OS-ASM is that if
we add this difference in the inverse direction to the initial set
of structural parameters in the fine domain, we obtain directly
the desired optimal response in the fine domain.

In other words, from the initial coarse design, we need only
one (optimization) step to obtain the desired final response in
the fine domain.

It is interesting to note that what we described verbally
in the previous paragraph can also be stated in mathematical
terms. To do that, we first recall that a linear mapping between
Xc (coarse domain) and Xf (fine domain) can be written in
the form [5]:

Xc = B ∗Xf + C (4)

where B is the Broyden matrix (approximation of the Jacobian
of Xc with respect to Xf ), and C is an unknown constant. If
we now assume that B is the identity matrix, we can write
directly:

C = Xdt
c −Xdt

f (5)

Having an expression for C, we can now use again (4), and
write:

Xt
f = Xt

c − [Xdt
c −Xdt

f ] = Xt
c − [Xdt

c −Xt
c] (6)

We now note that Xt
f is the set of numerical values that

will give the desired target response in the fine domain, and
the expression between square brackets is the distance we
discussed in the previous paragraph. In conclusion, starting
with the target design in the coarse space Xt

c, we can obtain
the target filter dimensions in the fine domain Xt

f with only
one (optimization) step, as long as the mapping between both
model parameter spaces is linear and with a unitary Jacobian
of Xc with respect to Xf .

In the reminder of this paper we will show a number of
examples that confirm these conclusions.

Fig. 10. Fully tunable four-pole filter structure.

VI. CAD DEMONSTRATION

In this section, we will demonstrate that the One Step
Aggressive Space Mapping (OS-ASM) behaviour anticipated
in the previous section is indeed correct. This will be shown
using a number of different microwave filters. Each filter will
be simulated with FEST3D, as the LF space, and with HFSS
from ANSYS as the HF space. The computational parameters
used in FEST3D are as follows:
• Accessible modes = 5
• Number of basis functions = 15
• Green’s function terms = 150
• Stoping error criteria in optimizations = 0.001
On the other hand, the HFSS computation was carried out

with the following set of computational parameters:
• Minimum number of passes = 5
• Maximum delta S = 0.001
• Minimum convergent passes = 3

thereby ensuring a high level of accuracy of the simulation
results obtained. All the HF simulations will have the same
simulation termination criteria, given by the maximum delta
S variance defined in the previous list for the HFSS compu-
tations.

In this context, it is important to note that the LF simulations
carried out with FEST3D take, on average, less than 5 seconds,
while the HF simulations carried out with HFSS take, on
average, more than 15 minutes. For all computations we have
used a PC with an Intel Core i7-6700 @ 3.4 GHz, and with
a 16 GB RAM.

A. Tunable Rectangular Four-pole Filter

The first example that we will discuss is a fully tunable four-
pole filter in rectangular waveguide. The target ideal structure
is shown in Fig. 10. As we can see from Fig. 10, the structure
contains rectangular tuning elements both in the apertures and
in the resonant cavities. The filter specifications are as follows:
• Center frequency = 12 GHz
• Bandwidth = 200 MHz
• Return Loss = 25 dB
The first step in the design procedure is to design a

standard inductive rectangular waveguide filter with the same
specifications. This is a convenient starting point, since filters
of that type can be synthesized automatically using available
commercial software packages. The next step is the transition
from the standard inductive filter structure (not shown here
for the sake of space) to the low fidelity (LF) model of the
tunable configuration. The result obtained is shown in Fig. 11.
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Fig. 11. Low-Fidelity fully tunable four-pole filter performance.

TABLE IV
DIMENSIONS OF THE FOUR-POLE STRUCTURE IN MILLIMETERS. ALL THE

HEIGHTS ARE 9.525 MM.

Structure Width Length
I/O aperture 8.826 2.5
First cavity 19.05 12.811

Second aperture 5.585 2.5
Second cavity 19.05 14.297

Central aperture 5.159 2.5

The procedure that we have followed to perform the transi-
tion from the standard inductive rectangular waveguide filter
to the structure in Fig. 10 is the one described in [22]. The
final dimensions of the four-pole filter designed are shown in
Table IV. Note that the filter is symmetric and all the screw
penetrations are 2 mm.

Now that we have obtained the target response in the
LF space, we move to the HF space and perform another
simulation using the same screw penetrations obtained with
the LF model. Fig. 12 shows the comparison of the LF and HF
results. As we expect, the performance of the two structures is
different. We will now use the the ASM procedure to recover
the HF performance in the LF space. Fig. 13 shows the results
obtained.
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Fig. 12. Comparison of LF (blue) and HF (black dots) fully tunable four-pole
filter responses.
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Fig. 13. HF and LF space alignment.
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Fig. 14. HF final performance vs. LF performance.

As we can see the two curves are essentially identical. With
this step we now have achieved a virtually perfect alignment
between the HF and the LF spaces.

We will now measure the difference in screw penetration
between the LF result in Fig. 13 and the HF result in Fig.
12, and apply it in the opposite direction to the (full) HF
model in Fig. 10. Fig. 14 shows the results obtained using the
new set of screw penetrations compared with the target ideal
response. As we can clearly see comparing Fig. 11 with Fig.
14, the desired ideal performance has been essentially obtained
in just one step.

This first example indeed demonstrates that convergence
can be achieved in just one step. However, one can object
that initial point (Fig. 13) is very close to the actual target.
In the next example, to obtain a better demonstration of the
OS-ASM behavior, we have significantly detuned the initial
filter response in HFSS by changing the screw penetrations
with random values. The initial detuned response that we
have obtained with this change is shown in Fig. 15. Once
we have this response we perform the ASM procedure again,
recovering first the response with FEST3D and then applying
the screw penetration changes to the HF space in the reverse
direction. Fig. 16 shows the final result. As we can see, the
filter performance has been fully recovered with only one step.
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Fig. 15. Detuned HF performance with random values of tuning element
penetration.
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Fig. 16. HF model performance vs. LF performance.

B. Tunable Rectangular Eight-pole Filter

The filter used in the previous example was a simple four-
pole filter. We will now demonstrate the OS-ASM with a
more complex filter structure, namely, an eight-pole filter with
the same center frequency and bandwidth of the four-pole
filter. Following again the filter design procedure described
in [22], we obtain the filter structure shown in Fig. 17, with
the response shown in Fig. 18. The final dimensions of the
eight-pole filter designed are shown in Table V. Note that the
filter is symmetric and all the screws penetrate 2 mm.

Next, we simulate the same structure in HFSS and we obtain
the results shown in Fig. 19.

Once again, the filter performance is detuned. Following
the same steps as the for first example, we apply the ASM
procedure to recover the HF performance in the LF space.

Fig. 17. Fully tunable eight-pole filter structure.
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Fig. 18. LF model performance.

TABLE V
DIMENSIONS OF THE EIGHT-POLE STRUCTURE IN MILLIMETERS. ALL THE

HEIGHTS ARE 9.525 MM.

Structure Width Length
I/O aperture 8.694 2.5
First cavity 19.05 12.938

Second aperture 5.379 2.5
Second cavity 19.05 14.407
Third aperture 4.844 2.5
Third cavity 19.05 14.551

Fourth aperture 4.738 2.5
Fourth cavity 19.05 14.577

Central aperture 4.715 2.5

Fig. 20, shows the result after only one step. As we can
see, the target performance has been obtained again in just
one step.

Similarly to what we have done in the previous example,
we next detuned the filter performance changing the screw
penetrations by random values. Fig. 21 shows the detuned
response of the filter, and Fig. 22 the result of the application
of the one step space mapping procedure. As we can clearly
see, we have obtained the ideal target response of the filter in
the HF space in just one step.
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Fig. 19. HF model initial performance vs. LF performance.
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Fig. 20. Result of the first iteration ASM procedure vs. LF performance.
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Fig. 21. HF model detuned response vs. LF performance.
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Fig. 22. Result of the first iteration ASM procedure vs. LF performance.

C. Classic Circular Dual-mode Filter

The next structure that we discuss is a substantially more
complex filter, namely, a classic circular waveguide dual-
mode filter. The filter structure is shown in Fig. 23. The filter
specifications are as follows:

• Center frequency = 17.59 GHz
• Bandwidth = 36 MHz
• Return Loss = 20 dB

The final dimensions of the classic dual-mode filter designed
are shown in Table VI. Note that the filter is symmetric and
the I/O rectangular waveguide is the standard WR-75.

The screw penetrations are 1.848 mm, 1.278 mm and 1.474
mm for the 0◦, 45◦, and 90◦ oriented screws in the circular
waveguide, respectively.

TABLE VI
DIMENSIONS OF THE CLASSIC DUAL-MODE FILTER STRUCTURE IN

MILLIMETERS.

Structure Height Width Length Radius
I/O aperture 2 6.262 1 -

Circular cavity - - 32.133 7.959
Central vertical aperture 4.443 1 1 -

Central horizontal aperture 1 2.833 1 -

Fig. 23. Classic circular waveguide dual-mode filter structure.
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Fig. 24. Response of the dual-mode filter.

The filter response in Fig. 24 has been obtained with
FEST3D using the same set of computational parameters as
for the previous examples in the LF space. Simulating with
HFSS (HF) the structure we obtain the result shown in Fig.
25 with black dots. Now we can apply the first step of the
SM procedure and recover the HF performance in the LF
space. Fig. 25 shows the differences between the LF and
HF spaces, and Fig. 26 the final HF performance obtained
by changing only the screws and aperture dimensions in the
opposite direction.
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Fig. 25. Initial HF response vs. LF performance.
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Fig. 26. Final HF filter performance vs. LF performance.

As we can see, we have again obtained the desired response
in the HF space with only one SM step.

VII. MORE GENERAL EXAMPLES

Up to now, we have demonstrated the OS-ASM procedure
with different filters where in both LF and HF spaces the
basic filter structures are almost exactly identical. In real filter
design, however, the final structures are always affected by
manufacturing errors.

Furthermore, the basic filter structure is usually slightly
modified to reduce manufacturing costs (rounded corners), and
real cylindrical screws are used as tuning elements instead
of square cylinders. In practice therefore, even though the
filter design may always start with an ideal structure, the
final hardware will inevitably have some small geometrical
differences with respect to the ideal starting point. One fact,
however, will be unchanged. If the ideal structure and the final
structure must have the same identical electrical performance,
they must also have the same amount of stored electrical
and magnetic energy. Furthermore, the perturbation theory
must always be applicable to both structures. It is therefore
interesting to see what is the effect on the ASM procedure if
the LF and HF structures are not exactly identical.

A. Tunable Rectangular Four-pole Filter with Rounded Cor-
ners

As a first example we will use as the HF filter the (real)
structure in Fig. 27 with rounded corners of 2 mm. Fig. 28
shows the initial response, obtained with HFSS, if we use as
the starting point the structure with sharp corners and square
tuning elements that we have used as a previous example (see
Fig. 10) in section VI.

As we can clearly see, the filter response is now very
strongly detuned. The performance of the filter obtained after
the first ASM iteration is shown in Fig. 29.

As we can see, in this case we have not recovered the ideal
filter performance yet. We need to apply the procedure again
(without updating the mapping matrix) in order to recover the
ideal response. Fig. 30 shows the result of this second iteration.

As we can see, with just two iterations we have fully
recovered the filter performance.

Fig. 27. HF model structure with rounded corners and circular screws.
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Fig. 28. Initial response of the HF model.
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Fig. 29. Result of the first iteration in HF.
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Fig. 30. Result of the second iteration in HF vs. ideal response.
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Fig. 31. Result of the second iteration with Broyden vs. ideal response.

It is important to note in this context that in this example
we have stopped the ASM procedure (the exit condition) when
the error given by the optimizer in FEST between the target
performance and the last HF response is less or equal to one.
The same exit condition has been used in all other examples
requiring several ASM iterations.

At this point we must raise an important question: what
happens if we apply the classic ASM procedure based on the
use of the Broyden update, instead of using the identity matrix
in the whole process (as we have done so far)?

In the next section we have indeed performed this test in
order to compare the results obtained.

B. Tunable Rectangular Four-pole Filter with ASM and Broy-
den Update

The initial and the first step of the Broyden based ASM
procedure will produce the same results shown in Fig. 28 and
Fig. 29. After the first two HF computations, we can use the
Broyden formula and obtain the result shown in Fig. 31.

As we can see, using the Broyden based ASM procedure we
have essentially recovered the ideal filter response. However,
if we compare this result with the one shown in Fig. 30,
we can clearly see that the performance using Broyden is
less accurate. From the results obtained in this experiment,
therefore, it appears that, even though the LF and HF structures
are not exactly identical, it is more efficient to apply the ASM
with the identity matrix as the space mapping matrix, instead
of updating it by the Broyden formula in every step.

C. Fully Tunable Dual-mode Filter

The second filter to be designed with rounded corners
and tuning screws will be the fully tunable dual-mode filter
discussed in [23]. In this case, all rounded corners have 1 mm
curvature radius. Fig. 32 and Fig. 33 shows the ideal filter
structure (with sharp corners), and the desired response.

The software tool HFSS is again used as the HF space,
together with the structure shown in Fig. 32. Initially, we use
in the HF space the same screw penetrations as the ideal model
but using now rounded corners. Its response is shown in Fig.
34 with black dots.

We next apply the ASM procedure. Figs. 34, 35 and 36
shows the initial response compared with the ideal one, and

Fig. 32. Fully tunable dual-mode filter structure in LF.
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Fig. 33. Ideal LF filter response.

the next iterations of the process using the identity mapping
matrix. Fig. 37 shows the final performance of the HF filter.

In this case, we have performed 3 iterations of the ASM
procedure to obtain the desired response, always using the
identity matrix instead of the Broyden update formula for the
space mapping matrix.

D. Fully Tunable Dual-mode Filter with Broyden Based ASM

We now perform again the design procedure updating this
time the space mapping matrix with the Broyden formula in
every additional ASM iteration. The first iteration gives the
result already discussed.
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Fig. 34. Comparison between initial HF performance and LF performance.
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Fig. 35. Result of first iteration in HF.
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Fig. 36. Result of second iteration in HF.

We therefore start from the result of the first iteration, and
recover the response shown in Fig. 35 and we apply the
Broyden formula. The performance obtained is shown in Fig.
38.

We must now perform another iteration, obtaining the
response shown in Fig. 39. Finally, after four iterations we
obtain the desired response shown in Fig. 40.

Comparing this result with the previous result using the
identity mapping matrix for all the iterations, updating the
space mapping matrix with the Broyden formula requires one
more optimization step to recover the desired response.
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Fig. 37. Final HF filter performance of the third iteration vs. ideal response.
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Fig. 38. Response of the second iteration with Broyden formula in HF.
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Fig. 39. Response of the third iteration with Broyden formula in HF.

E. Folded Rectangular Waveguide Tunable Filter

The last example that we discuss is the design of a tun-
able folded filter in rectangular waveguide [24]. The design
parameters are:
• Center frequency = 17.3 GHz
• Bandwidth = 36 MHz
• Return Loss = 25 dB

Following the cavity numeration of [24], Table VII shows
the dimensions of the filter structure and the initial screw
penetrations. Note that, in this case, the I/O waveguide is the
standard WR-51 and rounded corners of radius 2 mm have
been considered.

17.4 17.45 17.5 17.55 17.6 17.65 17.7
Frequency (GHz)

-70

-60

-50

-40

-30

-20

-10

0

S
-p

ar
am

et
er

s 
(d

B
)

S11 LF

S21 LF

S11 HF Broyden

S21 HF Broyden

Fig. 40. Result of the fourth iteration with Broyden in HF filter vs. ideal
response.

11



TABLE VII
DIMENSIONS OF THE FOLDED FILTER STRUCTURE (MM). ALL THE

HEIGHTS ARE 6.477 MM.

Structure Width Length Screw penetration
Input aperture 6.5 3.469 0.633

First cavity 12.954 30.543 1.965
Second aperture 3.899 2.654 1.413
Second cavity 12.954 33.106 1.913
Third aperture 3.990 3.117 1.822
Third cavity 12.954 33.134 1.898

Fourth aperture 3.845 2.654 1.077
Fourth cavity 12.954 30.982 2.002
Fifth aperture 6.725 16.315 2.024

Output aperture 6.5 3.671 1.401

Fig. 41. Filter structure.

The filter structure in the LF space is shown in Fig. 41 (with
sharp corners) and its performance in Fig. 42.

The initial HF performance using the same tuning screw
penetrations as in the LF space is shown in Fig. 43 with black
dots.

We next apply the ASM procedure to recover the desired
(ideal) response in the HF space. Figs. 43, 44 and 45 shows
the initial comparison and the next iterations of the process.
Fig. 46 shows the final performance of the HF filter obtained
with only three iterations.

F. Folded Rectangular Waveguide Tunable Filter with Broyden
Based ASM

We now perform again the same basic ASM design proce-
dure, but, this time, we update the space mapping matrix with
the Broyden formula.
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Fig. 42. Ideal LF filter response.
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Fig. 43. Comparison between initial HF performance and LF performance.
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Fig. 44. Result of the first iteration in HF.
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Fig. 45. Result of the second iteration in HF.
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Fig. 46. Result of the third iteration in HF filter vs. ideal response.
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Fig. 47. Response of the second iteration with Broyden formula in HF.

We can start with the second iteration of the process. Figs.
47 and 48 shows the different results obtained, and Fig. 49
shown the final performance. The final result has been obtained
with four iterations.

VIII. DEFINITION OF SPACE ALIGNMENT

Based on all of the above discussion and results, we are
now going to propose a definition of alignment between the
LF and the HF spaces in the context of ASM.
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Fig. 48. Response of the third iteration with Broyden formula in HF.
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Fig. 49. Response of the fourth iteration with the Broyden formula in HF vs.
ideal response.

Two spaces are considered to be perfectly aligned if and
only if the following two conditions are satisfied:

1) Two points in the respective parameter spaces can be
found that produce the same identical responses (points
of alignment).

2) The derivatives (or the Jacobians) of the responses with
respect to corresponding physical parameters in the
two spaces, evaluated at the points of alignment, are
identical.

Our investigations clearly indicate that, if the two conditions
above are satisfied, and the LF and HF structures are identical,
we can expect an ASM procedure to converge to the desired
performance in just one step.

IX. CONCLUSION

In the context of microwave waveguide filter design and
optimization based on ASM, the choice of the LF and HF
spaces (structures, or models) is indeed a key point. Naturally,
the HF model must be as close as possible to physical reality.
The LF model, on the other hand, must be able to represent the
same physical reality, in particular with respect to the tuning
elements, but needs to produce results with a significantly
higher computational efficiency. As we have clearly shown in
this paper, the fact that both models must obey the perturbation
theory will ensure that the ASM procedure will converge
in just one step if the LF and HF structures are physically
identical. In the case in which the LF and HF physical structure
are not exactly identical, but differ from each other in relatively
small volumes, our investigation clearly shows that the ASM
based on the identity space mapping matrix is more efficient
than the classic ASM based on the Broyden update formula.
Finally, in the case in which the LF and HF models are
established in spaces that are not (physically) congruent (i.e.,
the modeling of a filter using inverters and transmission lines
as the LF space, and with full-wave EM software tools as the
HF space), we expect that the ASM procedure will converge
more efficiently with the help of the Broyden update, so that
a proper mapping between the two (very different) spaces can
be established faster.
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