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Chapter 1

Introduction and related work

1.1 Introduction

The last few years have witnessed an increasing amount of pictorial information in different
digital formats. Thus large image databases raise the need to retrieve relevant data efficiently.
In this framework, content-based image retrieval systems (CBIR) are one of the most promising
techniques for retrieving multimedia information [20], [15], [11]. CBIR systems are thought of
as an improvement on traditional image retrieval systems based on textual information such
as keywords. The new CBIR systems take advantage of valuable digital information held by
the image itself. Visual features related to color, shape and texture are extracted in order to
describe the image content [7]. The main drawback of textual image retrieval systems, that it,
the annotator dependency, would be overcome in pure CBIR systems. Several papers have been
published trying to integrate both approaches: textual and content-based image retrieval ([4]
[26]).

Image features are a key aspect of any CBIR system. A general classification can be made:
low level features (color, texture and shape) and high level features (usually obtained by com-
bining low level features in a reasonably predefined model). High level features have a strong
dependency on the application domain, therefore they are not usually suitable for general pur-
pose systems. This is the reason why one of the most important and developed research activities
in this field has been the extraction of good low level image descriptors. Obviously, there is an
important gap between these features and human perception (a semantic gap). For this reason,
different methods (mostly iterative procedures) have been proposed to deal with the semantic
gap [18]. In most cases the idea underlying these methods is to integrate the information provi-
ded by the user into the decision process. This way, the user is in charge of guiding the search by
indicating his/her preferences, desires and requirements to the system. The basic idea is rather
simple: the system displays a set of images (resulting from a previous search); the user selects
the images that are relevant (desired images) and rejects those which are not (images to avoid)
according to his/her particular criterion; the system then learns from these training examples
to achieve an improved performance in the next run. The process goes on iteratively until the
user is satisfied.

The iterative algorithms which, in order to improve the set resulting from a query, require the
user to enter his/her preferences in each iteration, are called relevance feedback algorithms [27].

5
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These algorithms have been shown to provide a dramatic boost in retrieval system performance.
Being part of this mainstream, this paper presents a new algorithm for relevance feedback in
image databases based on logistic regression models.

A query can be seen as an expression of an information need to be satisfied. Any CBIR
system aims at finding images relevant to a query and thus to the information need expressed
by the query. The relationship between any image in the database and a particular query can be
expressed by a relevance value. This relevance value relies on the user-perceived satisfaction of
his/her information need. The relevance value can be interpreted as a mathematical probability
(a relevance probability). In this paper a relevance probability π(I) is a quantity which reflects
the estimation of the relevance of the image I with respect to the user’s information needs.
Initially, every image in the database is equally likely, but as more information on the user’s
preferences becomes available, the probability measure concentrates on a subset of the database.
The iterative relevance feedback scheme proposed in the present paper is based on logistic
regression analysis for ranking a set of images in decreasing order of their evaluated relevance
probabilities.

Logistic regression is based on the construction of a linear model whose inputs, in our case,
will be the image characteristics extracted from the image I and whose output is a function of
π(I). The order of this model must be chosen, which is a key point. In logistic regression analysis,
one of the key features to be established is the order of the model to be adjusted. The order
of logistic regression model, the number of image characteristics, and the number of relevant
(positive/negative) images the user is prompted to select, are strongly related. The order of the
model must be in accordance with the reasonable amount of feedback images requested from
the user. For example, it is not reasonable for the user to select 40 images in each iteration;
a feedback of 5/10 images would be acceptable. This requirement leads us to group the image
features into n smaller subsets, each consisting of semantically related characteristics. The
outcome of this strategy is that n smaller regression models must be adjusted: each sub-model
will produce a different relevance probability πk(I) (k = 1 . . . n). We then face to the question
of how to combine the πk(I) in order to rank the database according to the user’s preferences.
We tackled this problem by making use of the so-called OWA (ordered weighted averaging)
operators which were introduced by Yager in 1988 [25] and provides a consistent and versatile
way of aggregating multiple inputs into one single output.

Section 1.2 describes related work concerning relevance feedback procedures. In chapter
2 theoretical concepts such as image feature extraction, generalized linear models or ordered
weighting averaging aggregation, needed to understand our new approach to relevance feedback
for CBIR systems are explained. In chapter 3, all the previously explained concepts are put
together into a new relevance feedback procedure. After that, in chapter 4 we present experi-
mental results which evaluate the performance of our technique using real-world data. Finally,
in chapter 5 we extract conclusions and point to further work.

1.2 Related work

Relevance feedback is a term used to describe the actions performed by a user to interactively
improve the results of a query by reformulating it. An initial query formulated by a user may
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not fully capture his/her wishes. This is due to several reasons: the complexity of formulating
the query, lack of familiarity with the data collection procedures, or inadequacy of the available
features. Users then typically change the query manually and re-execute the search until they
are satisfied. By using relevance feedback, the system learns a new query that better captures
the user’s need for information.

In recent years, several methods have been developed to guide the searching process in a
retrieval system. All these techniques can be roughly classified into two different groups:

• Query point movement: the method of the query point movement approach is to construct
a new query point that is supposed to be close to the relevant results and far from those
which are non-relevant. The best-known approach for achieving query point movement is
based on a formula initially developed by Rocchio in the context of textual information
retrieval [17] .

• Reshaping distance functions: the objective of this approach is to modify the distance
function in such a way that it can improve the query results according to the user’s
criterion.

A procedure belonging to the query point movement group was proposed by Ciocca and
Schettini [3], who introduce a very simple algorithm for computing a new query point Q that
can better represent the images of interest to the user. The procedure takes the set of relevant
images the user has selected and computes a new point based on the standard deviation of the
features used, computed separately one by one. Obviously, this ignores the dependency between
image features, which is particularly important when they are values sampled from continuous
functions.

Another implementation of point movement strategy consists of using the Bayesian method.
Cox uses an adaptive Bayesian scheme which incorporates user preferences by means of a model
of the user [5]. This model, together with the prior, gives rise inductively to a probability
distribution on the event space. Experiments show that retrieval performance can be improved
considerably by using such relevance feedback approaches. Relevance feedback has been also
considered as a Bayesian classification problem by [8].

Yet another approach was taken by Rui et al., who propose an interactive retrieval approach
which takes into account the user’s high level query and perception subjectivity by dynamically
updating certain weights [18]. Specifically, in this paper the images are represented by vectors
of weights in the space of low level characteristics; these weights capture the importance of
components within a vector as well as their importance across different vectors over the entire
data set. The system then uses relevance feedback to update queries so as to place more weight
on relevant elements and less on irrelevant ones.

The system MindReader proposed by Ishigawa uses a method that combines ideas from the
query-point movement and axis re-weighting [12]. The goal of this method is, given n images
selected by a user in the relevance feedback step, to compute the coefficients of a distance
function (namely, the distance matrix M) at the same time as the best query point q that
represents the n images selected by the user in the relevance feedback procedure. By solving a
minimization problem on the parameter estimation process, the authors conclude that the best
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M matrix (restricted to diagonal matrices only) is given by mij ∝ 1
σ2

j
, σj being the standard

deviation of the jth vector component.
Unlike the present paper, our previous work concerning relevance feedback CBIR algorithms

was focused on a Bayesian strategy [6]. We followed the idea of modeling user preferences as
a probability distribution. The person manifests his/her preferences on the set resulting from
a query. The chosen images are considered as a sample. The previous information is modeled
as the prior distribution and the choices are incorporated into the posterior distribution. The
main advantage of our approach was to specifically work with a prior distribution such that the
posterior distribution belongs to the same conjugate family of distributions.



Chapter 2

Previous theoretical concepts

In this chapter, different elements used in the novel proposed algorithm will be presented: image
descriptors, how the relevance probabilities are calculated and the aggregation operators used
to combine the different relevance probabilities.

2.1 Visual features

This section deals with the low level features the system uses for predicting human judgment
of image similarity. Most of the features used are very simple, since our main goal is not to
test the features as such, but only to use them as a tool to evaluate the new relevance feedback
procedure. The relevance feedback methodology we have developed can be applied without
changes to any image indexing and retrieval methods, even certainly a different set of features
will give different results. With respect to the grouping of the features in smaller subsets, it is a
resource to be able to apply logistic regression with a very small sample size. The results could
change, too, by using a different grouping scheme.

Our system can currently work with different features that are obtained by preprocessing
each image in the database. Amongst these characteristics we can mention those which represent
chromatic information and those related to textures present in the image:

Color representation: the current version of the system incorporates as chromatic informa-
tion of the image:

• A histogram of the HS (Hue, Saturation) values of the image pixels: these values
are obtained after conversion to HSV color space and quantization into (H × S) =
(10 × 3) = 30 color bins. This 2D histogram is flattened by rows (H-component)
giving a vector of 30 features.

Texture representation: the system currently works with information about textures in the
image. This information is embodied as:

• The granulometric cumulative distribution function. A granulometry is defined from
the morphological opening of the texture using a convex and compact subset contai-
ning the origin as structuring element [21]. In our case we have used a horizontal and
a vertical segment as the structuring elements.

9
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Figure 2.1: Granulometry distribution function F together with its approximation with a ten coefficient B-spline
base

In this paper we have approximated the cumulative granulometric function sampled from
0 to 100 pixels at intervals of 5 pixels by using a spline basis with 10 basis functions. Fourier
basis is more appropriate for periodic functions, which is not the case here. Wavelets, on the
other hand, are especially appropriate when the function presents intervals of high variation or
even discontinuities together with relatively smooth areas. Since our functions are continuous,
smooth and increasing, a spline basis can give a highly accurate representation; moreover, as
splines are functions of local support, their coefficients are related with particular parts of the
function support, which is appropriate in cases like this in which the value of the granulometry
has a direct relationship to the size of the structuring element, which is in turn related to the size
of the particles in the texture of the image. Figure 2.1 shows a typical granulometry distribution
function F sampled from 0 to 100 pixels at intervals of 5 pixels (with circles) together with its
approximation with a ten coefficient B-spline basis fb (smooth line). As can be appreciated
visually, the fit is very good; numerically, the error can be calculated as

Error =
1
N

√√√√
N∑

i=1

| F (xi)− Fb(xi) |2.

N being the number of points and Fb the B-spline approximation of F ; error is 2.6 · 10−5 for
this case; as a comparison, the mean value of F is 0.438.

2.2 Generalized linear models and CBIR

Logistic regression models are a particular case of generalized linear models (GLMs) [1]. GLMs
extend ordinary regression models to encompass non-normal response distributions and modeling
functions of the mean. All GLMs have three different components: the random component, the
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systematic component, and the link function.

2.2.1 The random component

The random component identifies a response variable Y and assumes a probability distribution
for it. For a sample of size t, denote the observations on the response variable Y by (Y1, . . . , Yt).
The GLMs used in this work treat Y1, . . . , Yt as independent. The random component of a
GLM consists of identifying the response variable Y and selecting a probability distribution for
(Y1, . . . , Yt). For example, in many cases, the potential outcomes for each observation Yj are
binary values. In these cases a binomial (or, for t = 1, Bernoulli) distribution could be assumed.
In some other applications, each response observation is a nonnegative count, such as number of
accidents in a certain roadway. In these cases, it is very common to use a Poisson distribution
for the random component. If each observation is continuous, such as the pressure of a certain
fluid, a normal random component may be assumed.

2.2.2 Systematic component

Let us denote the expected value of Y by µ = E(Y ). In a GLM, the value of µ varies according
to the values of certain variables related to the particular problem being analyzed and modeled.
For example, if Y is the weight of a person, the value of µ can be related to the height of
the person, or to his/her food ingesta (amount of fat, vegetables, sugar, etc., that the person
eats). These variables are called explanatory variables, and are determined by the systematic
component of the GLM.

Then, the mathematical expression of the model is:

g(µ) = α + β1x1 + . . . + βpxp, (2.1)

where the function g(.) is the so called link function and is usually determined according to the
selected probability distribution for Y (more details will be given in section 2.2.3), (α, β1, . . . , βp)
are linear coefficients whose value is to be determined (more details on the computation of these
coefficients are given in section 2.2.4), and (x1, . . . , xp) are the explanatory variables determined
by the systematic component of the model. The right hand side of equation 2.1 is called the
linear predictor.

2.2.3 The link function

The link function is the link between the random and systematic components. We already
introduced this function as g(µ) in equation 2.1.

The simplest possible link function has the form g(µ) = µ. This models the mean directly
and is called the identity link:

µ = α + β1x1 + . . . + βpxp. (2.2)

This is the form of ordinary regression models for continuous responses.



Information retrieval in multimedia DB 12

Other links permit the mean to be nonlinearly related to the predictors, for instance g(µ) =
log(µ):

log(µ) = α + β1x1 + . . . + βpxp. (2.3)

In this case, the GLM is usually called loglinear model. Loglinear models are appropriate
when µ cannot be negative, such as with count data.

The link function g(µ) = log(µ/[1 − µ]) models the log of an odds. This is called the logit
link. It is appropriate when µ is between 0 and 1, such as a probability. These type of GLMs
are called logistic regression models, or logit models:

logit(µ) = log(µ/[1− µ]) = α + β1x1 + . . . + βpxp. (2.4)

Each potencial probability distribution for the random component has one special function
of the mean that is called its natural parameter. For the normal distribution, it is the mean
itself (equation 2.2). For the Poisson distribution, the natural parameter is the log of the mean
(equation 2.3). For the binomial distribution, the natural parameter is the logit of the success
probability (equation 2.4). The link function that uses the natural parameter as g(µ) in the
GLM is called the canonical link. Though other links are possible, in practice the canonical
links are most common.

2.2.4 Application of logit GLM to CBIR

At each iteration, a sample of n images from the whole image database is evaluated by the
user selecting two sets of images: the examples or positive images and the counter-examples
or negative images. Let us consider the (random) variable Y giving the user evaluation where
Y = 1 means that the image is positively evaluated and Y = 0 means a negative evaluation.

Each image in the database has been previously described by using low level features in such
a way that the j-th image has the k-dimensional feature vector xj associated. Our data will
consist of (xj , yj), with j = 1, . . . , n, xj is the feature vector and yj the user evaluation (1=
positive and 0= negative). The image feature vector x is known for any image and we intend to
predict the associated value of Y . The natural framework for this problem is the logit model.
Therefore, in this work, a logistic regression model will be used, where P (Y = 1 | x) i.e. the
probability that Y = 1 (the user evaluates the image positively) given the feature vector x, is
related with the systematic part of the model (a linear combination of the feature vector) by
means of the logit function (equation 2.4). Most statistical software has the facility to fit GLMs.
Logistic regression is the most important model for categorical response data. We can rewrite
equation 2.4 as:

logit[π(x)] = α + β1x1 + . . . + βpxp, (2.5)

where π(x) = P (Y = 1 | x) is the expected value of the binary response value Y conditioned to
the values x1, . . . , xp of the explanatory variables.
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The model can also be stated directly specifying π(x) as

π(x) =
exp(α + β1x1 + . . . + βpxp)

1 + exp(α + β1x1 + . . . + βpxp)
. (2.6)

The parameter βi refers to the effect of xi on the log odds that Y = 1, controlling the other xj .
The model parameters are obtained by maximizing the likelihood function given by

l(β) =
n∏

π(xi)yi [1− π(xi)]1−yi . (2.7)

The maximum likelihood estimators (MLE) of the parameter vector β = (α, β1, . . . , βp) are
calculated by using an iterative method. A detailed explanation can be found in [2] (pp. 192).
We have used the public domain statistical program R [16]. In particular, the function glm
from the package MASS [23]. An additional advantage of using linear models is that, if each
feature has a known sematic meaning, the value of the parameter associated to it has to do with
its importance for the viewer, and the width of its confidence interval might be consider to be
related with the certainty with which the viewer uses that feature. Nevertheless, as we explain
in the next paragraph, in our case the sematic meaning is not clearly associated to a particular
parameter, but to a group of them (color parameters, texture parameters, etc.).

In the first steps of the procedure, we have a major difficulty when having to adjust a global
regression model in which we take the whole set of variables into account, because the number
of images (the number of positive plus negative images chosen by the user) is typically smaller
than the number of characteristics. In this case, the regression model adjusted has as many
parameters as the number of datum and many relevant variables could be not considered. On
the other hand it is not realistic to ask the user to make a great number of positive and negative
selections from the very beginning; therefore we think that the difficulty cannot be avoided in this
way. In order to solve this problem, our proposal is to adjust different smaller regression models:
each model considers only a subset of variables consisting of semantically related characteristics
of the image. Consequently, each sub-model will associate a different relevance probability to a
given image x, and we face the question of how to combine them in order to rank the database
according to the user’s preferences. We can see this question as an information fusion problem.

2.3 Ordered weighting averaging

Let us denote as π1(x), π2(x), . . . , πn(x) the different relevance probabilities associated with a
given image x. Each one of them has been obtained separately by using different regression mo-
dels and we need to associate a final probability π(x) by aggregating the information provided
by each πj(x), (j = 1 . . . n). Mathematical aggregation operators transform a finite number of
inputs into a single output and play an important role in image retrieval. In [22]the authors
compare the effect of 67 operators applied to the problem of computing the overall image si-
milarity, given a collection of individual feature similarities. Their results show how important
for retrieval performance the choice of the aggregation operator is. A comprehensive overview,
as well as the classification, of mathematical aggregation operators can be found in [19]. We
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Table 2.1: Illustrating examples of OWA aggregation values.

W f(a1, . . . , an)
(1, 0, . . . , 0) maxi ai

(0, 0, . . . , 1) mini ai

( 1
n , 1

n , . . . , 1
n) 1

n

∑n
j=i ai.

have not used any of the 67 operators reviewed; instead, we decided to use the so-called ordered
weighted averaged (OWA) operators to aggregate our relevance probabilities. These operators
were introduced in [25]. Since then they have been successfully applied in different areas: deci-
sion making, expert systems, neural networks, fuzzy systems and control, etc. An OWA operator
of dimension n is a mapping f : Rn → R with an associated weighting vector W = (w1, . . . , wn)
such that

∑n
j=1 wj = 1 and where f(a1, . . . , an) =

∑n
j=1 wjbj where bj is the j-th largest element

of the collection of aggregated objects a1, . . . , an. The particular cases shown in table 2.1 can
better illustrate the idea underlying OWA operators.

Notice that no weight is associated with any particular input; instead, the relative magnitude
of the input decides which weight corresponds to each input. In our application, the inputs are
relevance probabilities and this property is very interesting because we do not know, a priori,
which set of visual descriptors will provide us with the best information.

As OWA operators are bounded by the max and min operators, Yager introduced a measure
called orness to characterize the degree to which the aggregation is like an or (max) operation:

orness(W ) =
1

n− 1

n∑

i=1

(n− i)wi. (2.8)

Note that for W = (1, 0, . . . , 0), orness(W ) = 1, for W = (0, 0, . . . , 1), orness(W ) = 0 and for
W = ( 1

n , 1
n , . . . , 1

n), orness(W ) = 0.5 This author also introduced the concept of dispersion or
entropy associated with a weighting vector:

Disp(W ) =
n∑

i=1

wi lnwi. (2.9)

Disp(W ) tries to reflect how much of the information in the arguments is used during an
aggregation based on W .

Clearly, the vector of weights W can be pre-fixed, but a number of approaches have also been
suggested for determining it according to different criteria. For instance, in [9] an algorithm
which can be used to learn the weights from an observation of performance by others. One of
the first methods developed was proposed by O’Hagan [14]. It provides us with the vector of
weights for a given level of orness (optimism) which maximizes their entropy:

W = argmax
n∑

i=1

wi ln wi, subject to

{
α = 1

n−1

∑n
i=1(n− i)wi,∑n

i=1 wi = 1, wi ∈ [0, 1].
(2.10)

Roughly speaking, when the maximum entropy vector of weights for a prefixed orness is
calculated, the set of weights most similar to a discrete uniform distribution is obtained, in the
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sense that each weight tends to achieve its maximum value while the sequence of weights increases
or decreases (depending on the orness value). By this we mean that if W = (w1, . . . , wn), then
w1 ≥ w2 ≥ . . . ≥ wn, or w1 ≤ w2 ≤ . . . ≤ wn. This problem is not computationally easy to
solve. Fuller and Majlender [10] have obtained the analytical expression of the maximum entropy
weights. Their practical procedure involves the solution of a polynomial equation; however, the
unique root of a rather flat polynomial is numerically difficult to obtain.

We have used a simpler procedure to generate the set of weights W = (w1, . . . , wn). They
are obtained as a mixture of the binomial Bi(n − 1, p) and the discrete uniform probability
distributions. A principal advantage of this choice is its flexibility and simplicity: the weights
are easily obtained and are also easy to interpret; however, the main reason for choosing this
procedure is that our practical experiments have shown that it works well for our case.

Notice that OWA operators with many of the weights close to their highest values will be
or-like operators (orness(W) ≥ 0.5), while those operators with most of the weights close to
their lowest values will be and-like operators (orness(W) ≤ 0.5). The sequence of weights that
we can obtain as a mixture of a binomial and a discrete uniform distribution is not necessarily
increasing or decreasing and the combination of the values for the parameter p of the binomial
probability distribution and the mixture parameter λ allows us to obtain a parametric family of
weights easily.

Some properties

Proposition 1. Let W = (w1, . . . , wn) and W ′ = (w′1, . . . , w
′
n) be two vectors of weights such

that orness (W ) = α and orness (W ′) = β with α, β ∈ [0, 1], then ∀λ ∈ [0, 1] we have
the orness of (λW + (1− λ)W ′) = λα + (1− λ)β, where λW + (1− λ)W ′ = (λw1 + (1−
λ)w′1, . . . , λwn + (1− λ)w′n)

The proof follows from the definition of orness.

Proposition 2. Let W = (w1, . . . , wn) be a vector of weights such that wi = πi−1 =
(
n−1
i−1

)
(1−

α)i−1αn−i, then orness(W ) = α.

Proof. Notice that the components of the vector of weights are the n probabilities of a binomial
probability distribution with parameters n− 1 and p = 1− α, therefore

orness(W ) =
1

n− 1

n∑

i=1

(n− i)πi−1 =

1
n− 1

(n−
n−1∑

j=0

(j + 1)πj) =
1

n− 1
(n− (n− 1)(1− α)− 1) = α. (2.11)

We can use these results to obtain different sets of weights for a given orness.

Corollary 1. Let W = (w1, . . . , wn) = (λπ0 + (1 − λ) 1
n , . . . , λπn−1 + (1 − λ) 1

n), where πj =
P (X = j) with X ∼ B(n− 1, p), then orness(W ) = λ(1− p) + (1− λ)0.5
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Figure 2.2: Aggregation weights with n=10 obtained using the Fuller and Majlender method (blue dashed line)
with orness α, probabilities of a Bi(n − 1, 1 − α) distribution (x-marked line), mixture with parameter λ of a
Bi(n − 1, p) distribution and a discrete uniform (dotted line), and discrete uniform (continuous green line). (a)
α = 0.7, λ = 0.7 and p = 0.2143, (b) α = 0.3, λ = 0.7 and p = 0.7857.

A direct consequence of this corollary is that, for a given orness α, we can construct a vector
of weights as a mixture of binomial and discrete uniform probabilities. The relationship between
α, λ, and p can be expressed as:

2α− 1 = λ(1− 2p), (2.12)

i.e. the set of pairs {(p, λ) : 2α− 1 = λ(1− 2p), λ ∈ (0, 1]} characterizes the different mixtures
which give rise to the different vectors of weights for a given orness α.

We can distinguish three cases.

1. If α < 0.5 → 2α − 1 < 0 (and λ > 0) → 1 − 2p < 0 → p > 0.5. Moreover, as λ ≤ 1, we
have that 1− 2α ≤ 2p− 1 and then p ≥ 1− α with λ ∈ (0, 1]}

2. Analogously, if α > 0.5 we obtain p ≤ 1− α with λ ∈ (0, 1].

3. Finally, if α = 0.5, then λ = 0 and p ∈ (0, 1) or p = 0.5 and λ ∈ (0, 1].

Figure 2.2 illustrates a comparison of the aggregation of weights for n = 10 obtained with the
above-mentioned methods: Fuller and Majlender, a binomial probability density function, and
a mixture of a binomial probability density function and a discrete uniform. In Figure 2.2(a) we
can see that the maximum entropy vector of weights might attach too great an importance to
the biggest input, and also that the binomial probability distribution is ”too extreme”, although,
the addition of the uniform part of the mixture ”smoothes” its shape.



Chapter 3

Novel relevance-feedback procedure

So far we have made a detailed description of the different theoretical components of our novel
search strategy. It is now time to explain how we combine them into an efficient relevance
feedback algorithm.

Let us assume a collection of images (the database) where a set of image features has been
computed off-line for each image in the collection. Our particular choice of features has been:
first, the 30 values of the HS-histogram bins; then, the granulometric cumulative distribution
function is calculated for two different structuring elements: a vertical and a horizontal line, and
sampled at intervals of 5 pixels between 0 and 100. This gives 20 values for each structuring
element. Instead of using these values as raw data we approximate the function by expressing it
in a B-spline basis of 10 basis functions and taking as features the coefficients. This add up to 10
coefficients per structuring element, so we have a total of 20, which added to the 30 values of the
histogram results in a final vector of 50 features per image. See detailed explanation in section
2.1. With respect to the grouping of the characteristics which are semantically related to apply
the approach based on several sub-models, we have considered 10 groups, each one made by 5
consecutive characteristics. Notice that 6 of these groups are related to colour values and 4 to
texture values. No group contains both types of characteristics. In section 4 we discuss through
an experiment the influence of having more or less groups, with the condition that each group
contains only one type of feature, either colour or texture. The choice of these particular groups
has been motivated by common sense since it seems natural to group together color features,
and in a different group from texture ones. Nevertheless, the choice of appropriate groups is an
important and interesting topic because of two reasons: first, it may improve the performance
of the retrieval algorithms and second, it may make apparent hidden groups that are into the
viewer’s mind (therefore, properly semantic) which he/she is unable to express in words or even
realize of its existence. This is a possible line of research for future work or to be considered by
people involved in artificial intelligence, concretely knowledge elicitation.

Let us also assume that the images are initially randomly ranked. Each iteration of the
relevance feedback algorithm changes the ranking of the images according to a given set of
data. By data we mean a user selection of positive and negative relevant images, and a set of
aggregation weights.

An schematic description of the procedure is as follows:

17
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Initialization: Images are randomly ranked.

Input parameters: Positive and negative relevant images are selected from amongst the whole
collection. Let IP be the set of positive samples, and IN the set of negative samples. Let
W = (w1, . . . , wn) also be the set of aggregation weights, where n is the number of relevance
probabilities (outputs of the different logistic regression models) to be combined.

Logistic regression model: Using inputs selected in the previous step, several logistic regres-
sion models are fitted. Such models are applied to each image Ij in the database, obtaining
their respective relevance probabilities, (π1(Ij), . . . , πn(Ij)).

Aggregation and ranking: In order to obtain a unique relevance value, the relevance pro-
babilities π1(Ij) . . . πn(Ij) should now be aggregated using the previously selected weights
W (see section 2.3 for a detailed description of OWA aggregation operator). Images are
ranked according to the computed relevance values.

The numbers of positive and negative relevant images are not required to be equal. In the
first iterations it is the usual case not to find many positive relevant images, therefore the number
of images in set IP is not very large. This is not the case for negative relevant selection, therefore
the set IN usually has many more images than IP.

When a user rejects an image by selecting it as negative, we assume that the user’s wish
for that particular image will not change at any point in the searching process. Therefore we
have implemented a memory algorithm for the selection of negative relevant images. Negative
selections are remembered through all iterations. In iteration r, the set of negative relevant
images used as input for the logistic regression model, IN, is obtained as:

IN = IrN ∪ Iprev
N , (3.1)

where IrN is the set of negative images selected by the user in iteration r, and Iprev
N is a subset

of randomly selected images from user negative selections made in iterations 1 to r − 1. The
probability of a certain image, Ii, belonging to Iprev

N is:

P (Ii) =
i∑r−1

q=1 qNq

, (3.2)

where Ii is each image selected as negative in iteration i, Nq is the number of negative selected
images in iteration q, and r is the present iteration.

No memory was implemented for positive relevant selection; in each iteration the logistic
regression models are fitted with just the positive choice of the current iteration. The rationale
behind this is to allow the user to focus his/her search on progressively narrower sets and allow
him/her to choose as negative samples images that were formerly positive, possibly because none
of the images shown in former iterations were sufficiently similar to the target.

With respect to the choice of the orness value for the OWA aggregation operator, the user
can choose it freely. He/she receives a previous explanation about its meaning: the idea is to
start with a high orness value (allowing recalls of images similar only by one of the groups, which
from his/her point of view means loosely similar) and decreasing later to a more restrictive choice
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(similarity by all of the groups) as the search proceeds and is more centered on really similar
images. In most of the cases it was sufficient to make one change of the orness value during the
search.
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Chapter 4

Experimental results

4.1 Experimental setup

The main objective of our algorithm is to find an image which is similar to what the user may
have in mind. Therefore, the first step in the design of the experiments would be to define what
is understood by ”similar”. Unfortunately, this is not easy since it depends on the user, and the
goal of the algorithm is precisely to capture that notion of similarity that each user has, which
can also change between different queries. Consequently, the valid criterion of similarity appears
to be the user’s opinion. This would have introduced an external variable into the experiment
that would have masked the main goal: an objective evaluation of the system as such. That is
why we have chosen to use an approach in which a given image has to be found. The search is
considered successful if the image is ranked within the first 16. This number is arbitrary but we
have checked that 16 images shown side by side is a reasonable number to localize a particular
one at a first sight.

Once the criterion for termination has been adopted, the experiment will be designed by
showing several images to the user; a choice of 6 images (the same for all users) was selected from
a database of about 4700. The pictorial database was assembled using some images obtained
from the web and others chosen by the authors. These images are classified as belonging to
different themes such as flowers, horses, paintings, skies, textures, ceramic tiles, buildings, clouds,
trees, etc. even though the category is not used at all during the search. The 6 target images are
in our experience, representative of different types and levels of difficulty. They are displayed in
figure 4.1.

For each target image the search proceeds iteratively. In each iteration the user has to
select some relevant images (similar to the target according to his/her judgment) and others
significantly different from the target. The number of images of each type is left to the user,
although two conditions must be fulfilled: at least one relevant and one irrelevant images must
be selected and the total number of selections has to be greater than the maximum number
of features jointly considered. For instance, if we group the features in groups of five then the
minimum number of images evaluated has to be five per iteration.

The algorithm proceeds as explained in previous sections and shows the images in the data-
base ordered according to their similarity to the target, in groups (screens) of 32 (the 16 more
similar and the 16 more dissimilar). If the target appears in the first 16, it is considered to have
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Figure 4.1: Target images used in experiments.

been found; otherwise the user can move backwards or forwards to see more images in rank
order and a new iteration of choosing/search/showing begins.

All the experiments have been performed using a graphical user interface GVI(see figure
4.2), a system previously programmed by our research group that allows the easy introduction
of new images, new features associated to each image and new similarity measures, being a
powerful and flexible tool. GVIis oriented to an expert user with some basic knowledge of image
processing and content-based retrieval. The creation of retrieval systems for multimedia data is
a non-trivial problem, which could be facilitated with a system like this.

The variables we intend to analyze in our experiment are:

• The number of iterations used by each person to find the target. This is the most important
variable for a system of this type.

• The number of iterations used to find an image, independently of the user. This is intended
to evaluate if the nature of the image has an important influence on the result.

• The number of relevant and non relevant images chosen as a function of the image.

• The same as a function of the iteration. This should be related to the progressive conver-
gence towards the target.

• The position of the target in the rank for each iteration.

All these variables were evaluated for 40 users who did the test for the 6 chosen images;
amongst them there were computer programmers, mathematicians, children and one graphical
designer, all of different ages and levels of exposure to computers.

A general graphical and numerical description is provided in section 4.2. Then, a non-
supervised classification of the user behavior will be given in section 4.3.
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Figure 4.2: Graphical user interface used in the experiments.
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4.2 Descriptives

Firstly, a descriptive study of the previously indicated variables will be given. For each image
and trial we consider the number of iterations, the mean rank of the target image and the mean
number of positively and negatively chosen images. These means are calculated throughout the
iterations of each trial. The description will be given in table 4.2 in terms of the first, second
and third quartiles in the column under the heading “All”. It is noticeable that the number
of iterations goes from 3.12 to 4.43, which can be considered to be quite small. We have not
taken into account the time for performing the experiment because it depends on the degree
of knowledge of the application that the user has. However, a typical trial is usually done by
looking at three to four displays with a duration of 10 to 20 seconds per display, which adds up
to a total time of around one minute per trial.

Concerning the mean rank, it should be noticed that in our experimental setup, the target
image is randomly located in the last third of the database, i.e. its initial rank is greater than
3000. During the iterations the rank decreases until finishing before 16th; in this process the
quartiles of the rank go from 195 to 343, with a median of 274.

Regarding the number of evaluated images, as usual in these kind of procedures, the user
does not select a great number, but consistently selects a greater number of negative samples
(median of 8.22) than positive ones (median of 3.89).

Clearly, all these variables depend heavily on the behavior of each user. This will be carefully
analyzed in the next subsection.

The dependence on the image will be evaluated by means of a multiple box plot displayed
in figure 4.2. Two apparent facts have to be pointed out. The medians are very similar, except
for image fue21 (a photograph of fireworks) which is the easiest one. However, the variability is
clearly different between images. The largest box corresponds to image co25 (a car), but there
are outliers in most of the data groups, suggesting that certain images are particularly difficult
for certain users. Again, no common behavior appears to arise amongst all the users, which
leads us to try a non-supervised classification of users.
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Figure 4.3: Dendrogram

4.3 Non-supervised classification

We will describe the trial corresponding to a given user by means of four variables: the mean
number of iterations, the mean ranking of the image that we are looking for throughout the
iterations, the mean number of images positively evaluated and the mean number of images
negatively evaluated i.e. the experiment for a user is summarized as a four feature vector. The
results observed in a trial are the combined consequence of the software tool to be evaluated
and the characteristics of the particular user. It seems to us very interesting to find groups of
similar users by taking into account the feature vector which has just been mentioned. The-
refore, we have computed an agglomerative hierarchical clustering of the dataset to explore its
structure. Figure 4.3 shows the corresponding dendrogram. At first sight, four different clusters
are observed. In order to confirm this, we have also used a non hierarchical partitioning method.
Partitioning methods require that the number of clusters, k, be given by the user; the cluste-
ring method which seems natural in this context is the partitioning around medoids. The first
step is to find k representative objects or medoids from among the observations in the dataset.
These observations should represent the structure of the data. The k clusters are constructed
by assigning each observation to the nearest medoid. We have used the silhouette widths for
assessing the best number of clusters.

Let us briefly recall the definitions of silhouette and silhouette plot in a graphical display, in
which for each observation i, a bar is drawn, representing its silhouette width.

For each observation, i, the silhouette width, s(i), is defined as follows:

s(i) =
b(i)− a(i)

max{a(i), b(i)} (4.1)
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Figure 4.4: Silhouette observed using four groups

where a(i) is the average dissimilarity between i and all other points of the cluster to which i
belongs, and b(i) is the dissimilarity between i and its neighboring cluster i.e. the nearest one
to which i does not belong. Clearly, observations with a large s(i) are very well clustered, s(i)
around 0 means that the observation is between two clusters, and observations with a negative
s(i) are probably placed in the wrong cluster.

Moreover, the average silhouette allows us to select the best number of clusters: a clustering
can be performed for several values of k, the number of clusters and then we choose the value of
k with the largest overall average silhouette width. This value is equal to four in our case. The
silhouette widths, together with the average silhouette width for each group and the (global)
average silhouette width, can be found in Figure 4.4. Notice that the average silhouette width
is equal to 0.61, suggesting that the structure of the dataset is quite well defined.

We have also performed a k-means analysis with k = 4 and found exactly the same clustering,
this fact confirming the robustness of our results.

We would like to mention that these four clusters are determined both for the personality
of the user and also the kind of experience that we have carried out. We are aware that our
experiment is not the ideal one for testing our application but, in our opinion, it is not easy
to improve on. The aim of our procedure is not to help the user retrieve a particular image in
the dataset, as in the experiment. Instead, its aim is to help users find those images with the
features that they have in mind.

Table 4.1 displays the medoids or representative individuals of the different clusters and
some descriptive statistics for the four clusters. This table allows us to interpret the particular
characteristics of the individuals in each cluster.
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Table 4.1: Medoids
Medoid Iterations Rank Positive Negative

1 3.86 459.56 3.48 8.22
2 4.70 314.08 3.13 12.17
3 3.00 103.24 7.45 10.44
4 5.57 224.41 5.67 9.30

Table 4.2: Basic descriptives of the variables mean number of iterations, mean rank, mean of positively and
negatively evaluated images.

Group 1 Group 2 Group 3 Group 4 All
Iterations 1st Qu. 4.14 3.33 2.14 3.40 3.12

Median 4.43 3.79 2.29 4.17 3.79
3rd Qu. 4.86 3.74 3.40 4.43 4.43

Ranks 1st Qu. 419.2 288.6 85.6 195.3 195.3
Median 448.9 318.0 103.2 222.0 274.0
3rd Qu. 460.9 337.3 114.6 238.8 343.9

Positive 1st Qu. 3.30 3.18 3.29 3.65 3.29
Median 3.48 3.77 4.79 5.12 3.89
3rd Qu. 4.62 4.14 7.13 6.57 3.90

Negative 1st Qu. 5.27 5.80 7.20 6.65 5.74
Median 5.70 8.46 8.97 8.09 8.22
3rd Qu. 8.35 10.99 10.45 9.39 10.06

The users belonging to cluster 1 are the impatient ones: they choose just a few positive and
a few negative images and, although they find their objective, they do it in the end or with
ups and downs (large average position). On the other hand, the individuals in cluster 3 are
the most patient: they find the target with the minimum number of iterations and the best
average position; these users make a lot of positive selections and also many negative selections.
The individuals clustered in 2 mark many images negatively but they only select a few positive
images, their average position through the search is smaller than the average position for cluster
1. The users classified as cluster number 4 need more iterations to achieve their objective, and
although they make many positive selections they are not very lucky in their choices.

In any case, we think that we have obtained quite good results considering that the average
number of iterations in every cluster is very reasonable .

4.4 Influence of the grouping of characteristics

A potentially important point is the influence on the results of the way in which the components
of the feature vector are grouped in sub-models to be fitted by the regression algorithm and
it is reasonable to pose the question of what is better: few sub-models with a relatively large
number of characteristics or more sub-models with a few components each. Apart from avoiding
the mixing of feature of different nature (colour with texture, in our case) there is no a clear
answer. An experiment has been done to enlight this issue by using groups of 3, 5 and 7 features
to recall seven different images, being the other parameters as in former experiment, and equal
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for the three trials. Results in terms of number of trials to find the target can be seen in table
4.3.

Table 4.3: Number of iterations to recall an image depending on the size of the chosen sub-models.

Sub model size Image number Mean St. dev.
1 2 3 4 5 6 7

3 4 10 1 1 6 2 6 4.28 3.30
5 4 2 1 7 4 1 5 3.43 3.30
7 1 3 2 5 6 4 8 4.14 2.41

The mean and standard deviation of the number of iterations appears to be slightly smaller
for models of five characteristics than for the others, although given the sample size (7 images)
this cannot be considered significant. This experiment has suggested us the convenience of
choosing the five characteristics model, taking into account essentially the balance between the
robustness of the model (in principle, bigger for larger groups) and the minimum number of
images a user is asked to select.



Chapter 5

Conclusions and further work

The new requirements for a system able to retrieve images from very large databases based only
on their visual content are motivating a lot of research on this topic. This paper addresses the
problem by means of an algorithm based on logistic regression.

Since the user looks for images which are similar to his/her query, this defines a set whose
indicator function, appropriately transformed by the logit mapping, is the output of the model
to be fitted; its inputs are the low level image features directly extracted from the image. The
main advantage of the method is the facility of incorporating the user’s feedback. Its main
drawback is the lack of sufficient information (too small a sample) to fit the model, since the
number of inputs (image features) is usually high. This has been addressed by means of partial
models that get the output from each subset of the inputs whose components are semantically
related. The problem of combining the information from the different models, which is a data
fusion problem, is addressed by using an ordered weighted averaging (OWA) operator.

An experiment of image retrieval from a large database (about 4700 images) has been de-
signed and executed by 40 users of different ages and backgrounds. Due to the difficulty of
evaluating subjective similarity in an objective way, the goal of the experiment was to retrieve
a requested image. Results show that this could be done in an average of less than four (3.79)
cycles of selection/ordering/presentation, for which the user selects an average of 3.5 positive
and 5.7 negative samples per cycle. We consider this to be a good preliminary result that shows
the usefulness of the proposed algorithm. As a side result, a cluster of the users based on their
behaviour when faced with the system has been done. Results show four clear groups of users,
depending on their personal attitude (patient/impatient) and on their ability to capture the
visual resemblance between images.

As a further project, we intend to extend the model to categorical data, allowing the user
to qualify the degree of similarity with several levels (probably, five) instead of just identifying
the image as similar/dissimilar. This can be done with standard statistical techniques for cate-
gorical data regression. Also, the preprocessing of the inputs (low level image features) will be
improved by using principal component or independent component analysis, which will improve
the robustness and accuracy of the fitted models.

Another further project could be to apply this type of algorithms to music information
retrieval (MIR) systems [24]. These kind of systems intend to retrieve musical information from
large music databases using features such as pitch, timbre rhythm, or psicoacoustic measures
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extracted from music melodies. These features are part of the MPEG-7 standard [13].
Another interesting question could be to analyze the precision of the estimated relevance

probabilities by using confidence intervals over the estimated values. This alternative would
lead to another question: how to aggregate and order the information provided by intervals
instead of single probability values.
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Abstract

This paper deals with the problem of image retrieval from large image databases. A particularly interesting problem is the retrieval of all
images which are similar to one in the user’s mind, taking into account his/her feedback which is expressed as positive or negative preferences
for the images that the system progressively shows during the search. Here we present a novel algorithm for the incorporation of user preferences
in an image retrieval system based exclusively on the visual content of the image, which is stored as a vector of low-level features. The
algorithm considers the probability of an image belonging to the set of those sought by the user, and models the logit of this probability as the
output of a generalized linear model whose inputs are the low-level image features. The image database is ranked by the output of the model
and shown to the user, who selects a few positive and negative samples, repeating the process in an iterative way until he/she is satisfied.
The problem of the small sample size with respect to the number of features is solved by adjusting several partial generalized linear models
and combining their relevance probabilities by means of an ordered averaged weighted operator. Experiments were made with 40 users and
they exhibited good performance in finding a target image (4 iterations on average) in a database of about 4700 images. The mean number of
positive and negative examples is of 4 and 6 per iteration. A clustering of users into sets also shows consistent patterns of behavior.
� 2007 Pattern Recognition Society. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

The last few years have witnessed an increasing amount of
pictorial information in different digital formats. Thus large im-
age databases raise the need to retrieve relevant data efficiently.
In this framework, content-based image retrieval (CBIR) sys-
tems are one of the most promising techniques for retrieving
multimedia information [1–3]. CBIR systems are thought of as
an improvement on traditional image retrieval systems based
on textual information such as keywords. The new CBIR sys-
tems take advantage of valuable digital information held by the
image itself. Visual features related to color, shape and tex-
ture are extracted in order to describe the image content [4].
The main drawback of textual image retrieval systems, that is,

∗ Corresponding author. Tel.: +34 963543977; fax: +34 963544735.
E-mail addresses: Teresa.Leon@uv.es (T. León), pezuc@alumni.uv.es

(P. Zuccarello), Guillermo.Ayala@uv.es (G. Ayala), Esther.deVes@uv.es
(E. de Ves), Juan.Domingo@uv.es (J. Domingo).

0031-3203/$30.00 � 2007 Pattern Recognition Society. Published by Elsevier Ltd. All rights reserved.
doi:10.1016/j.patcog.2007.02.002

the annotator dependency, would be overcome in pure CBIR
systems. Several papers have been published trying to integrate
both approaches: textual and CBIR [5,6].

Image features are a key aspect of any CBIR system. A
general classification can be made: low-level features (color,
texture and shape) and high-level features (usually obtained
by combining low-level features in a reasonably predefined
model). High-level features have a strong dependency on the
application domain, therefore they are not usually suitable for
general purpose systems. This is the reason why one of the
most important and developed research activities in this field
has been the extraction of good low-level image descriptors.
Obviously, there is an important gap between these features
and human perception (a semantic gap). For this reason, differ-
ent methods (mostly iterative procedures) have been proposed
to deal with the semantic gap [7]. In most cases the idea under-
lying these methods is to integrate the information provided by
the user into the decision process. This way, the user is in charge
of guiding the search by indicating his/her preferences, desires
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and requirements to the system. The basic idea is rather simple:
the system displays a set of images (resulting from a previous
search); the user selects the images that are relevant (desired
images) and rejects those which are not (images to avoid)
according to his/her particular criterion; the system then learns
from these training examples to achieve an improved perfor-
mance in the next run. The process goes on iteratively until
the user is satisfied.

The iterative algorithms which, in order to improve the set
resulting from a query, require the user to enter his/her prefer-
ences in each iteration, are called relevance feedback algorithms
[8]. These algorithms have been shown to provide a dramatic
boost in retrieval system performance. Being part of this main-
stream, this paper presents a new algorithm for relevance feed-
back in image databases based on logistic regression models.

A query can be seen as an expression of an information need
to be satisfied. Any CBIR system aims at finding images rele-
vant to a query and thus to the information need expressed by
the query. The relationship between any image in the database
and a particular query can be expressed by a relevance value.
This relevance value relies on the user-perceived satisfaction
of his/her information need. The relevance value can be in-
terpreted as a mathematical probability (a relevance probabil-
ity). The notion of relevance probability is not unique because
different interpretations have been given by different authors.
In this paper a relevance probability �(I ) is a quantity which
reflects the estimation of the relevance of the image I with
respect to the user’s information needs. Initially, every image
in the database is equally likely, but as more information on
the user’s preferences becomes available, the probability mea-
sure concentrates on a subset of the database. The iterative rel-
evance feedback scheme proposed in the present paper is based
on logistic regression analysis for ranking a set of images in
decreasing order of their evaluated relevance probabilities.

Logistic regression is based on the construction of a linear
model whose inputs, in our case, will be the image charac-
teristics extracted from the image I and whose output is a
function of �(I ). In logistic regression analysis, one of the key
features to be established is the order of the model to be fitted.
The order of logistic regression model, the number of image
characteristics, and the number of relevant (positive/negative)
images the user is prompted to select, are strongly related. The
order of the model must be in accordance with the reasonable
amount of feedback images requested from the user. For ex-
ample, it is not reasonable for the user to select 40 images in
each iteration; a feedback of 5/10 images would be acceptable.
This requirement leads us to group the image features into
n smaller subsets, each consisting of semantically related
characteristics. The outcome of this strategy is that n smaller
regression models must be adjusted: each sub-model will pro-
duce a different relevance probability �k(I ) (k = 1, . . . , n).
We then face to the question of how to combine the �k(I ) in
order to rank the database according to the user’s preferences.
We tackled this problem by making use of the so-called OWA
(ordered weighted averaging) operators which were introduced
by Yager [9] and provide a consistent and versatile way of
aggregating multiple inputs into one single output.

Section 2 describes related work addressing issues of feature
relevance computation. Section 3 presents and explains our ap-
proach in detail. Next, Section 3.1 describes the low-level fea-
tures extracted from the images and used to retrieve them. After
that, in Section 4 we present experimental results which eval-
uate the performance of our technique using real-world data.
Finally, in Section 5 we extract conclusions and point to further
work.

2. Related work

Relevance feedback is a term used to describe the actions
performed by a user to interactively improve the results of
a query by reformulating it. An initial query formulated by
a user may not fully capture his/her wishes. This is due to
several reasons: the complexity of formulating the query, lack
of familiarity with the data collection procedures, or inadequacy
of the available features. Users then typically change the query
manually and re-execute the search until they are satisfied. By
using relevance feedback, the system learns a new query that
better captures the user’s need for information.

In recent years, several methods have been developed to
guide the searching process in a retrieval system. All these tech-
niques can be roughly classified into two different groups:

• Query point movement: The method of the query point move-
ment approach is to construct a new query point that is sup-
posed to be close to the relevant results and far from those
which are non-relevant. The best-known approach for achiev-
ing query point movement is based on a formula initially
developed by Rocchio in the context of textual information
retrieval [10].

• Reshaping distance functions: the objective of this approach
is to modify the distance function in such a way that it can
improve the query results according to the user’s criterion.

A procedure belonging to the query point movement group
was proposed by Ciocca and Schettini [11], who introduce a
very simple algorithm for computing a new query point Q that
can better represent the images of interest to the user. The
procedure takes the set of relevant images the user has selected
and computes a new point based on the standard deviation of
the features used, computed separately one by one. Obviously,
this ignores the dependency between image features, which
is particularly important when they are values sampled from
continuous functions.

Another implementation of point movement strategy con-
sists of using the Bayesian methodology. Cox uses an adap-
tive Bayesian scheme which incorporates user preferences by
means of a model of the user [12]. This model, together with
the prior, gives rise inductively to a probability distribution on
the event space. Experiments show that retrieval performance
can be improved considerably by using such relevance feed-
back approaches. Relevance feedback has been also considered
as a Bayesian classification problem by Duan et al. [13].

Yet another approach was taken by Rui et al., who propose
an interactive retrieval approach which takes into account the
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user’s high-level-query and perception subjectivity by dynam-
ically updating certain weights [7]. Specifically, in this paper
the images are represented by vectors of weights in the space
of low-level characteristics; these weights capture the impor-
tance of components within a vector as well as their importance
across different vectors over the entire data set. The system
then uses relevance feedback to update queries so as to place
more weight on relevant elements and less on irrelevant ones.

The system MindReader proposed by Ishigawa uses a method
that combines ideas from the query-point movement and axis
re-weighting [14]. The goal of this method is, given n images
selected by a user in the relevance feedback step, to compute the
coefficients of a distance function (namely, the distance matrix
M) at the same time as the best query point q that represents
the n images selected by the user in the relevance feedback
procedure. By solving a minimization problem on the parameter
estimation process, the authors conclude that the best M matrix
(restricted to diagonal matrices only) is given by mij ∝ 1/�2

j ,
�j being the standard deviation of the jth vector component.

Unlike the present paper, our previous work concerning rel-
evance feedback CBIR algorithms was focused on a Bayesian
strategy [15]. We followed the idea of modeling user prefer-
ences as a probability distribution. The person manifests his/her
preferences on the set resulting from a query. The chosen im-
ages are considered as a sample. The previous information is
modeled as the prior distribution and the choices are incorpo-
rated into the posterior distribution. The main advantage of our
approach was to specifically work with a prior distribution such
that the posterior distribution belongs to the same conjugate
family of distributions.

3. A novel relevance feedback mechanism based on
logistic regression

In this section, we will present the different elements used in
our algorithm: image descriptors, how the relevance probabili-
ties are calculated, the aggregation operators used to combine
the different relevance probabilities and the global procedure.

 
I−(I−1,I−2,...,I−s)

I+(I+1,I+2,...,I+r)

Image database
Ranked image

display

Logistic
regression

model

OWA
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Ranking
process Π(I)i

Image feature
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Π1(Ii),....,Πn(Ii)

Fig. 1. Algorithm used.

Fig. 1 shows the different modules which integrate the pro-
posed relevance feedback algorithm. The inputs and outputs of
each module are also shown.

3.1. Visual features

This section deals with the low-level features the system
uses for predicting human judgment of image similarity. Most
of the features used are very simple, since our main goal is
not to test the features as such, but only to use them as a
tool to evaluate the new relevance feedback procedure. The
relevance feedback methodology we have developed can be
applied without changes to any image indexing and retrieval
methods, even certainly a different set of features will give
different results. With respect to the grouping of the features
in smaller subsets, it is a resource to be able to apply logistic
regression with a very small sample size. The results could
change, too, by using a different grouping scheme.

Our system can currently work with different features that are
obtained by preprocessing each image in the database. Amongst
these characteristics we can mention those which represent
chromatic information and those related to textures present in
the image:

Color representation: The current version of the system incor-
porates as chromatic information of the image:

A histogram of the HS (Hue, Saturation) values of the image
pixels: these values are obtained after conversion to HSV
color space and quantization into (H×S)=(10×3)=30 color
bins. This 2D histogram is flattened by rows (H-component)
giving a vector of 30 features.

Texture representation: The system currently works with in-
formation about textures in the image. This information is
embodied as:

The granulometric cumulative distribution function. A gran-
ulometry is defined from the morphological opening of the
texture using a convex and compact subset containing the
origin as structuring element [16]. In our case we have
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Fig. 2. Granulometry distribution function F together with its approximation
with a 10 coefficient B-spline base.

used a horizontal and a vertical segment as the structuring
elements.
In this paper we have approximated the cumulative granulo-

metric function sampled from 0 to 100 pixels at intervals of 5
pixels by using a spline basis with 10 basis functions. Fourier
basis is more appropriate for periodic functions, which is not
the case here. Wavelets, on the other hand, are especially ap-
propriate when the function presents intervals of high variation
or even discontinuities together with relatively smooth areas.
Since our functions are continuous, smooth and increasing, a
spline basis can give a highly accurate representation; more-
over, as splines are functions of local support, their coefficients
are related with particular parts of the function support, which
is appropriate in cases like this in which the value of the
granulometry is directly related to the size of the structuring
element, which is in turn related to the size of the particles in
the texture of the image. Fig. 2 shows a typical granulometry
distribution function F sampled from 0 to 100 pixels at inter-
vals of 5 pixels (with circles) together with its approximation
with a 10 coefficient B-spline basis fb (smooth line). As can
be appreciated visually, the fit is very good; numerically, the
error can be calculated as

Error = 1

N

√√√√ N∑
i=1

| F(xi) − Fb(xi)|2.

N being the number of points and Fb the B-spline approxima-
tion of F; error is 2.6 × 10−5 for this case; as a comparison,
the mean value of F is 0.438.

3.2. Logistic regression and relevance probabilities

At each iteration, a sample is evaluated by the user select-
ing two sets of images: the examples or positive images and
the counter-examples or negative images. Let us consider the
(random) variable Y giving the user evaluation where Y = 1
means that the image is positively evaluated and Y = 0 means
a negative evaluation.

Each image in the database has been previously described
by using low-level features in such a way that the j-th image

has the k-dimensional feature vector xj associated. Our data
will consist of (xj , yj ), with j = 1, . . . , n where n is the to-
tal number of images, xj is the feature vector and yj the user
evaluation (1 = positive and 0 = negative). The image feature
vector x is known for any image and we intend to predict the
associated value of Y. The natural framework for this problem
is the generalized linear model (GLM). In this paper, we have
used a logistic regression where P(Y = 1 | x) i.e. the probabil-
ity that Y = 1 (the user evaluates the image positively) given
the feature vector x, is related with the systematic part of the
model (a linear combination of the feature vector) by means
of the logit function. GLMs extend ordinary regression models
to encompass non-normal response distributions and modeling
functions of the mean. Most statistical software has the facility
to fit GLMs. Logistic regression is the most important model
for categorical response data. Logistic regression models are
also called logit models. They have been successfully used in
many different areas including business applications and ge-
netics. For a binary response variable Y and p explanatory vari-
ables X1, . . . , Xp, the model for �(x)=P(Y = 1 | x) at values
x = (x1, . . . , xp) of predictors is

logit[�(x)] = � + �1x1 + · · · + �pxp, (1)

where logit[�(x)] = ln(�(x)/(1 − �(x))). The model can also
be stated directly specifying �(x) as

�(x) = exp(� + �1x1 + · · · + �pxp)

1 + exp(� + �1x1 + · · · + �pxp)
. (2)

The parameter �i refers to the effect of xi on the log odds
that Y = 1, controlling the other xj . The model parameters are
obtained by maximizing the likelihood function given by

l(�) =
n∏

�(xi)
yi [1 − �(xi)]1−yi . (3)

The maximum likelihood estimators (MLE) of the parameter
vector � are calculated by using an iterative method. A detailed
explanation can be found in Ref. [17, p. 192]. We have used
the public domain statistical program R [18]. In particular, the
function glm from the package MASS [19]. An additional ad-
vantage of using generalized linear models is that, if each fea-
ture has a known semantic meaning, the value of the parameter
associated to it has to do with its importance for the viewer,
and the width of its confidence interval might be considered to
be related with the certainty with which the viewer uses that
feature. Nevertheless, in our case the semantic meaning is not
clearly associated to a particular parameter, but to a group of
them (color parameters, texture parameters, etc.) so these con-
siderations are barely useful.

In the first steps of the procedure, we have a major difficulty
when having to adjust a global regression model in which we
take the whole set of variables into account, because the number
of images (the number of positive plus negative images chosen
by the user) is typically smaller than the number of character-
istics. In this case, the regression model adjusted has as many
parameters as the number of data and many relevant variables
could be not considered. On the other hand it is not realistic
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Table 1
Illustrating examples of OWA aggregation values

W f (a1, . . . , an)

(1, 0, . . . , 0) maxi ai

(0, 0, . . . , 1) mini ai

( 1
n
, 1

n
, . . . , 1

n
) 1

n

∑n
j=iai

to ask the user to make a great number of positive and nega-
tive selections from the very beginning; therefore we think that
the difficulty cannot be avoided in this way. In order to solve
this problem, our proposal is to adjust different smaller regres-
sion models: each model considers only a subset of variables
consisting of semantically related characteristics of the image.
Consequently, each sub-model will associate a different rele-
vance probability to a given image x, and we face the question
of how to combine them in order to rank the database accord-
ing to the user’s preferences. We can see this question as an
information fusion problem.

3.3. Aggregating the relevance probabilities

Let us denote as �1(x), �2(x), . . . , �n(x) the different rele-
vance probabilities associated with a given image x. Each one
of them has been obtained separately by using different re-
gression models and we need to associate a final probability
�(x) by aggregating the information provided by each �j (x),
(j = 1, . . . , n). Mathematical aggregation operators transform
a finite number of inputs into a single output and play an im-
portant role in image retrieval. In Ref. [20] the authors compare
the effect of 67 operators applied to the problem of comput-
ing the overall image similarity, given a collection of individ-
ual feature similarities. Their results show how important for
retrieval performance the choice of the aggregation operator
is. A comprehensive overview, as well as the classification, of
mathematical aggregation operators can be found in Ref. [21].
We have not used any of the 67 operators reviewed; instead,
we decided to use the so-called OWA operators to aggregate
our relevance probabilities. These operators were introduced in
Ref. [9]. Since then they have been successfully applied in dif-
ferent areas: decision making, expert systems, neural networks,
fuzzy systems and control, etc. An OWA operator of dimen-
sion n is a mapping f : Rn → R with an associated weighting
vector W = (w1, . . . , wn) such that

∑n
j=1wj = 1 and where

f (a1, . . . , an) = ∑n
j=1wjbj where bj is the j-th largest ele-

ment of the collection of aggregated objects a1, . . . , an. The
particular cases shown in Table 1 can better illustrate the idea
underlying OWA operators.

Note that no weight is associated with any particular in-
put; instead, the relative magnitude of the input decides which
weight corresponds to each input. In our application, the inputs
are relevance probabilities and this property is very interesting
because we do not know, a priori, which set of visual descrip-
tors will provide us with the best information.

As OWA operators are bounded by the max and min opera-
tors, Yager introduced a measure called orness to characterize

the degree to which the aggregation is like an or (max)
operation:

orness(W) = 1

n − 1

n∑
i=1

(n − i)wi . (4)

Note that for W = (1, 0, . . . , 0), orness(W) = 1, for W =
(0, 0, . . . , 1), orness(W)=0 and for W =(1/n, 1/n, . . . , 1/n),
orness(W) = 0.5. This author also introduced the concept of
dispersion or entropy associated with a weighting vector:

Disp(W) =
n∑

i=1

wi ln wi . (5)

Disp(W) tries to reflect how much of the information in the
arguments is used during an aggregation based on W.

Clearly, the vector of weights W can be pre-fixed, but a num-
ber of approaches have also been suggested for determining
it according to different criteria. For instance, in Ref. [22] an
algorithm which can be used to learn the weights from an ob-
servation of performance by others. One of the first methods
developed was proposed by O’Hagan [23]. It provides us with
the vector of weights for a given level of orness (optimism)
which maximizes their entropy:

W = argmax
n∑

i=1

wi ln wi ,

subject to

{
� = 1

n−1

∑n
i=1(n − i)wi,∑n

i=1wi = 1, wi ∈ [0, 1]. (6)

Roughly speaking, when the maximum entropy vector of
weights for a prefixed orness is calculated, the set of weights
most similar to a discrete uniform distribution is obtained,
in the sense that each weight tends to achieve its maxi-
mum value while the sequence of weights increases or de-
creases (depending on the orness value). By this we mean
that if W = (w1, . . . , wn), then w1 �w2 � · · · �wn, or
w1 �w2 � · · · �wn. This problem is not computationally easy
to solve. Fuller and Majlender [24] have obtained the analytical
expression of the maximum entropy weights. Their practical
procedure involves the solution of a polynomial equation; how-
ever, the unique root of a rather flat polynomial is numerically
difficult to obtain.

We have used a simpler procedure to generate the set of
weights W = (w1, . . . , wn). They are obtained as a mixture of
the binomial Bi(n− 1, p) and the discrete uniform probability
distributions. A principal advantage of this choice is its flexibil-
ity and simplicity: the weights are easily obtained and are also
easy to interpret; however, the main reason for choosing this
procedure is that our practical experiments have shown that it
works well for our case.

Notice that OWA operators with many of the weights close to
their highest values will be or-like operators (orness(W)�0.5),
while those operators with most of the weights close to their
lowest values will be and-like operators (orness(W)�0.5). The
sequence of weights that we can obtain as a mixture of a bi-
nomial and a discrete uniform distribution is not necessarily
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Fig. 3. Aggregation weights with n = 10 obtained using the Fuller and Majlender method (blue dashed line) with orness �, probabilities of a Bi(n − 1, 1 − �)

distribution (x-marked line), mixture with parameter � of a Bi(n − 1, p) distribution and a discrete uniform (dotted line), and discrete uniform (continuous
green line): (a) � = 0.7, � = 0.7 and p = 0.2143, (b) � = 0.3, � = 0.7 and p = 0.7857.

increasing or decreasing and the combination of the values for
the parameter p of the binomial probability distribution and the
mixture parameter � allows us to obtain a parametric family of
weights easily.

3.3.1. Some properties

Proposition 1. Let W = (w1, . . . , wn) and W ′ = (w′
1, . . . , w

′
n)

be two vectors of weights such that orness (W)= � and orness
(W ′)=� with �, � ∈ [0, 1], then ∀� ∈ [0, 1] we have the orness
of (�W + (1−�)W ′)=��+ (1−�)�, where �W + (1−�)W ′ =
(�w1 + (1 − �)w′

1, . . . , �wn + (1 − �)w′
n).

The proof follows from the definition of orness.

Proposition 2. Let W = (w1, . . . , wn) be a vector of weights

such that wi=�i−1=
(

n−1
i−1

)
(1−�)i−1�n−i , then orness(W)=�.

Proof. Note that the components of the vector of weights are
the n probabilities of a binomial probability distribution with
parameters n − 1 and p = 1 − �, therefore,

orness(W) = 1

n − 1

n∑
i=1

(n − i)�i−1

= 1

n − 1

⎛
⎝n −

n−1∑
j=0

(j + 1)�j

⎞
⎠

= 1

n − 1
(n − (n − 1)(1 − �) − 1)

= �. (7)

We can use these results to obtain different sets of weights
for a given orness.

Corollary 1. Let W = (w1, . . . , wn)= (��0 + (1−�)1/n, . . . ,

��n−1 + (1 −�)(1/n)), where �j =P(X = j) with X ∼ B(n−
1, p), then orness(W) = �(1 − p) + (1 − �)0.5.

A direct consequence of this corollary is that, for a given
orness �, we can construct a vector of weights as a mixture of

binomial and discrete uniform probabilities. The relationship
between �, �, and p can be expressed as:

2� − 1 = �(1 − 2p), (8)

i.e. the set of pairs {(p, �) : 2� − 1 = �(1 − 2p), � ∈ (0, 1]}
characterizes the different mixtures which give rise to the dif-
ferent vectors of weights for a given orness �.

We can distinguish three cases:

(1) If � < 0.5 → 2� − 1 < 0 (and � > 0) → 1 − 2p < 0 →
p > 0.5. Moreover, as ��1, we have that 1 − 2��2p − 1
and then p�1 − � with � ∈ (0, 1].

(2) Analogously, if � > 0.5 we obtain p�1−� with � ∈ (0, 1].
(3) Finally, if � = 0.5, then � = 0 and p ∈ (0, 1) or p = 0.5

and � ∈ (0, 1].

Fig. 3 illustrates a comparison of the aggregation of weights
for n = 10 obtained with the above-mentioned methods: Fuller
and Majlender, a binomial probability density function, and a
mixture of a binomial probability density function and a discrete
uniform. In Fig. 3(a) we can see that the maximum entropy
vector of weights might attach too great an importance to the
biggest input, and also that the binomial probability distribution
is “too extreme”, although, the addition of the uniform part of
the mixture “smoothes” its shape.

3.4. General procedure

So far we have made a detailed description of the different
theoretical components of our novel search strategy. It is now
time to explain how we combine them into an efficient relevance
feedback algorithm.

Let us assume a collection of images (the database) where
a set of image features has been computed off-line for each
image in the collection. Our particular choice of features has
been: first, the 30 values of the HS-histogram bins; then, the
granulometric cumulative distribution function is calculated for
two different structuring elements: a vertical and a horizontal
line, and sampled at intervals of 5 pixels between 0 and 100.
This gives 20 values for each structuring element. Instead of
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using these values as raw data we approximate the function
by expressing it in a B-spline basis of 10 basis functions and
taking the coefficients as features. This add up to 10 coefficients
per structuring element, so we have a total of 20, which added
to the 30 values of the histogram results in a final vector of
50 features per image. See detailed explanation in Section 3.1.
With respect to the grouping of the characteristics which are
semantically related to apply the approach based on several
sub-models, we have considered 10 groups, each one made by
five consecutive characteristics. Note that six of these groups
are related to color values and four to texture values. No group
contains both types of characteristics. In Section 4 we discuss
through an experiment the influence of having more or less
groups, with the condition that each group contains only one
type of feature, either color or texture. The choice of these
particular groups has been motivated by common sense since it
seems natural to group together color features, and in a different
group from texture ones. Nevertheless, the choice of appropriate
groups is an important and interesting topic because of two
reasons: first, it may improve the performance of the retrieval
algorithms and second, it may make apparent hidden groups
that are into the viewer’s mind (therefore, properly semantic)
which he/she is unable to express in words or even realize of
their existence. This is a possible line of research for future work
or to be considered by people involved in artificial intelligence,
concretely knowledge elicitation.

Let us also assume that the images are initially randomly
ranked. Each iteration of the relevance feedback algorithm
changes the ranking of the images according to a given set of
data. By data we mean a user selection of positive and negative
relevant images, and a set of aggregation weights.

An schematic description of the procedure is as follows:
Initialization: Images are randomly ranked.
Input parameters: Positive and negative relevant images are

selected from amongst the whole collection. Let IP be the set of
positive samples, and IN the set of negative samples. Let W =
(w1, . . . , wn) also be the set of aggregation weights, where n is
the number of relevance probabilities (outputs of the different
logistic regression models) to be combined.

Logistic regression model: Using inputs selected in the pre-
vious step, several logistic regression models are fitted. Such
models are applied to each image Ij in the database, obtaining
their respective relevance probabilities, (�1(Ij ), . . . , �n(Ij )).

Aggregation and ranking: In order to obtain a unique rele-
vance value, the relevance probabilities �1(Ij ) . . . �n(Ij ) should
now be aggregated using the previously selected weights W (see
Section 3.3 for a detailed description of OWA aggregation op-
erator). Images are ranked according to the computed relevance
values.

The numbers of positive and negative relevant images are
not required to be equal. In the first iterations it is the usual
case not to find many positive relevant images, therefore the
number of images in set IP is not very large. This is not the
case for negative relevant selection, therefore the set IN usually
has many more images than IP.

When a user rejects an image by selecting it as negative,
we assume that the user’s wish for that particular image will

not change at any point in the searching process. Therefore
we have implemented a memory algorithm for the selection of
negative relevant images. Negative selections are remembered
through all iterations. In iteration r, the set of negative relevant
images used as input for the logistic regression model, IN, is
obtained as

IN = Ir
N ∪ Iprev

N , (9)

where Ir
N is the set of negative images selected by the user in

iteration r, and Iprev
N is a subset of randomly selected images

from user negative selections made in iterations 1 to r −1. The
probability of a certain image, Ii , belonging to Iprev

N is

P(Ii) = i∑r−1
q=1qNq

, (10)

where Ii is each image selected as negative in iteration i, Nq

is the number of negative selected images in iteration q, and r
is the present iteration.

No memory was implemented for positive relevant selec-
tion; in each iteration the logistic regression models are fitted
with just the positive choice of the current iteration. The ra-
tionale behind this is to allow the user to focus his/her search
on progressively narrower sets and allow him/her to choose as
negative samples images that were formerly positive, possibly
because none of the images shown in former iterations were
sufficiently similar to the target.

With respect to the choice of the orness value for the OWA
aggregation operator, the user can choose it freely. He/she re-
ceives a previous explanation about its meaning: the idea is to
start with a high orness value (allowing recalls of images simi-
lar only by one of the groups, which from his/her point of view
means loosely similar) and decreasing later to a more restrictive
choice (similarity by all of the groups) as the search proceeds
and is more centered on really similar images. In most of the
cases it was sufficient to make one change of the orness value
during the search.

4. Experimental results

4.1. Experimental setup

The main objective of our algorithm is to find an image which
is similar to what the user may have in mind. Therefore, the first
step in the design of the experiments would be to define what is
understood by “similar”. Unfortunately, this is not easy since it
depends on the user, and the goal of the algorithm is precisely
to capture that notion of similarity that each user has, which can
also change between different queries. Consequently, the valid
criterion of similarity appears to be the user’s opinion. This
would have introduced an external variable into the experiment
that would have masked the main goal: an objective evaluation
of the system as such. That is why we have chosen to use
an approach in which a given image has to be found. The
search is considered successful if the image is ranked within the
first 16. This number is arbitrary but we have checked that 16
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Fig. 4. Target images used in experiments.

images shown side by side is a reasonable number to localize
a particular one at a first sight.

Once the criterion for termination has been adopted, the ex-
periment will be designed by showing several images to the
user; a choice of six images (the same for all users) was se-
lected from a database of about 4700. The pictorial database
was assembled using some images obtained from the web and
others chosen by the authors. These images are classified as be-
longing to different themes such as flowers, horses, paintings,
skies, textures, ceramic tiles, buildings, clouds, trees, etc. even
though the category is not used at all during the search. The six
target images are, in our experience, representative of different
types and levels of difficulty. They are displayed in Fig. 4.

For each target image the search proceeds iteratively. In each
iteration the user has to select some relevant images (similar
to the target according to his/her judgment) and others sig-
nificantly different from the target. The number of images of
each type is left to the user, although two conditions must
be fulfilled: at least one relevant and one irrelevant images
must be selected and the total number of selections has to be
greater than the maximum number of features jointly consid-
ered. For instance, if we group the features in groups of five then
the minimum number of images evaluated has to be five per
iteration.

The algorithm proceeds as explained in previous sections and
shows the images in the database ordered according to their
similarity to the target, in groups (screens) of 32 (the 16 more
similar and the 16 more dissimilar). If the target appears in the
first 16, it is considered to have been found; otherwise the user
can move backwards or forwards to see more images in rank
order and a new iteration of choosing/search/showing begins.

All the experiments have been performed using a graphical
user interface GVI (see Fig. 5), a system previously pro-
grammed by our research group that allows the easy introduc-
tion of new images, new features associated to each image and
new similarity measures, being a powerful and flexible tool.
GVI is oriented to an expert user with some basic knowledge of
image processing and content-based retrieval. The creation of

retrieval systems for multimedia data is a non-trivial problem,
which could be facilitated with a system like this.

The variables we intend to analyze in our experiment are:

• The number of iterations used by each person to find the
target. This is the most important variable for a system of
this type.

• The number of iterations used to find an image, indepen-
dently of the user. This is intended to evaluate if the nature
of the image has an important influence on the result.

• The number of relevant and non-relevant images chosen as
a function of the image.

• The same as a function of the iteration. This should be related
to the progressive convergence towards the target.

• The position of the target in the rank for each iteration.

All these variables were evaluated for 40 users who did the
test for the six chosen images; amongst them there were com-
puter programmers, mathematicians, children and one graph-
ical designer, all of different ages and levels of exposure to
computers.

A general graphical and numerical description is provided in
Section 4.2. Then, a non-supervised classification of the user
behavior will be given in Section 4.3.

4.2. Descriptives

Firstly, a descriptive study of the previously indicated vari-
ables will be given. For each image and trial we consider the
number of iterations, the mean rank of the target image and
the mean number of positively and negatively chosen images.
These means are calculated throughout the iterations of each
trial. The description will be given in Table 3 in terms of the
first, second and third quartiles in the column under the heading
“All”. It is notable that the number of iterations goes from 3.12
to 4.43, which can be considered to be quite small. We have
not taken into account the time for performing the experiment
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Fig. 5. Graphical user interface used in the experiments.

because it depends on the degree of knowledge of the applica-
tion that the user has. However, a typical trial is usually done by
looking at three to four displays with a duration of 10–20 s per
display, which adds up to a total time of around 1 min per trial.

Concerning the mean rank, it should be noticed that in our
experimental setup, the target image is randomly located in the
last third of the database, i.e. its initial rank is greater than 3000.
During the iterations the rank decreases until finishing before
16th; in this process the quartiles of the rank go from 195 to
343, with a median of 274.

Regarding the number of evaluated images, as usual in these
kind of procedures, the user does not select a great number,
but consistently selects a greater number of negative samples
(median of 8.22) than positive ones (median of 3.89).

Clearly, all these variables depend heavily on the behavior of
each user. This will be carefully analyzed in the next subsection.

The dependence on the image will be evaluated by means of a
multiple box plot displayed in Fig. 8. Two apparent facts have to
be pointed out. The medians are very similar, except for image
fue21 (a photograph of fireworks) which is the easiest one.
However, the variability is clearly different between images.
The largest box corresponds to image co25 (a car), but there
are outliers in most of the data groups, suggesting that certain
images are particularly difficult for certain users. Again, no
common behavior appears to arise amongst all the users, which
leads us to try a non-supervised classification of users.

4.3. Non-supervised classification

We will describe the trial corresponding to a given user by
means of four variables: the mean number of iterations, the
mean ranking of the image that we are looking for throughout
the iterations, the mean number of images positively evaluated
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and the mean number of images negatively evaluated i.e. the
experiment for a user is summarized as a four feature vector.
The results observed in a trial are the combined consequence of
the software tool to be evaluated and the characteristics of the
particular user. It seems to us very interesting to find groups of
similar users by taking into account the feature vector which
has just been mentioned. Therefore, we have computed an ag-
glomerative hierarchical clustering of the data set to explore its
structure. Fig. 6. shows the corresponding dendrogram. At first
sight, four different clusters are observed. In order to confirm
this, we have also used a non-hierarchical partitioning method.
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Partitioning methods require that the number of clusters, k, be
given by the user; the clustering method which seems natural in
this context is the partitioning around medoids. The first step is
to find k representative objects or medoids from among the ob-
servations in the data set. These observations should represent
the structure of the data. The k clusters are constructed by as-
signing each observation to the nearest medoid. We have used
the silhouette widths for assessing the best number of clusters.

Let us briefly recall the definitions of silhouette and silhouette
plot in a graphical display, in which for each observation i, a
bar is drawn, representing its silhouette width.

Silhouette width si

0.0 0.2 0.4 0.6 0.8 1.0

Silhouette plot of pam(x = y0, k = 4)

Average silhouette width :  0.61

n = 40 4 clusters Cj
j : nj | avei∈Cj si

1 : 7 | 0.70

2 : 14 | 0.51

3 : 7 | 0.75

4 : 12 | 0.58

Fig. 7. Silhouette observed using four groups.
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Fig. 8. Box plots showing the number of iterations for each image

For each observation, i, the silhouette width, s(i), is defined
as follows:

s(i) = b(i) − a(i)

max{a(i), b(i)} , (11)

where a(i) is the average dissimilarity between i and all other
points of the cluster to which i belongs, and b(i) is the dis-
similarity between i and its neighboring cluster i.e. the nearest
one to which i does not belong. Clearly, observations with a
large s(i) are very well clustered, s(i) around 0 means that the
observation is between two clusters, and observations with a
negative s(i) are probably placed in the wrong cluster.

Moreover, the average silhouette allows us to select the best
number of clusters: a clustering can be performed for several
values of k, the number of clusters and then we choose the value
of k with the largest overall average silhouette width. This value
is equal to four in our case. The silhouette widths, together with
the average silhouette width for each group and the (global)
average silhouette width, can be found in Fig. 7. Notice that
the average silhouette width is equal to 0.61, suggesting that
the structure of the data set is quite well defined.

We have also performed a k-means analysis with k = 4 and
found exactly the same clustering, this fact confirming the ro-
bustness of our results.

We would like to mention that these four clusters are deter-
mined both for the personality of the user and also the kind
of experience that we have carried out. We are aware that our
experiment is not the ideal one for testing our application but,
in our opinion, it is not easy to improve on. The aim of our pro-
cedure is not to help the user retrieve a particular image in the
data set, as in the experiment. Instead, its aim is to help users
find those images with the features that they have in mind.

Table 2 displays the medoids or representative individuals
of the different clusters and some descriptive statistics for the
four clusters. This table allows us to interpret the particular
characteristics of the individuals in each cluster.
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Table 2
Medoids

Medoid Iterations Rank Positive Negative

1 3.86 459.56 3.48 8.22
2 4.70 314.08 3.13 12.17
3 3.00 103.24 7.45 10.44
4 5.57 224.41 5.67 9.30

Table 3
Basic descriptives of the variables mean number of iterations, mean rank,
mean of positively and negatively evaluated images

Group 1 Group 2 Group 3 Group 4 All

Iterations
1st Qu. 4.14 3.33 2.14 3.40 3.12
Median 4.43 3.79 2.29 4.17 3.79
3rd Qu. 4.86 3.74 3.40 4.43 4.43

Ranks
1st Qu. 419.2 288.6 85.6 195.3 195.3
Median 448.9 318.0 103.2 222.0 274.0
3rd Qu. 460.9 337.3 114.6 238.8 343.9

Positive
1st Qu. 3.30 3.18 3.29 3.65 3.29
Median 3.48 3.77 4.79 5.12 3.89
3rd Qu. 4.62 4.14 7.13 6.57 3.90

Negative
1st Qu. 5.27 5.80 7.20 6.65 5.74
Median 5.70 8.46 8.97 8.09 8.22
3rd Qu. 8.35 10.99 10.45 9.39 10.06

The users belonging to cluster 1 are the impatient ones: they
choose just a few positive and a few negative images and, al-
though they find their objective, they do it in the end or with
ups and downs (large average position). On the other hand, the
individuals in cluster 3 are the most patient: they find the target
with the minimum number of iterations and the best average
position; these users make a lot of positive selections and also
many negative selections. The individuals clustered in 2 mark
many images negatively but they only select a few positive im-
ages, their average position through the search is smaller than
the average position for cluster 1. The users classified as clus-
ter number 4 need more iterations to achieve their objective,
and although they make many positive selections they are not
very lucky in their choices. (Table 3).

In any case, we think that we have obtained quite good re-
sults considering that the average number of iterations in every
cluster is very reasonable.

4.4. Influence of the grouping of characteristics

A potentially important point is the influence on the results
of the way in which the components of the feature vector are
grouped in sub-models to be fitted by the regression algorithm
and it is reasonable to pose the question of what is better: few
sub-models with a relatively large number of characteristics
or more sub-models with a few components each. Apart from

Table 4
Number of iterations to recall an image depending on the size of the chosen
sub-models

Sub model size Image number Mean St. dev.

1 2 3 4 5 6 7

3 4 10 1 1 6 2 6 4.28 3.30
5 4 2 1 7 4 1 5 3.43 3.30
7 1 3 2 5 6 4 8 4.14 2.41

avoiding the mixing of features of different nature (color with
texture, in our case) there is no a clear answer. An experiment
has been done to en-light this issue by using groups of 3, 5
and 7 features to recall seven different images, being the other
parameters as in former experiment, and equal for the three
trials. Results in terms of number of trials to find the target can
be seen in Table 4.

The mean and standard deviation of the number of iterations
appears to be slightly smaller for models of five characteristics
than for the others, although given the sample size (7 images)
this cannot be considered significant. This experiment has sug-
gested us the convenience of choosing the five characteristics
model, taking into account essentially the balance between the
robustness of the model (in principle, bigger for larger groups)
and the minimum number of images a user is asked to select.

5. Conclusions and further work

The new requirements for a system able to retrieve images
from very large databases based only on their visual content
are motivating a lot of research on this topic. This paper ad-
dresses the problem by means of an algorithm based on logistic
regression.

Since the user looks for images which are similar to his/her
query, this defines a set whose indicator function, appropriately
transformed by the logit mapping, is the output of the model
to be fitted; its inputs are the low-level image features directly
extracted from the image. The main advantage of the method is
the facility of incorporating the user’s feedback. Its main draw-
back is the lack of sufficient information (too small a sample)
to fit the model, since the number of inputs (image features)
is usually high. This has been addressed by means of partial
models that get the output from each subset of the inputs whose
components are semantically related. The problem of combin-
ing the information from the different models, which is a data
fusion problem, is addressed by using an ordered weighted
averaging (OWA) operator.

An experiment of image retrieval from a large database (about
4700 images) has been designed and executed by 40 users
of different ages and backgrounds. Due to the difficulty of
evaluating subjective similarity in an objective way, the goal
of the experiment was to retrieve a requested image. Results
show that this could be done in an average of less than four
(3.79) cycles of selection/ordering/presentation, for which the
user selects an average of 3.5 positive and 5.7 negative samples
per cycle. We consider this to be a good preliminary result that
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shows the usefulness of the proposed algorithm. As a side result,
a cluster of the users based on their behavior when faced with
the system has been done. Results show four clear groups of
users, depending on their personal attitude (patient/impatient)
and on their ability to capture the visual resemblance between
images.

As a further project, we intend to extend the model to
ordinal data, allowing the user to qualify the degree of simi-
larity with several levels (probably, five) instead of just iden-
tifying the image as similar/dissimilar. This can be done with
standard statistical techniques for categorical data regression.
Also, the preprocessing of the inputs (low-level image features)
will be improved by using principal component or independent
component analysis, which will improve the robustness and
accuracy of the fitted models.
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Abstract: This paper presents a new algorithm for content based retrieval systems in large databases. The objective of
these systems is to find the images which are as similar as possible to a user query from those contained in the
global image database without using textual annotations attached to the images. The procedure proposed here
to address this problem is based on logistic regression model: the algorithm considers the probability of an
image to belong to the set of those desired by the user. In this work a relevance proabaility π(I) is a quantity
wich reflects the estimate of the relevance of the image I with respect to the user’s preferences. The problem of
the small sample size with respect to the number of features is solved by adjusting several partial linear models
and combining its relevance probabilitis by means of an ordered averaged weighted operator. Experimental
results are shown to evaluate the method on a large image database in term of the average number of iterations
needed to find a target image.

1 INTRODUCTION

The increasing amount of information available in to-
days world raises the need to retrieve relevant data
efficiently. Unlike text-based retrieval, where key
words are successfully used to index documents,
content-based image retrieval poses up-front the fun-
damental questions of how to extract useful image
features and how to use them for intuitive retrieval
(Smeulders et al., 2000). The main drawback of tex-
tual image retrieval systems, that is, the annotator de-
pendency, would be overcome in pure CBIR systems.

Image features are a key aspect of any CBIR sys-
tem. A general classification can be made: low level
features (color, texture and shape) and high level fea-
tures (usually obtained by combining low level fea-
tures in a reasonably predefined model). High level
features have a strong dependency on the application
domain, therefore they are not usually suitable for
general purpose systems. This is the reason why one
of the most important and developed research activi-
ties in this field has been the extraction of good low

level image descriptors. Obviously, there is an impor-
tant gap between these features and human perception
(a semantic gap). For this reason, different methods
(mostly iterative procedures) have been proposed to
deal with the semantic gap (Rui et al., 1998). In most
cases the idea underlying these methods is to integrate
the information provided by the user into the decision
process. This way, the user is in charge of guiding
the search by indicating his/her preferences, desires
and requirements to the system. The basic idea is
rather simple: the system displays a set of images
(resulting from a previous search); the user selects
the images that are relevant (desired images) and re-
jects those which are not (images to avoid) according
to his/her particular criterion; the system then learns
from these training examples to achieve an improved
performance in the next run. The process goes on it-
eratively until the user is satisfied. This kind of proce-
dures are called relevance feedback algorithms (Zhou
and Huang, 2003), (de Ves et al., 2006).

A query can be seen as an expression of an infor-
mation need to be satisfied. Any CBIR system aims
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at finding images relevant to a query and thus to the
information need expressed by the query. The rela-
tionship between any image in the database and a par-
ticular query can be expressed by a relevance value.
This relevance value relies on the user-perceived sat-
isfaction of his/her information need. The relevance
value can be interpreted as a mathematical probabil-
ity (a relevance probability). The notion of relevance
probability is not unique because different interpre-
tations have been given by different authors. In this
paper a relevance probability π(I) is a quantity which
reflects the estimation of the relevance of the image I
with respect to the user’s information needs. Initially,
every image in the database is equally likely, but as
more information on the user’s preferences becomes
available, the probability measure concentrates on a
subset of the database. The iterative relevance feed-
back scheme proposed in the present paper is based
on logistic regression analysis for ranking a set of im-
ages in decreasing order of their evaluated relevance
probabilities.

Logistic regression is based on the construction
of a linear model whose inputs, in our case, will be
the image characteristics extracted from a certain im-
age I and whose output is a function of the relevance
probability of the image in the query π(I). In logis-
tic regression analysis, one of the key features to be
established is the order of the model to be adjusted.
The order of the model must be in accordance with
the reasonable amount of feedback images requested
from the user. For example, it is not reasonable for
the user to select 40 images in each iteration; a feed-
back of 5/10 images would be acceptable. This re-
quirement leads us to group the image features into n
smaller subsets. The outcome of this strategy is that
n smaller regression models must be adjusted: each
sub-model will produce a different relevance proba-
bility πk(I) (k = 1 . . .n). We then face to the ques-
tion of how to combine the πk(I) in order to rank the
database according to the user’s preferences. OWA
(ordered weighted averaging) operators which were
introduced by Yager in 1988 (Yager, 1988) provides
a consistent and versatile way of aggregating multiple
inputs into one single output.

Section 2 explains the logistic regression approach
to the problem. Next, in section 3 the aggregation op-
erators used in our work are introduced. Section 4
describes the low level features extracted from the im-
ages and used to retrieve them. An crucial part of this
work, the proposed algorithm, is described in detail in
section 5. After that, in section 6 we present experi-
mental results which evaluate the performance of our
technique using real-world data. Finally, in section 7
we extract conclusions and point to further work.

2 LOGISTIC REGRESSION
MODEL

At each iteration, a sample is evaluated by the user
selecting two sets of images: the examples or posi-
tive images and the counter-examples or negative im-
ages. Let us consider the (random) variable Y giving
the user evaluation where Y = 1 means that the image
is positively evaluated and Y = 0 means a negative
evaluation.

Each image in the database has been previously
described by using low level features in such a way
that the j-th image has the k-dimensional feature vec-
tor x j associated. Our data will consist of (x j,y j),
with j = 1, . . . ,k where x j is the feature vector and y j
the user evaluation (1= positive and 0= negative). The
image feature vector x is known for any image and
we intend to predict the associated value of Y . The
natural framework for this problem is the generalized
linear model. In this paper, we have used a logistic
regression where P(Y = 1 | x) i.e. the probability that
Y = 1 (the user evaluates the image positively) given
the feature vector x, is related with the systematic part
of the model (a linear combination of the feature vec-
tor) by means of the logit function. Generalized lin-
ear models (GLMs) extend ordinary regression mod-
els to encompass non-normal response distributions
and modeling functions of the mean. Most statisti-
cal software has the facility to fit GLMs. Logistic
regression is the most important model for categor-
ical response data. Logistic regression models are
also called logit models. They have been successfully
used in many different areas including business appli-
cations and genetics. For a binary response variable
Y and p explanatory variables X1, . . . ,Xp, the model
for π(x) = P(Y = 1 | x) at values x = (x1, . . . ,xp) of
predictors is

logit[π(x)] = α+β1x1 + . . .+βpxp (1)

where logit[π(x)] = ln π(x)
1−π(x) . The model can also be

stated directly specifying π(x) as

π(x) =
exp(α+β1x1 + . . .+βpxp)

1+ exp(α+β1x1 + . . .+βpxp)
. (2)

The parameter βi refers to the effect of xi on the log
odds that Y = 1, controlling the other x j. The model
parameters are obtained by maximizing the likelihood
equations.

In the first steps of the procedure, we have a major
difficulty when having to adjust a global regression
model in which we take the whole set of variables into
account, because the number of images (the number
of positive plus negative images chosen by the user)
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is typically smaller than the number of characteris-
tics. In this case, the regression model adjusted has as
many parameters as the number of datum and many
relevant variables could be not considered. On the
other hand it is not realistic to ask the user to make a
great number of positive and negative selections from
the very beginning; therefore we think that the dif-
ficulty cannot be avoided in this way. In order to
solve this problem, our proposal is to adjust different
smaller regression models: each model considers only
a subset of variables consisting of semantically re-
lated characteristics of the image. Consequently, each
sub-model will associate a different relevance prob-
ability to a given image x, and we face the question
of how to combine them in order to rank the database
according to the user’s preferences. We can see this
question as an information fusion problem.

3 AGGREGATING THE
RELEVANCE PROBABILITIES

Let us denote as π1(x),π2(x), . . . ,πn(x) the different
relevance probabilities associated with a given image
x. Each one of them has been obtained separately
by using different regression models and we need
to associate a final probability π(x) by aggregating
the information provided by each π j(x), ( j = 1 . . .n).
Mathematical aggregation operators transform a fi-
nite number of inputs into a single output and play
an important role in image retrieval. In (Stejic et al.,
2005)the authors compare the effect of 67 operators
applied to the problem of computing the overall im-
age similarity, given a collection of individual fea-
ture similarities. Their results show how important
for retrieval performance the choice of the aggrega-
tion operator is. We have not used any of the 67
operators reviewed. Instead, we decided to use the
so-called ordered weighted averaged (OWA) opera-
tors (Yager, 1988) since then they have been success-
fully applied in different areas such as decision mak-
ing, expert systems, neural networks, fuzzy systems
and control, etc. An OWA operator of dimension n is
a mapping f : ℜn→ ℜ with an associated weighting
vector W = (w1, . . . ,wn) such that ∑

n
j=1 w j = 1 and

where f (a1, . . . ,an) =∑
n
j=1 w jb j where b j is the j-th

largest element of the collection of aggregated objects
a1, . . . ,an. The particular cases shown in table 1 can
better illustrate the idea underlying OWA operators.

Notice that no weight is associated with any par-
ticular input; instead, the relative magnitude of the in-
put decides which weight corresponds to each input.
In our application, the inputs are relevance probabil-
ities and this property is very interesting because we

Table 1: Illustrating examples of OWA aggregation values.

W f (a1, . . . ,an)
(1,0, . . . ,0) maxi ai
(0,0, . . . ,1) mini ai
( 1

n , 1
n , . . . , 1

n ) 1
n ∑

n
j=i ai.

do not know, a priori, which set of visual descriptors
will provide us with the best information.

As OWA operators are bounded by the max and
min operators, Yager introduced a measure called or-
ness to characterize the degree to which the aggrega-
tion is like an or (max) operation:

orness(W ) =
1

n−1

n

∑
i=1

(n− i)wi. (3)

This author also introduced the concept of disper-
sion or entropy associated with a weighting vector:

Disp(W ) =
n

∑
i=1

wi lnwi. (4)

Disp(W ) tries to reflect how much of the information
in the arguments is used during an aggregation based
on W .

Clearly, the vector of weights W can be pre-fixed,
but a number of approaches have also been sug-
gested for determining it according to different cri-
teria. One of the first methods developed was pro-
posed by O’Hagan (O’Hagan, 1988). It provides us
with the vector of weights for a given level of orness
(optimism) which maximizes their entropy:

W = argmax
n

∑
i=1

wi lnwi

subject to
{

α = 1
n−1 ∑

n
i=1(n− i)wi,

∑
n
i=1 wi = 1,wi ∈ [0,1].

This problem is not computationally easy to solve.
Fuller and Majlender (Fuller and Majlender, 2003)
have obtained the analytical expression of the maxi-
mum entropy weights.

Figure 1 shows the aggregation of weights for
n = 10 obtained with the above-mentioned method
for orness value α ∈ [0.3,0.7]. In this work, the ag-
gregation weights have been computed by using this
method.

4 VISUAL FEATURES

This section deals with the low level features the sys-
tem uses for predicting human judgment of image
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Figure 1: Aggregation weights obtained by means of Fuller
and Majlender method for (orness value) α = 0.3 (blue line)
and α = 0.7 (red line).

similarity. The relevance feedback methodology we
have developed is independent of any specific image
indexing and may be applied to any of them. Amongst
the used characteristics we can mention:

Color representation: the current version of the sys-
tem incorporates:
• A histogram of the HS (Hue, Saturation) values

of the image pixels: these values are obtained
after conversion to HSV color space and quan-
tization into (H×S) = (10×3) = 30 color bins.

Texture representation: the system currently works
with information about textures in the image:
• The granulometric cumulative distribution

function. A granulometry is defined from the
morphological opening of the texture using a
convex and compact subset containing the ori-
gin as structuring element. In our case we have
used a horizontal and a vertical segment as the
structuring elements.

5 THE ALGORITHM

So far we have made a detailed description of the
different theoretical components of our novel search
strategy. It is now time to explain how we combine
them into an efficient relevance feedback algorithm.

Let us assume a collection of images (the
database) where a set of image features has been com-
puted off-line for each image in the collection (see
section 4). Let us also assume that the images are
initially randomly ranked. Each iteration of the rele-
vance feedback algorithm changes the ranking of the
images according to a given set of data. By data we
mean a user selection of positive and negative relevant
images, and a set of aggregation weights.

An schematic description of the procedure is as
follows:

Initialization: Images are randomly ranked.

Input parameters: Positive and negative relevant
images are selected from among the whole collec-
tion. Let IP be the set of positive samples, and IN
the set of negative samples. Let W = (w1, . . . ,wn)
also be the set of aggregation weights, where n
is the number of relevance probabilities (outputs
of the different logistic regression models) to be
combined.

Logistic regression model: Using inputs selected in
the previous step, several logistic regression mod-
els are fitted. Such models are applied to each im-
age I j in the database, obtaining their respective
relevance probabilities, (π1(I j), . . . ,πn(I j)).

Aggregation and ranking: In order to obtain a
unique relevance value, the relevance probabili-
ties π1(I j) . . .πn(I j) should now be aggregated us-
ing the previously selected weights W (see section
3). Images are ranked according to the computed
relevance values.

When a user rejects an image by selecting it as
negative, we assume that the user’s wish for that
particular image will not change at any point in the
searching process. Therefore we have implemented a
memory algorithm for the selection of negative rel-
evant images. Negative selections are remembered
through all iterations. In iteration r, the set of negative
relevant images used as input for the logistic regres-
sion model, IN, is obtained as:

IN = Ir
N∪ Iprev

N , (5)

where Ir
N is the set of negative images selected by the

user in iteration r, and Iprev
N is a subset of randomly

selected images from user negative selections made
in iterations 1 to r− 1. The probability of a certain
image, Ii, belonging to Iprev

N is:

P(Ii) =
i

∑
r−1
q=1 qNq

, (6)

where Ii is each image selected as negative in itera-
tion i, Nq is the number of negative selected images in
iteration q, and r is the present iteration.

6 EXPERIMENTAL RESULTS

The main objective of our algorithm is to find an im-
age which is similar to what the user may have in
mind. Therefore, the first step in the design of the
experiments would be to define what is understood
by ”similar”. Unfortunately, this is not easy since it
depends on the user, and the goal of the algorithm
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is precisely to capture that notion of similarity that
each user has, which can also change between differ-
ent queries. Consequently, the valid criterion of sim-
ilarity appears to be the user’s opinion. This would
have introduced an external variable into the experi-
ment that would have masked the main goal: an ob-
jective evaluation of the system as such. That is why
we have chosen to use an approach in which a given
image has to be found. The search is considered suc-
cessful if the image is ranked within the first 16. This
number is arbitrary but we have checked that 16 im-
ages shown side by side is a reasonable number to
localize a particular one at a first sight.

Once the criterion for termination has been
adopted, the experiment will be designed by showing
several images to the user; a choice of 6 images (the
same for all users) was selected from a database of
about 4700. These images are classified as belonging
to different themes such as flowers, horses, paintings,
skies, textures, ceramic tiles, buildings, clouds, trees,
etc. even though the category is not used at all during
the search. The 6 target images are in our experience,
representative of different themes and levels of diffi-
culty. They are displayed in figure 2.

Figure 2: Target images used in experiments.

For each target image the search proceeds itera-
tively. In each iteration the user has to select some rel-
evant images (similar to the target according to his/her
judgment) and others significantly different from the
target. The number of images of each type is left to
the user, although two conditions must be fulfilled: at
least one relevant and one irrelevant images must be
selected and the total number of selections has to be
greater than 4. The algorithm proceeds as explained
in previous sections and the images are ranked. If the
target appears in the first 16, it is considered to have
been found; otherwise the user can move backwards
or forwards to see more images in rank order and a
new iteration of choosing/search/showing begins.

To ensure that the experiments are not biased, the
query tasks were performed by a group of 40 users
who had not been involved in the design and devel-
opment of the system and had no knowledge of the
content of the database or of the retrieval features and

Table 2: Average, maximun, minimun iteration number to
find a target image.

Image It. Av. max min
Car 5.17(2.95) 12 1

Flower 4.17 (3.20) 17 1
Butterfly 4.71 (3.70) 19 1
firework 2.14 (1.81) 9 1

Miro 3.67 (1.55) 8 2
Glass 3.42 (1.52) 6 1
All 3.88(1.07) 19 1

methods used (untrained users).
Table 2 shows the average and standard deviation

of the number of iterations needed to find images by
these untrained users. The last row shows the aver-
age for all images and users. The experiments exhibit
good performance in finding a target image (3.88 iter-
ations in average) in the used database.

7 CONCLUSION

This paper addresses the problem of image retrieval
by means of an algorithm based on logistic regression.
The main advantage of the method is the facility of
incorporating the feedback of the user. Its main draw-
back is the lack of sufficient information (too small
sample) to fit the model, since the number of inputs
(image features) is usually high. This has been ad-
dressed by means of partial models that get the output
from each subset of the inputs. The problem of com-
bining the information of the different models, which
is a data fusion problem, is solved by using an ordered
weighted averaging (OWA) operator.

Concerning the experimental results, the average
number of iterations shown in 2 exhibits good perfor-
mance of the procedure. Some further experimenta-
tion and results analysis is currently being carried out
by our research group, where users are grouped and
classified with regard to there interaction of the itera-
tive process of image selection.
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