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ABSTRACT 

In order to improve understanding of the primary atomization process 

for diesel-like sprays, a collaborative experimental and computational 

study was focused on the near-nozzle spray structure for the Engine 

Combustion Network Spray D single-hole injector. These results were 

presented at the 5th Workshop of the Engine Combustion Network in 

Detroit, Michigan. Application of x-ray diagnostics to the Spray D 

standard cold condition enabled quantification of distributions of mass, 

phase interfacial area, and droplet size in the near-nozzle region from 

0.1 to 14 mm from the nozzle exit. Using these data, several modeling 

frameworks, from Lagrangian-Eulerian to Eulerian-Eulerian and from 

Reynolds-Averaged Navier Stokes (RANS) to Direct Numerical 

Simulation (DNS), were assessed in their ability to capture and explain 

experimentally observed spray details. Due to its computational 

efficiency, the Lagrangian-Eulerian approach was able to provide 

spray predictions across a broad range of conditions. In general, this 

“engineering-level” simulation was able to reproduce the details of the 

droplet size distribution throughout the spray after calibration of the 

spray breakup model constants against the experimental data. 

Complementary to this approach, higher fidelity modeling techniques 

were able to provide detailed insight into the experimental trends. For 

example, interface-capturing multiphase simulations were able to 

capture the experimentally observed bi-modal behavior in the 

transverse interfacial area distributions in the near-nozzle region. 

Further analysis of the spray predictions suggests that peaks in the 

interfacial area distribution may coincide with regions of finely 

atomized droplets, whereas local minima may coincide with regions of 

continuous liquid structures. The results from this study highlight the 

potential of x-ray diagnostics to reveal salient details of the near-nozzle 

spray structure, and to guide improvements to existing primary 

atomization modeling approaches. 

INTRODUCTION 

Direct injection compression ignition (CI) engines have become the 

preferred architecture for advanced engine concepts due to their high 

thermal efficiency and power output [1]. However, CI engines are 

known to produce high levels of NOx and particulate matter. With 

increasingly stringent emissions standards, advanced combustion 

control strategies have been extensively researched as a way to reduce 

the in-cylinder emissions signature [2]. In particular, partially pre-

mixed combustion (PPC) strategies advance the timing of start of 

injection (SOI) with respect to top dead center (TDC) to control fuel-

air mixing and auto-ignition processes, and thereby pollutant 

formation [3]. However, this causes a more complex link between 

mixture formation and combustion. Therefore, the effectiveness of 

such strategies can rely profoundly on the initial spray development 

and droplet formation processes through their influence on 

vaporization and fuel-air mixing.  

 

If computational design tools are to be used to guide the use of direct 

injection strategies for cleaner and more fuel-efficient engines, 

accurate representation of the fuel spray within an engine simulation is 

essential. However, the spray formation process is challenging to 

model in the Reynolds and Weber number regimes relevant to fuel 

sprays [4], and for atomization processes driven not only by linear 

instabilities, but also by non-linear instabilities, as recently determined 

in [5,6]. In particular, the near-nozzle region is characterized by high 

mass loadings of the liquid phase and large momentum exchanges, 

therefore requiring specialized numerical techniques that are the 

subject of much ongoing research [7, 8]. To accurately represent the 

spray and subsequent droplet formation processes, care must be taken 

to model the evolution of the liquid-gas interface. Using an interface 

capturing approach, such as the advanced coupled level set and 

volume-of-fluid (CLSVOF) method [9], or a basic VOF method [10], 

the dynamics of the interface can be resolved directly. However, the 

extremely fine droplets generated by the spray due to the high Re and 

We numbers result in a tremendous burden on the direct simulation of 

this type of two-phase flow, where the complexity of the interfacial 

area rapidly necessitates very high grid densities. Alternatively, the 

interface dynamics can be described by assuming that the interface is 

diffuse, as is done in the Eulerian Σ-Y approach [11-13], which 

assumes the liquid and gas phases are locally mixed. Relative to the 

sharp-interface capturing approaches, these methods provide a more 

computationally efficient means to model the spray. However, 

although such high fidelity modeling approaches can offer insight into 

the details of the spray formation process, their computational expense 

currently prohibits their application to engine simulations, where the 

evolution of the spray must ultimately be coupled with evaporation, 

fuel-air mixing, and combustion chemistry. 

 

Due to the multi-phase, multi-physics, and multi-scale nature of the 

spray combustion process in direct injection engines, the most 

commonly employed spray modeling approach utilizes the 

Lagrangian-Eulerian framework [14, 15]. In this method, the gas phase 

is resolved on the Eulerian grid while the liquid phase is modeled by 

tracking discrete parcels and their evolution using a Lagrangian 

formulation. Because the liquid phase is not directly resolved on the 

grid, there is a need to employ sub-models to represent the unresolved 

physics, such as primary and secondary break up, coalescence, 

evaporation, etc.  
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However, the physical mechanisms governing atomization and spray 

formation and their characteristic length and time scales are still 

largely unknown due to the difficulty in directly observing these 

processes. Ideally, the spray breakup process would be quantified 

directly using imaging techniques. For high injection pressure sprays 

typical of CI engines, length and time scales characterizing the spray 

development are beyond the spatio-temporal resolution capabilities of 

current imaging systems [16-19]. Moreover, the proliferation of phase 

interfaces in such sprays makes them quite optically opaque, limiting 

the utility of many common optical diagnostics, especially in the spray 

formation region. Therefore, experimental approaches other than 

imaging are needed to study and characterize spray breakup for high 

injection pressure sprays under engine-relevant conditions.  

 

In order to quantify details of the spray in the near-nozzle region where 

primary droplets are formed, alternative diagnostics to conventional 

imaging and droplet sizing techniques must be employed. X-ray 

radiography is an absorption-based technique [20, 21], which can 

quantify the path-integrated liquid fuel mass distribution in a spray, 

commonly referred to as projected density. X-rays scatter quite weakly 

compared to visible light, and therefore can penetrate denser portions 

of the spray than what has been possible from conventional optical 

techniques. As a result, liquid mass distributions can be quantified 

throughout the spray, particularly in the near-nozzle region. Although 

x-ray radiography cannot directly quantify spray structure, as it is a 

joint function of droplet size and number density, it does provide 

unique and insightful information in regions of the spray where 

primary breakup is expected to occur. Recent developments in x-ray 

diagnostics for sprays have demonstrated the capability of ultra-small 

angle x-ray scattering (USAXS) techniques to make spatially-resolved, 

temporally-averaged interfacial surface area in high pressure diesel 

sprays [22]. These measurements can be combined with the x-ray 

radiography technique to quantify droplet size. The combination of 

these measurements affords a unique opportunity to use these newly 

quantified spray parameters, particularly in the near-nozzle region, to 

characterize the spray development process and assess existing spray 

modeling approaches of varying levels of fidelity and detail. 

 

The above discussion clearly highlights the fact that joint experimental 

and modeling efforts can help improve current understanding of spray 

processes and how to best represent them in the context of engine 

simulations. To address this need, the Engine Combustion Network 

(ECN) was formed to formalize collaborations among national 

laboratories, academia, and industry [23]. Using classes of injectors 

with a set of nominally identical geometries (e.g. “Spray A,” “Spray 

D,” etc.), experimental and computational efforts have resulted in 

improved understanding of diesel and gasoline spray combustion. At 

the 5th ECN workshop, a dedicated session on primary atomization 

studied the spray formed from the ECN Spray D injector in subcritical 

conditions. This paper reports the major findings from different 

research groups which contributed to the session with simulations and 

experiments. X-ray experiments were conducted by Argonne National 

Laboratory, while simulations were presented by Georgia Institute of 

Technology, the Polytechnic University of Valencia (CMT), the 

University of Perugia, and Sandia National Laboratories. Various 

types of calculations, with increasing fidelity, ranging from 

Lagrangian, to Eulerian -Y, VOF/LES and CLSVOF, are presented 

and compared against unique x-ray measurements of distributions of 

liquid mass, phase interfacial area, and average droplet size. This type 

of quantitative data for a high-speed, optically-dense spray, and the 

detailed interpretation allowed by the high-fidelity simulations, along 

with the discussion for pathways to improve engineering-level spray 

models, are believed to be novel contributions of this work toward the 

general understanding of diesel fuel spray atomization. 

 

The main objectives of this joint experimental and computational 

effort were to: (1) unravel the primary breakup characteristics in terms 

of 2D distributions of mass, interfacial area and drop size in the dense 

near-nozzle region of a diesel injector; (2) compare different 

simulation approaches against these spray data; (3) leverage high-

fidelity simulation results to explain and support the experimental 

findings.  

 

The paper is organized as follows. First, the x-ray based experimental 

measurement techniques are presented, followed by a brief 

presentation of each modeling approach. Novel aspects are discussed 

in detail, while aspects that have been already published are only 

referenced. Then, the results section presents comparisons of measured 

and predicted distributions of liquid fuel mass, interfacial area and 

droplet SMD, in the form of axial and radial profiles. The model 

predictions are used to interpret features in the experimentally 

observed spray structure, as well as to inform pathways to improve 

modeling approaches across the four methods presented in this work. 

The major conclusions and contributions of this work are then 

summarized in the final section. 

STANDARD COLD CONDITION FOR THE 

ECN SPRAY D INJECTOR 

The experimental and simulated condition selected to study the spray 

structure of non-vaporizing diesel sprays is detailed in Table 1. The 

ECN Spray D injector nozzle #209133 is utilized in this work, which 

features a single-orifice diesel injector with a nominal diameter of 

180 μm and geometric K-factor of 1.5, available to all participants of 

the ECN [23]. It should be noted that all experimental measurements 

were conducted during the steady portion of the spray event, when the 

injector needle is fully lifted and the injection velocity has reached a 

nominally constant value. Under these conditions, hydraulic 

characterization measurements [24, 25] indicate that the Spray D 

injector nozzle does not exhibit cavitation. 

Table 1. Reference injection and ambient condition measured and modeled 

using the Engine Combustion Network Spray D injector [23]. 

Fuel n-dodecane 

Orifice Diameter (nominal) 180 µm 

K-factor (nominal) 1.5 

Injection Pressure 150 MPa 

Fuel Temperature 298 K 

Ambient Temperature 298 K 

Ambient Density 22.8 kg/m3 

 

EXPERIMENTAL METHODS  
 

Details regarding the x-ray measurements performed on the Spray D 

injector at the Argonne Advanced Photon Source (APS) are provided 

in the following sections.  

For both x-ray radiography and ultra-small angle x-ray scattering 

(USAXS) measurements, the Spray D injector was horizontally 

mounted in a pressure chamber fitted with a pair of 12 × 30 mm x-ray 

transparent windows. The chamber was pressurized to the desired back 

pressure with N2, which was also used to maintain a continuous purge 

flow of approximately 1.5 – 4.0 standard L min-1 through the chamber 

to minimize droplet formation on the windows during data acquisition. 
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A diesel common-rail injection system was used to pressurize n-

dodecane fuel to the desired rail pressure. The injector was fired at 

3 Hz for a commanded injection duration of 2.0 ms. 

X-ray Radiography 

Detailed descriptions of the time-resolved radiography measurements 

may be found in previous work [26, 27]. In brief, a monochromatic 

beam at 8 keV energy passed through a set of curved mirrors, which 

focused the beam to a 5 µm × 6 µm point. The incoming beam 

intensity, I0, was measured using a diamond x-ray photodiode placed 

upstream of the pressure chamber. The transmitted beam intensity, I, 

downstream of the pressure chamber was measured with a PIN diode. 

As the x-ray beam passed through the fuel spray, photons were 

absorbed primarily through the process of photoelectric absorption, 

attenuating the beam by an amount related to the amount of fuel in the 

beam path. From the change in beam intensity, the pathlength, l, of fuel 

in the beam path can be determined with the Beer-Lambert law,  

𝑙 =
1

µρf
log [

𝐼0
𝐼
], (1) 

where f and µ are the density and attenuation coefficient of the fuel, 

respectively. Between 16 and 32 spray events were averaged at each 

measurement point, and the x-ray beam was raster scanned in both the 

axial and transverse coordinates to create an ensemble-averaged map 

of the line-of-sight pathlength of fuel. While radiography data were 

acquired with a time resolution of 3.68 µs after data processing, the 

data were averaged across the same time as the USAXS data 

acquisition for use in interpreting the USAXS data for droplet size. 

Ultra-Small Angle X-ray Scattering (USAXS) 

USAXS measurements were performed at the 9-ID beamline of the 

Advanced Photon Source (APS) at Argonne [28]. The x-ray beam was 

set to an energy of 21 keV and a spot size of 50 µm × 500 µm (V x H). 

The relative orientation of the beam with respect to the spray is 

illustrated in Figure 1. More information with respect to the USAXS 

technique may be found in previous literature [29-32], including its 

application to diesel fuel sprays [22]. Data acquisition was gated 

between 1.3 – 2.3 ms from the commanded start of injection; the gating 

ensured that the spray was in steady-state during measurements. A 

background signal was measured prior to each USAXS scan in order 

to eliminate the effect of residual spray droplets that settled within the 

measurement domain; in general, this background signal closely 

resembled a trace taken before any injection had taken place, 

indicating that few droplets were present in the chamber compared to 

those found in the spray during injection. The mean scattering intensity 

from the fuel droplets within the 50 µm × 500 µm beam footprint was 

recorded at multiple transverse locations across the spray at a fixed 

scattering vector of q = 3.0e-4 Å-1. This transverse scan was repeated 

for multiple axial locations downstream from the injector tip. Using 

the Irena data analysis package in Igor [30], the resulting scattering 

intensity was converted to a projected surface area measurement, 

which quantifies the total interfacial surface area per beam area. 

By combining the surface area measured with USAXS and the density 

measured with radiography, the Sauter mean diameter (SMD), or d32, 

of the droplet size distribution can be determined. The transverse 

profiles from the USAXS and radiography measurements were each 

centered about their full width at half maximum in order to index the 

profiles onto the same coordinate system. Because the transverse 

location of the USAXS measurement is known at each axial distance, 

the corresponding radiography data at that location may be found.  The 

USAXS measurement point is assumed to be in the center of the 50 µm 

× 500 µm window. All measured radiography points that fall within 

this window are averaged to arrive at one value of the pathlength, with 

interpolation and appropriate weighted averaging performed to 

accurately incorporate the edges of the window. The pathlength of fuel 

obtained from the radiography measurements provides the line-of-

sight integrated volume of droplets. The USAXS measurements 

provide the line-of-sight integrated interfacial area per beam area. 

Thus, the two measurements can be combined per Equation 2 to arrive 

at a line-of-sight integrated SMD value at each measured axial 

location, 

𝑑32 = 6
𝑉

𝐴
 , (2) 

where V and A are the total volume and surface area of the group of 

particles within the measurement volume, respectively. 

 

Figure 1. Schematic of the x-ray beam footprint for the USAXS measurement 

technique with respect to the orientation of the spray, where the distances along 

the axes are provided in terms of millimeters. 

NUMERICAL METHODS 

This section summarizes the four different numerical methods that are 

evaluated in this work to represent the fuel injection and spray 

formation processes. Sample visualizations of the predicted spray are 

shown in Figure 2 for the (a) Lagrangian-Eulerian, (b) Eulerian Σ-Y, 

(c) VOF-LES and (d) CLSVOF approaches. These snapshots highlight 

the level of detail that can be extracted with sufficient computational 

effort from each modeling approach. It should be noted that the spray 

visualizations from the four modeling approaches are not shown with 

the same scale. This section is organized in order of increasing 

modeling fidelity and computational effort, beginning with the 

Lagrangian-Eulerian approach and finishing with the CLSVOF 

method. Salient differences among the numerical frameworks, such as 

internal nozzle flow modeling, treatment of the liquid-gas interface, 

and turbulence modeling approaches, are also noted. 
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(a) 

 
 (b) 

 
(c) 

 
(d) 

 
Figure 2. Visualizations of the predicted spray from the (a) Lagrangian-

Eulerian, (b) Eulerian Σ-Y, (c) Volume of Fluid – Large Eddy Simulation 
(VOF-LES) and (d) Coupled Level Set – Volume of Fluid (CLSVOF) modeling 

approaches. The total CPU time is overlaid for each modeling approach to 

highlight the trade-off between predicted detail and computational effort. 

Georgia Institute of Technology, USA (Lagrangian) 

The Lagrangian-Eulerian model formulation employed to represent the 

injection of an n-dodecane spray into a constant volume chamber has 

been extensively assessed and validated by the authors from Georgia 

Institute of Technology against a range of spray measurements, such 

as liquid penetration, projected density, and USAXS-derived SMD 

distributions [33-34]. Details of the spray model set-up employed in 

CONVERGE have been discussed in previous publications, but the 

salient features pertinent to the spray atomization model are 

summarized here. Using the “blob” injection model [15], injection of 

1 million computational parcels was determined to be sufficient to 

statistically represent the dense spray [33]. Instead of modeling the 

internal nozzle flow development within the injector, the initial 

velocity of the injected parcels is defined at the nozzle exit boundary 

using the measured fuel mass flow rate and nozzle discharge 

coefficient [25]. Liquid mass is injected within a circle instead of at a 

point source to yield better mass distribution in the near-nozzle region 

[35], where the radius of the circle is equated with the nozzle radius, 

as measured by the detailed x-ray tomography scan of the Spray D 

#209133 injector [36]. Primary and secondary spray breakup were 

modeled with the KH-RT model [37], while the influence of droplet 

collisions and coalescence was neglected. Careful calibration of the 

model constants characterizing the spray breakup time and equilibrium 

droplet size against USAXS-derived SMD measurements for the ECN 

Spray A injector over a range of injection and ambient densities 

yielded good agreement between the measured and predicted 

centerline SMD profiles [34]. The same constants are employed for the 

Spray D injector modeled in this study. Other implemented sub-models 

include the Reynolds-Averaged Navier-Stokes (RANS) standard k-ε 

turbulence model [38] with a turbulent round-jet correction [39] to 

represent the flow in the gaseous ambient environment.  

 

The computational grid employed for the Lagrangian-Eulerian spray 

predictions is shown in Figure 3(a). To obtain sufficient grid resolution 

in the near-nozzle region while maintaining a reasonable total cell 

count, fixed embedding and adaptive mesh refinement were employed 

to yield a minimum grid resolution of 125 µm. The spray features of 

interest were extracted by mapping the Lagrangian parcel information 

to a post-processing grid with a spatial resolution of 100 µm. This 

information was then time-averaged during the steady portion of 

injection from 0.5-1.0 ms, with a sampling frequency of 0.05 ms. 

Universitat Politecnica de Valencia, Spain (Σ-Y) 

To perform the simulations, an Eulerian homogeneous unsteady multi-

phase model has been implemented in OpenFOAM Foam-extend 3.2, 

similar to the one developed by Vallet et al. [11]. The three main 

differences are: the pressure equation corrected by García-Oliver et al. 

[12] is used instead of the equation of state of Vallet et al.; the new 

model is compressible, so the energy equation is needed (in this case 

it is written in terms of static enthalpy) [13]; and liquid density and 

compressibility are computed through correlations to experimental 

data [13, 40]. 

 

Even though the model has been thoroughly described in the literature 

and previous publications [12, 13], a brief summary of the equations 

and sub-models is given. As previously mentioned, the liquid 

spreading into the ambient gas is modeled with a turbulent diffusion 

flux given by Fick’s law. A RANS 2-equation viscosity model is 

employed, namely the standard k-ε model, to estimate the turbulent 

viscosity μt and model the gas-phase flow field.  Once the liquid mass 

fraction is obtained, the density of the liquid-gas mixture, ρ, is 

calculated through: 

 

ρ =
1

𝑌
ρ𝑙

+
1 − 𝑌
ρ𝑔

 (3) 

 

where Y is the liquid mass fraction, ρl and ρg are the liquid and gas-

phase densities, respectively. In combination with the liquid dispersion 

transport equation, the small-scale atomization is modeled by solving 

another transport equation for the evolution of the density of interphase 

surface area, as originally proposed by Vallet et al. [11], and given by 

Equation (4).  

 

𝜕(ρΣ)

𝜕𝑡
+ 𝛻 · (ρ�⃗⃗� Σ) − 𝛻 · (𝐷Σ𝛻Σ) = (𝐴 + 𝑎)Σ − 𝑉𝑠Σ

2 
(4) 

 

Coefficients A and a account for interphase surface generation due to 

atomization, while coefficient Vs models the destruction of surface 

density mainly due to coalescence. Once again, the reader is referred 

to the literature [12] for a more detailed description of these 

coefficients. 

 

Since a RANS approach is used for the turbulence, and the Spray D 

geometry is almost axisymmetric, a 2D axisymmetric domain is 

selected in order to save computational time. The computational mesh 

is shown in Figure 3(b), and includes information for a portion of the 

injector, based on nominal geometry specifications [23], as well as the 

discharge chamber. For the discharge chamber, dimensions of 12 mm 

x 6 mm are selected to model a free fuel jet where wall effects are 

insignificant within the timescales of interest. After performing a grid 

96 core hours 

76.8k core hours 

188k core hours 

92 core hours 
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sensitivity analysis, the mesh cell count is 54423, with a minimum cell 

size of 1 μm located at the orifice outlet, and a maximum cell size of 

450 μm.  

 

Post-processing of the spray features of interest are detailed here. The 

predicted distributions of interfacial surface area are determined 

through instantaneous spatial distributions of Σ. SMD is directly 

computed, as described in the work of Vallet et al. [11]. For projected 

quantities, axisymmetry is assumed to reconstruct the full 3D 

distribution, and then line-of-sight integrations are conducted to 

determine the 2D distributions. 

  
(a) 

 
(b) 

 

 
(c) 

 

 

 

 

 
 

 

 
 

 

(d) 

Figure 3. Computational meshes employed for the (a) Lagrangian, (b) Eulerian 

Σ-Y, (c) VOF-LES and (d) CLSVOF modeling approaches. Information is also 

provided regarding the employed turbulence model and minimum cell size. 

Università degli Studi di Perugia, Italy (VOF-LES) 

An Eulerian method, which enforces and maintains a sharp interface 

between the two phases, is employed to model the fuel injection and 

spray evolution. With this approach, liquid and gas phases are regarded 

as immiscible. The formulation is based on the volume-of-fluid (VOF) 

methodology, well established in the literature [10]. The mathematical 

model is implemented in the commercial code CONVERGE, which is 

based on a convenient cut-cell Cartesian method for generating the grid 

at run time [41]. In addition to mass and momentum, the VOF solution 

method directly transports by convection the volume fraction of one of 

the two phases, without any diffusion or source term. This constraint 

allows the method to maintain sharp phase interfaces. In this work, the 

energy equation is not solved and only two incompressible fluids, fuel 

and air, are considered. The effect of surface tension is included in the 

momentum equation with the continuum surface force model [42]. The 

phase interface is reconstructed with a Piecewise-Linear Interface 

Calculation (PLIC) method. Specifically, the procedure goes through 

successive steps. First, the surface normal is estimated based on the 

gradient of the volume fraction. Second, a planar approximation is 

made locally in each computational cell and fitted to satisfy mass 

conservation. Third, the interface is advected, via a 3D split advection 

scheme [10, 43]. Fluid densities and viscosities are constant in the pure 

phases, while across the interface a linear average based on the local 

volume fraction is adopted. Surface tension is also assumed to be 

constant.  

 

Despite the fine spatial resolution of the employed computational 

mesh, sub-grid stresses in the momentum equation are not considered 

negligible. To account for non-resolved sub-grid-scale (sgs) 

fluctuations in the pure phases the Dynamic Structure LES turbulence 

model is included [44]. No attempts have been made though to include 

sgs effects on the phase interface, due to lack of established models. 

Along the same line of argument, wall functions are adopted, as the 

very high Reynolds number rules out any possibility of directly 

resolving the boundary layer on the orifice walls. This modeling 

approach will be referred to as VOF-LES, as also found in the literature 

[45]. The numerical solution of the conservation equations is based on 

the PISO algorithm for momentum-continuity coupling.  Second order 

central-differencing with flux-limiter is used for spatial discretization 

of each equation, with an Euler scheme for the time discretization. This 

numerical framework has been presented and validated in previous 

works [46-48].  

 

The three-dimensional computational domain is shown in Figure 3(c). 

The detailed internal nozzle boundary surface was obtained from x-ray 

tomography scans of the Spray D #209134 injector [49], which has a 

nominally identical geometry as the Spray D #209133 injector 

employed in the x-ray experiments. A minimum grid resolution of 

2.5 μm is obtained through the application of AMR based on volume 

3D RANS   
min. resolution 125 μm 

2D RANS  

min. resolution 1 μm  

 
LES 

min. resolution 2.5 μm 

DNS  
min. resolution 1.7 μm 

12 mm 

14.4 mm 

108 mm 

7 mm 
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fraction and velocity gradients, which extends far downstream. This 

approach allows the number of cells to be limited to 60 million, while 

capturing the phase interface with sufficient accuracy. In the current 

simulation, the time-step is below 10-9 s, controlled by a convective 

CFL of 0.2. Fluctuations of the resolved velocity field at the inlet 

boundary, located upstream of the needle, are neglected, considering 

that most of the turbulence is generated through the internal passages. 

Simulations are transient with fixed needle at high lift, and are run until 

main flow variables stabilize. 

 

Post-processing of the results obtained with the interface-capturing 

method deserves a brief discussion. The objective is the identification 

of each disconnected liquid structure and the calculation of its volume 

and surface area. Because the simulation adopts an AMR based mesh, 

the first step is the resampling of the region of interest with a uniform 

grid having the size of the smallest cells. This does not involve 

interpolation because the grid is perfectly Cartesian. Second, a 

binarization of the volume fraction field is performed, with a threshold 

of 0.5. Third, a connectivity algorithm looks for detached structures 

and returns the number of cells belonging to each structure, from which 

the volume is obtained. Connectivity is based on all 26 neighboring 

nodes. Lastly, an iso-surface is constructed based on this data, and the 

surface area of each isolated liquid blob is computed. The evaluation 

of an equivalent SMD is conducted on specific sub-regions of interest 

(boxes, rings, line-of-sight prisms, etc.) and the value is computed 

using Equation (2). 

Sandia National Laboratories, USA (CLSVOF) 

The rapidly evolving, topologically convoluted surface that separates 

the liquid fuel from the gas is resolved with a time-accurate front-

capturing technique. The numerical methodology employed in this 

work assumes that the liquid surface is always well defined and that it 

separates two immiscible fluids. The CLSVOF code is a multi-phase 

compressible solver for the Navier-Stokes equations, which are solved 

with the mass-, momentum-, and energy-conserving advection 

algorithm described by Jemison et al. [9]. Because no model is 

imposed to represent turbulence in the CLSVOF framework, fine grid 

resolution is employed to directly resolve the fluid motion, akin to 

DNS. The solution is advanced in time by a semi-implicit pressure 

update scheme that asymptotically preserves the standard 

incompressible pressure projection in the limit of infinite sound speed; 

see Kwatra et al. [50] for its original single-phase formulation. This 

hybrid approach makes interface capturing methods applicable to 

compressible flows (the user can actually choose which fluid behaves 

as compressible), while using time steps that can be larger compared 

to typical explicit methods.  

 

The computational setting follows the one adopted for a recent study 

of n-dodecane spray atomization [51], including the fitted equation of 

state for n-dodecane described therein. Equations are discretized on 

regular Cartesian computational cells. The level-set function is 

maintained at each time step as the signed distance to the reconstructed 

liquid-gas surface. The curvature of the liquid surface is evaluated 

from the level set function by using the method of heights [52].  

 

The computational mesh was constructed in a similar manner as the 

one employed in the VOF-LES approach, where the injector boundary 

surface was obtained from detailed x-ray tomography scans of the 

ECN Spray D #134 injector [49]. The computational domain shown in 

Figure 3(d) illustrates the edges of the first three levels of Cartesian 

blocks within the domain for the fuel nozzle and ambient environment. 

Since a Cartesian mesh cannot be body-fitted to complex boundary 

geometries, the injector’s walls are represented by the embedded 

boundary method described in Arienti and Sussman [53]. Dynamic 

adaptive mesh refinement (AMR) is used to concentrate the 

computational resources at interfaces, and relatively good scaling has 

been tested with up to 10,000 processes. The computational mesh is a 

box of length 1.44 cm in the axial direction and 0.36 x 0.36 cm in the 

transverse direction; on this base layer, additional levels of refinement 

are added following the Berger-Colella algorithm.  

 

In the post-processing stage, the zero iso-surface of the liquid-gas level 

set (the liquid surface) is transformed into a tessellation made of 

triangular or quadrilateral faces. Contrary to diffuse-interface methods, 

the surface is calculated unambiguously, as the sharp separation 

between the values zero and one of liquid volume fraction. A recursive 

procedure then separates from each other structures that do not have 

nodes in common, generating polyhedra that correspond each to a 

well-defined “blob” shape. The number of faces of each blob may vary 

from several thousands to a few tens. Choosing a sufficiently high cut-

off number, say 48 faces, ensures that under-resolved structures of the 

liquid surface are discarded. In this approach, the SMD can be 

calculated using Equation (2) for the detached drops or ligaments, 

without making assumptions about the shape of the liquid structures. 

The evaluation of the liquid surface density, indicated by the symbol 

Σ, is based on the same tessellation of the liquid surface. For simplicity, 

the tangential average is considered by taking an annular probe of 

volume Vq located at the distance rq from the axis. At any point of 

coordinates rq and xq, one can calculate Aq as the sum of the areas of 

the faces contained in the probe region. As a result, Σ can then be 

calculated using Equation (5): 

 

Σ =Aq /Vq 
(5) 

It is noted that, because of the short observation time in this 

computationally expensive simulation, a sufficiently large statistical 

sample is found by looking at all the ligaments and drops that fall in a 

relatively large spray region (of the order of ten orifice diameters). 

 

RESULTS AND DISCUSSION 

In order to evaluate the atomization processes and resultant spray 

structures predicted by the four different modeling approaches, 

measured and predicted spray quantities are compared. This section is 

organized by first evaluating spray parameters describing the liquid 

fuel mass distributions, namely the axial transverse integrated mass 

(TIM) and radial projected density profiles. Predicted and measured 

projected surface area distributions are then compared. The final 

section evaluates the details of the measured and predicted spray 

morphology through comparison of the SMD distributions throughout 

the spray.  

 

The experimentally measured and predicted TIM are compared in 

Figure 4. TIM quantifies the total amount of liquid-phase fuel mass 

present per unit length in the axial direction. Good agreement can be 

seen between the experimental measurements and model predictions. 

As shown previously by Kastengren and co-workers [54], using the 

continuity equation it can be shown that TIM is inversely proportional 

to the mass-weighted transverse-averaged axial velocity, thereby 

indicating that all models predict similar axial velocities of the liquid-

phase, particularly within the first 4 mm of the spray. 



Page 7 of 14 

01/30/2018 

 

Figure 4. Experimentally measured and predicted transverse integrated mass 

(TIM) under the standard cold condition for the ECN Spray D injector. 

Experimentally measured projected density profiles within the first 

4 mm from the nozzle exit are compared with model predictions, as 

shown in Figure 5 for axial positions of (a) 0.1 mm, (b) 2.0 mm, and 

(c) 4.0 mm. In general, the higher-fidelity modeling approaches (Σ-Y, 

VOF-LES, and CLSVOF) are able to capture both the peak projected 

density at the spray centerline, as well as width of the spray within the 

near-nozzle region. It is worth noting that the measured projected 

density profile at an axial position of 2.0 mm in Figure 5(b) is 

particularly asymmetric, and exhibits two peaks in the transverse 

distribution. The ability of the VOF-LES approach to replicate this 

feature in the projected density distribution may be attributed to the 

detailed nozzle geometry [49] that was employed to model the internal 

nozzle flow development within the injector. Although the CLSVOF 

approach also employed the same detailed x-ray scan in constructing 

the internal injector boundary surfaces, a relatively symmetric 

projected density distribution is predicted instead. The observed 

differences in the predicted profiles is likely due to the differences in 

the processing routines. For example, for the VOF-LES predictions, a 

single viewing angle was utilized when calculating the projected 

density distributions. In contrast, the projected density profiles from 

the CLSVOF simulations were processed by considering several 

viewing angles in order to achieve a sufficient number of samples. This 

processing routine would result in a relatively symmetric profile, 

similar to the predictions from the Lagrangian and two-dimensional 

Eulerian Σ-Y approaches. Future work should consider the influence 

of viewing angle on the ability to capture experimentally observed 

asymmetries in the projected density profiles, and explore the 

correlation of asymmetry in the x-ray radiography data with geometric 

features from the x-ray tomography scans. 

 

 

 
(a) 

 
(b) 

 
(c) 

Figure 5. Experimentally measured and predicted projected density 

distributions at distances of (a) 0.1 mm, (b) 2.0 mm, and (c) 4.0 mm from the 

injector nozzle exit. Standard deviation of the data is represented by the gray 

shaded region. 
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Although the Lagrangian-Eulerian approach is able to predict a similar 

TIM as the other modeling approaches, the peak values of the projected 

density profiles are underpredicted and the dispersion of the spray is 

overpredicted. The underlying sources for this discrepancy have been 

discussed at length in the literature [47, 55], and in general have been 

attributed to the challenges of sampling the Lagrangian computational 

parcels at a consistent spatial resolution as the experimental 

measurements, as well as to the treatment of the liquid-gas coupling in 

the modeling framework. Even with improved liquid-gas coupling 

methods and the use of fine spatial discretization in the near-nozzle 

region [35], the Lagrangian-Eulerian method overpredicts dispersion 

of the spray. Improvements to the turbulent-dispersion sub-model 

formulation, which represents the influence of gas-phase velocity 

fluctuations on the trajectory of Lagrangian computational parcels, 

could help improve predictions of the liquid mass distribution for the 

Lagrangian-Eulerian formulation. The range of modeling approaches, 

from engineering (Lagrangian) to scientific (CLSVOF) level 

calculation, applied at this well-characterized condition creates a 

unique opportunity to improve turbulent-dispersion sub-model 

formulations. Because all three higher fidelity approaches are able to 

capture the near-nozzle liquid mass distribution, the gas-phase velocity 

fluctuations and induced liquid-phase motion can be sampled to assess 

and improve turbulent-dispersion model formulation. Extension of this 

work to a range of injection and ambient conditions would create a 

pathway to improve existing turbulent-dispersion sub-models 

employed in engineering-level calculations. 

 

The experimentally measured projected surface area by the USAXS 

technique at a fixed scattering vector, q, is shown for three different 

axial positions in Figure 6(a). These data can be compared to a 

reference projected surface area for a cylinder with equal diameter as 

the Spray D #133 injector nozzle (186 µm), centered within the 

footprint of the USAXS beam (50 µm x 500 µm). This reference value 

of 2.03 mm2/mm2 quantifies the projected surface area for an 

undisturbed liquid column, and provides an estimate for the minimum 

projected surface area expected in the central region of the spray. 

Measured projected surface areas greater than this reference value 

along the spray centerline suggest that the probed measurement 

volume likely contains surface area information corresponding to 

detached liquid structures and droplets. At 2.0 mm from the nozzle 

exit, a local minimum in the projected surface area is observed at the 

spray centerline that is greater than this reference value. It is interesting 

to note that local minima in the transverse specific area profiles remain 

until axial distances greater than 6.0 mm from the injector nozzle exit. 

This pattern is distinct from the projected density distribution shown 

in Figure 5, where the peak in the mass distribution is consistently 

observed in the center of the spray. However, at further distances 

downstream of the nozzle, the characteristic shape of the projected 

surface area profile changes, as the peak surface area is observed to be 

co-located with the peak projected density at the spray centerline.  

 

 
(a) 

 
(b) 

 
(c) 

Figure 6. Transverse projected surface area profiles as (a) measured by the 

USAXS measurement technique at various axial distances, x, from the injector 

nozzle exit. Predicted projected surface area distributions are shown at axial 
distances of (b) 2.0 mm and (c) 4.0 mm from the injector nozzle exit. Standard 

deviation of the data is represented by the gray shaded region. 
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To evaluate the reason behind this experimentally observed trend in 

further detail, the structure of the spray as predicted by the different 

modeling approaches is examined. The predicted transverse projected 

surface area profiles at axial positions of 2.0 mm and 4.0 mm from the 

nozzle exit are shown in Figure 6(b) and (c), respectively. At both axial 

locations, all models predict less surface area than is suggested by the 

experimental data at the spray centerline. Along the spray periphery, 

the CLSVOF approach captures the experimentally observed projected 

surface area profile. The VOF-LES approach consistently predicts less 

total surface area in comparison to the CLSVOF predictions, which 

can be attributed to the relatively larger resolution employed in the 

simulation (2.5 µm vs 1.7 µm). However, the locations of the peaks in 

the projected surface area profiles are faithfully reproduced at both 

axial positions. The Lagrangian spray model predicts similar levels of 

projected surface area as the VOF-LES approach in the central regions 

of the spray, and similar projected surface area levels as the CLSVOF 

along the spray periphery. Although the modeling approaches predict 

different magnitudes for the projected surface area at an axial position 

of 2.0 mm from the nozzle exit, all models predict a local minimum in 

the projected surface area near the spray centerline. These results 

indicate that although different degrees of atomization are predicted, 

similar spray structures are suggested by the models. However, further 

downstream at an axial position of 4.0 mm, the Lagrangian spray 

model does not predict the bimodal projected area distribution 

observed in the experimental USAXS data and predicted by the other 

modeling approaches. Further calibration of the spray model constants 

to delay the spray breakup process would likely improve the predicted 

spray structure.  

 

To evaluate the physical meaning of the predicted surface area profiles, 

the liquid structures predicted by the CLSVOF approach are shown in 

Figure 7(a). From the visualization, it is clear that the injected column 

of fuel is largely intact within the first 1 mm section from the nozzle, 

as denoted in cyan in the visualization. Within 2 mm from the nozzle, 

as denoted in green, the periphery of the spray is broken up into 

ligaments and droplets. As highlighted in Figure 7(b), the central 

region of the spray is devoid of droplets and detached structures due to 

the presence of a liquid core. It can be seen in Figure 6(b) that this 

region coincides with the local minimum in projected surface area 

predicted by the CLSVOF model, whereas regions comprised of 

droplets along the periphery result in local peaks in the projected 

surface area. This interpretation of the measured projected surface area 

distribution from the USAXS technique is consistent among all of the 

model predictions.  

 

In short, the local minima near the spray centerline are due to the 

presence of larger liquid structures near the spray axis. When taking 

into account that the measured surface area data are a projection of the 

surface area distribution in the spray, the source of the bimodal pattern 

seen in the data can be easily understood, as schematically represented 

in Figure 7(d). In central regions of the spray, the projected surface 

area profile may be related to the degree of atomization of the liquid 

jet, where local minima may indicate regions of poorly atomized spray. 

This conclusion highlights the utility of the USAXS measurement to 

not only quantify information about the local surface area distribution 

throughout the spray, but also to qualitatively describe the structure of 

the spray.  

 

 
 

 

Figure 7. (a) Visualization of the CLSVOF spray prediction, and summary of 

droplet statistics within 1.0 mm wide bins. (b) At an axial position of 2.0 mm, 
the center of the jet is occupied by the liquid core, and no droplets can be 

observed. Further from the orifice, droplets begin to form near the jet center, as 

can be seen in (c) at an axial position of 3.0 mm from the nozzle exit. (d) A 
schematic representation of the predicted spray highlights the reason for the 

observed projected surface area transverse profile. 

As previously noted, the four different modeling approaches indicate 

different degrees of atomization within the first 2 mm from the injector 

nozzle exit. To further explore the differences in the resultant spray 

structure following atomization, the measured and predicted SMD 

profiles are compared. First, it is important to note that SMD 

information can only be extracted from the magnitude of the USAXS 

scattering signal when certain criteria are met, namely that droplets and 

other liquid structures are randomly oriented and that the scattering is 

axisymmetric [22]. Additionally, because the SMD distributions 

characterize the volume to surface area ratio across the width of the 

spray, it is possible that the SMD values average information from both 

well atomized and poorly atomized fuel, particularly in central regions 

of the spray near the injector nozzle exit. Because it is not possible to 

directly validate the occurrence of these conditions within the near-

nozzle region, the measured SMD values in the near-nozzle region are 

interpreted with these factors in mind. 

 

The measured transverse SMD distributions are shown in Figure 8(a) 

for axial positions of 2.0 – 14.0 mm from the injector nozzle exit. The 

peak SMD values in the center of the spray are used to define the axial 

SMD distribution along the spray centerline. For each transverse SMD 

distribution, a spatially-averaged SMD is also determined and 

compared with the centerline SMD, as shown in Figure 8(b). 

Comparison of the centerline and spatially-averaged SMD quantities 

allows for the spatial variation in SMD across the width of the spray to 

be evaluated. The USAXS measurements suggest a rapid decrease in 

the characteristic size of the spray within the first 2 mm from the nozzle 

exit, from a diameter of the injector nozzle (186 µm) to approximately 

15 µm. The SMD of the droplet size distribution continues to decrease 

in size until it reaches an approximately steady value of 2 µm at 

distances of 10 mm and greater from the injector nozzle exit. At these 

downstream locations the centerline SMD is seen to converge with the 

spatially-averaged SMD values, indicating minimal spatial variation in 

SMD across the width of the spray. This trend is confirmed in the 

transverse SMD distribution shown in Figure 8(a), where the SMD 

C B 

A 

D 
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distributions at axial positions of 10.0 mm and 14.0 mm are relatively 

constant across the width of the spray. The stable SMD value achieved 

in downstream portions of the spray are consistent with the SMD 

values reported along the periphery of the spray within the near-nozzle 

region (1.5 – 2.0 µm). These findings suggest that no matter where 

ligaments start forming and detaching from the core, the resultant 

droplets have an almost uniform value. 

 
(a) 

 
(b) 

Figure 8. The experimentally determined transverse SMD profiles shown in (a) 

are used to determine the centerline SMD and spatially averaged SMD, as 
shown in (b) using solid and dashed lines, respectively, and compared with 

model predictions.  

As shown in Figure 8(b), some differences are observed between the 

measured and predicted SMD profiles, particularly within the near-

nozzle region. The measured SMD from the USAXS techniques is 

determined from the joint x-ray radiography and scattering signal 

measurements, which quantify the total mass and surface area of all 

liquid structures within the respective measurement volumes. 

However, the post-processing routines for the different modeling 

approaches do not necessarily allow for as consistent of an evaluation 

of the spray as the experiments. For example, in the CLSVOF results, 

only detached droplets are considered in the calculation of SMD, 

therefore excluding the intact liquid core and attached ligaments from 

the calculation. As a result, within the first 3 mm of the near-nozzle 

region, the CLSVOF approach indicates much smaller SMD values 

than is indicated by the centerline SMD measurements. This may 

suggest that the SMD measurements in the near-nozzle region may 

contain information for both atomized droplets and the intact liquid 

core within the measurement volumes, which would serve to increase 

the indicated SMD. This interpretation is strengthened through 

separately analyzing the SMD of the detached droplets predicted by 

the VOF-LES simulation. In comparison to the centerline SMD, the 

predicted SMD of the detached droplets are indeed much smaller in the 

near-nozzle region, and are only marginally larger than the CLSVOF 

predictions. To enable an improved assessment of the resolved droplet 

sizes by the CLSVOF and VOF-LES approaches, the predicted SMD 

of the droplet size distribution are compared with the spatially-

averaged SMD derived from the measured transverse SMD profile. In 

the near-nozzle region, excellent agreement is obtained between the 

VOF results and the spatially-averaged SMD from the USAXS data. 

 

Even though the post-processing routines for the other modeling 

approaches consider contributions from both the intact core and 

formed droplets on the SMD calculation, differences are observed 

among the predicted SMD profiles. Although the Lagrangian and 

VOF-LES modeling approaches predict similar SMD at 2.0 mm along 

the spray centerline, the VOF-LES model predicts a much slower 

atomization process as indicated by the larger SMD values relative to 

the Lagrangian model predictions and the experimental data. This may 

be due in part to the current resolution capabilities for the VOF model, 

where the minimum resolvable droplet size is approximately 5-6 µm. 

Applying the VOF-LES approach with a finer grid resolution (less than 

2 µm) would help detect the formation of smaller droplets, and likely 

yield improved agreement with the measured SMD profile. 

Downstream of the near-nozzle region, both the Eulerian Σ-Y and 

Lagrangian modeling approaches match well the experimentally 

measured SMD and rate of droplet size decrease. In spite of the 

calibration that is required for both the Eulerian Σ-Y and Lagrangian 

modeling approaches to achieve good agreement with the experimental 

data, this comparison highlights the utility of detailed x-ray 

measurements and their ability to inform improvements to 

engineering-level models.  

 

In particular, the ability of a Lagrangian spray simulation to capture 

the experimentally measured centerline SMD distributions relies 

heavily on the employed spray breakup sub-model. In previous studies 

conducted by Magnotti and Genzale [34], careful calibration of the 

KH-RT spray model constants characterizing the breakup time and 

length scales was conducted through comparison of predicted SMD 

profiles against USAXS measurements. The optimal spray model 

constants resulted in good agreement across a range of injection 

pressures (50 – 150 MPa) and ambient densities (7.6 – 22.8 kg/m3) for 

the ECN Spray A injector, with a nozzle diameter of approximately 

90 µm and K-factor of 1.5. Application of these model constants for 

the Spray D simulation resulted in excellent agreement with the 

measured SMD profile along the spray centerline, as shown in Figure 

8(b). These results indicate that the response of the centerline SMD 

profile to changes in injection pressure, ambient density and injector 

nozzle diameter can be well captured by the KH-RT aerodynamic 

breakup spray model. Although this model is very simple in 

comparison to higher fidelity modeling approaches, x-ray data enabled 

the unique characterization and assessment of an efficient modeling 

approach to represent the salient features of the spray. This comparison 

among the models highlights the potential of not only assessing and 

validating engineering models against USAXS measurements, but also 

against higher fidelity modeling approaches to gain insight into the 

characteristic length and time scales characterizing unobservable spray 

processes influencing the overall spray structure. 

 

The final details of the predicted spray are assessed by comparing 

predicted and measured transverse SMD profiles, as shown in Figure 
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9 at axial positions of (a) 2.0 mm and (b) 10.0 mm. At an axial position 

of the 2.0 mm, the range of predicted SMD along the spray centerline 

is between 42-68 µm. In general, the Lagrangian and VOF-LES 

models, which consider the contribution of both the liquid core and 

detached droplets to the SMD, predict similar SMD profiles across the 

width of the spray. The SMD values along the periphery closely match 

those predicted by the CLSVOF model for detached droplets. The 

droplet sizes predicted by the VOF methods in the periphery of the 

transverse profiles compared to the measurements provides an 

indication of the resolution that is still needed by both models to 

achieve optimal agreement. Indeed, with a minimum grid resolution of 

2.5 µm, the VOF-LES approach overpredicts the measured SMD 

profile, while the CLSVOF approach with a minimum grid resolution 

of 1.7 µm more closely matches the peripheral SMD. The CLSVOF 

predictions highlight the contribution of detached droplets to the 

predicted SMD, and suggest that the size of formed droplets is 

relatively constant across the width of the spray.  

 

The Eulerian Σ-Y model is seen to predict a much more aggressive 

atomization process than is predicted by the other models, with 75% 

of the spray width comprised of SMD values less than 1 µm. For the 

Spray A injector, USAXS measurements of SMD indicated values 

generally greater than 1 µm [22]. With Spray D having a larger injector 

nozzle than Spray A, it is therefore less likely for sub-micron droplets 

to exist in the spray. Careful calibration of the Eulerian Σ-Y model 

would allow for improved prediction of droplets formed from the 

atomization process. Indeed, as noted by Pandal and co-workers [56], 

careful calibration of the constants characterizing the turbulent mixing 

time scale and equilibrium radius against the detailed USAXS 

projected surface area measurements can yield improved predictions 

for the evolution of the predicted surface area density. Because the 

Eulerian Σ-Y model predicted projected mass (and therefore projected 

volume) distributions that were in agreement with the experimental 

data as previously shown in Figure 5(b), improved predictions of the 

projected surface area in the near-nozzle region would likely yield 

improved predictions for the transverse SMD profile. 

 

At an axial position of 10.0 mm, the Lagrangian and Eulerian Σ-Y 

model predictions are compared with the SMD measurements. 

Although good agreement is seen among the model predictions and 

experimental data at the spray centerline, the models predict different 

profile shapes. While the experimental data suggests that a peak in the 

SMD distribution can be found at the spray centerline, local minima 

can be found at locations away from the spray centerline. While the 

Eulerian Σ-Y model predicts the correct shape, the droplet sizes are 

generally underpredicted and the spray width is overpredicted. 

Although the SMD profile predicted by the Lagrangian spray model 

indicates spatial fluctuations of approximately 1 µm, these fluctuations 

are likely due to the sampling on the computational parcels on a fine 

post-processing grid and should be reduced by increasing the sampling 

frequency of the data during the steady portion of injection. Even with 

this existing predicted profile, the Lagrangian model predicts a 

relatively constant droplet size distribution in the central region of the 

spray, with a slight increase along the spray periphery. The different 

shapes in the SMD profiles predicted by the Lagrangian and Eulerian 

Σ-Y models may be due to differences in droplet collision modeling. 

In the Lagrangian model, the influence of droplet collisions on the 

resultant spray structure is neglected, whereas the influence of droplet 

collisions is accounted for in the Eulerian model, as previously 

described in Equation (4). Future computational investigations can 

explore the influence of droplet collisions on the transverse SMD 

profiles in the Lagrangian modeling framework to ensure better 

representation of the spray structure. 

 

 
(a) 

 
(b) 

Figure 9. Comparison of measured and predicted transverse SMD distributions 

at axial distances of (a) 2.0 mm and (b) 10.0 mm from the nozzle exit. Solid and 
dashed lines are used to denote transverse and spatially-averaged SMD, 

respectively. 

SUMMARY/CONCLUSION 

This work has reviewed and compared experimental and simulated 

primary atomization data conducted for the Engine Combustion 

Network (ECN) Spray D injector, and presented at recently held 5th 

workshop of the ECN. Through physically consistent comparisons 

between the measured and predicted spray quantities, improved 

understanding of the spray structure in the near-nozzle region was 

achieved. The major findings from this joint experimental and 

modeling campaign are summarized below: 

 

1. Traditional Lagrangian approaches are not able to capture 

the mass distribution in dense regions of the spray. In spite 

of this deficiency, the Lagrangian model is able to reproduce 

many of the features of the spray, particularly the centerline 

SMD distribution. This is only possible through careful 

calibration of the KH-RT spray breakup model constants 

against the x-ray data. Previous studies revealed the ability 

of the aerodynamic-induced breakup model to capture the 

experimentally observed sensitivities of the centerline SMD 

distribution to changes in injection pressure and ambient 
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density. The comparison presented in this paper now 

validates the ability of the KH-RT model to capture the 

sensitivity of the centerline SMD to changes in nozzle 

diameter.  

2. The Eulerian Σ-Y approach works quite well in predicting 

the dense spray mass distribution features in the near-nozzle 

region. However, this approach still relies on model tuning 

over a range of conditions for droplet diameter and surface 

area density predictions. Therefore, surface area models, 

which rely on mass distribution could yield misleading 

results if mass distribution in dilute regions of the spray 

cannot be adequately captured. Because these shortcomings 

of the models are typically compensated through model 

tuning, the Ultra Small Angle X-ray Scattering (USAXS) 

measurements offer a unique opportunity for direct 

comparison with predicted surface area density evolution to 

allow for informed calibration studies.  

3. A model-free approach to resolving the spray structure based 

on interface capturing, as utilized in the LES-VOF and 

CLSVOF methods, offers an opportunity to explore the 

details of the predicted spray in the near-nozzle region. 

Simulation results revealed that formation of droplets from 

the primary atomization process is delayed until distances 

beyond 1 mm from the injector nozzle exit. Droplet sizes 

formed from the primary atomization process are predicted 

to be relatively constant across the width of the spray in the 

near-nozzle region.  

4. Some of the differences between the LES-VOF and 

CLSVOF results can be directly attributed to the different 

grid densities afforded in the two simulations, particularly in 

the capability of resolving surface corrugation, ligament 

necking and break-up. More subtle differences might be due 

to the adoption of the LES framework in VOF-LES with 

respect to the no-model approach adopted for turbulence in 

CLSVOF. Future work might be able to elucidate the 

advantage brought by LES in this application domain. 

5. Comparison between experimentally measured and 

predicted interfacial area profiles reveals the potential of the 

USAXS measurement to distinguish regions of continuous 

liquid structures and finely atomized droplets. In central 

regions of the spray, the projected surface area profile may 

be related to the degree of atomization of the liquid jet; local 

minima may indicate regions of poorly atomized spray 

comprised of larger liquid structures and detached droplets, 

whereas local maxima may indicate regions of completely 

atomized spray. 

 

Overall the x-ray radiography and USAXS data provide a unique new 

dataset for understanding characteristics of the spray, particularly in 

the dense near-nozzle region. Future investigations should evaluate 

how the highly resolved scientific spray modeling results, such as 

those produced by the VOF-LES and CLSVOF results can be used to 

improve spray sub-models for engineering-level spray simulations, 

such as turbulent-dispersion and droplet-droplet collisions. 
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