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1. Data

This data set is formed by metadata of the accepted papers in the “International Conference on
Machine Learning and Applications — ICMLA” in the years 2014, 2015, 2016 and 2017. The dataset is in
CSV format where each row is a paper (instance) and each column represents an attribute of that paper.
The multivariate dataset contains 448 instances and 6 attributes. The dataset is part of the Mendeley
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Specifications table

Subject area Computer Science
More specific subject area Artificial Intelligence, Machine Learning, Text Mining, Natural Language Processing, Clustering
Analysis, Classification Analysis

Type of data Table in CSV format

How data was acquired =~ Web Scrapping from different sources

Data format Raw, analyzed

Experimental factors The articles were classified according to the thematic sessions articulated by the organizers of
the conference

Experimental features The dataset contains information about the accepted papers of the International Conference on

Machine Learning Applications (ICMLA), editions 2014, 2015, 2016 and 2017, extracted with
web scrapping techniques from the IEEE Xplore Digital Library.

Data source location United States

Data accessibility Vallejo-Huanga, Diego; Morillo, Paulina; Ferri, César (2018), “ICMLA 2014/2015/2016/2017
Accepted Papers Data Set”, Mendeley Data, v2 https://doi.org/10.17632/wj5vb6h9jy.2 Usage
rights: Creative Commons Attribution 4.0 International license (CC BY 4.0)

Related research article D. Vallejo-Huanga, P. Morillo, C. Ferri, Semi-Supervised Clustering Algorithms for Grouping
Scientific Articles, Procedia Computer Science 108, pp. 325—334, (2017). https://doi.org/10.
1016/j.procs.2017.05.206 [2].

Value of the data

e The information of the dataset could be used for different applications such as building prototype systems for different
tasks in the domain of Machine Learning or Information Retrieval such as: clustering analysis [2], multivariate querying,
density estimation, testing and matching with similar datasets, categorization of papers using the topics of thematic
sessions in which the papers were distributed and for other related tasks.

Another possible value of data could be to analyze the most popular topics in the field of Machine Learning.

Dataset Repository [1]. The attributes are: paper ID, title, keywords, abstract, session and year. The
attribute format, description and size of each component of the dataset are summarized in Table 1.

2. Experimental design, materials and methods

In the context of information retrieval [3], this dataset can be considered as a data collection of
documents, where each instance is a document (scientific article) and attributes represent metadata.

A scientific article is usually composed of several sections that are distributed according to the type
of journal or conference, author's style, thematic addressed, etc. Most scientific papers in machine
learning area are prepared according to a format called IMRaD (Introduction, Materials and Methods,
Results and Discussion). This format recommends a pattern or format rather than a complete list of
headings or components of research papers. Other parts of a paper are: Title, Authors, Keywords,
Abstract, Conclusions, and References. Additionally, some papers include Acknowledgments and
Appendices [4].

The first attribute of the dataset is the identifier number of the paper, employed to distinguish the
448 scientific articles of the conference. Next, three attributes (title, keywords and abstract) were
extracted by web scrapping from the IEEE Xplore Digital Library [ 5], through the Python Beautiful Soup
library, and consolidated in a CSV file.

Beautiful Soup is a Python package for pulling data out of HTML and XML files. It works with
multiple parsers to provide idiomatic ways of navigating, searching, and modifying the parse tree of the
HTML/XML documents. We employed version 4.6.0 of Beautiful Soup, available for Python 2.6 + and
Python 3+ [6].

PDFMiner is a Python-based solution to extract the text from a PDF. The tool is focused entirely on
getting and analyzing text data and allows to obtain the exact location of given texts in a page, as well
as other information such as fonts or lines. The solution also includes a PDF converter that can
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Table 1
Description of dataset attributes.
Format Description Minimum number Maximum number
of tokens of tokens
Paper_Id Numeric Identifier of the paper 1 1
Title Free Text Title of the paper 3 22
Keywords Free Text Author-generated keywords 1 11
Abstract Free Text Paper abstracts 54 315
Session  Categorical Conference session in which the paper was exposed. 1 11
Conference organizer's-selected.

Year Numeric  Year of the conference 1 1

transform PDF files into other text formats (such as HTML). It has an extensible PDF parser that can be
used for other purposes instead of text analysis [7].

The fifth attribute of this dataset has information about the organization of the thematic sessions of
the conference in which the scientific articles were presented. The sessions were obtained by pdf
scraping directly from the official page of the conference [8], through the Python PDFMiner library. The
final distribution of the sessions includes the papers of the main conference, workshops and special
sessions. This information was extracted in a new separated CSV file.

To illustrate distribution of sessions with respect to the papers presented, a graph of the configu-
ration of the sessions versus the number of instances in the ICMLA 2014 conference is shown in Fig. 1.

Finally, the last attribute of the dataset indicates the year of the conference. This attribute was
placed manually in the dataset. Table 2 summarizes the amount of documents and sessions in the four
editions of the conference compiled by this dataset.

In this way, we obtained two CSV files: the first one with information about each paper, and the
second one with the distribution of papers into sessions. The two CSV files were unified and ho-
mogenized for obtaining a single and final CSV file with the assembled dataset. Fig. 2 shows the data
extraction scheme used for the construction of the dataset.

Natural Language Processing (NLP), can be defined as the study of mathematical and computational
modeling of language [9], where the basic units, are the words [10]. Given the intrinsic complexity
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Fig. 1. Configuration of thematic session's vs. number of instances in ICMLA 2014.
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Table 2
Distribution of documents and sessions in each year of the conference.
Year Number of documents Number of sessions
2014 105 24
2015 131 26
2016 108 24
2017 104 22

generated by any NLP process, many of the tasks are interdisciplinary related to other areas such as
artificial intelligence, computer science, linguistics, etc. In NLP, a corpus is a collection of pieces of
language text in electronic form, selected to represent a language or language variety [11].

Given a character sequence and a defined document unit, in NLP, tokenization is the task of
chopping it up into pieces, called tokens, throwing away at the same time certain characters, such as
punctuation [3], i.e., a token can be defined as a whitespace-separated unit of text and a document is an
ordered collection of tokens [12]. In English, it is relatively easy to recognize the tokens since their
delimiters are represented by space marks [10].

Then, in this dataset each attribute of each instance is a text corpus in English language with a
certain number of tokens, except the identifier number of the paper and the year of the conference. The
session attribute can be considered as the class of the instance, if we want to consider the problem of
clustering papers into thematic sessions. Some characteristics of the distribution of the tokens are
shown in Fig. 3.

The top left of Fig. 3(A) shows the boxplot of the number of tokens of each paper with respect to the
attributes: titles and keywords. The interquartile range (IQR) value for the title attribute and the
keyword attribute is respectively 4 and 2. The graph at the top right Fig. 3(B) shows the density dis-
tribution of the number of tokens in the title attribute and in the keywords attribute. The bottom of
Fig. 3 shows the boxplot (C) and the density distribution diagram (D) of the number of tokens of the
abstract attribute. In this case, the IQR value is equal to 66.
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Fig. 2. Data extraction scheme.
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Fig. 3. Distribution of the number of tokens.
Acknowledgements

This work was partially supported by IDEIAGEOCA Research Group of the Universidad Politécnica
Salesiana. This work also has been supported by the EU (FEDER) and the Spanish MINECO under grant
TIN2015-69175-C4-1-R, and by Generalitat Valenciana PROMETEOQII2019/018.

Transparency document

Transparency document associated with this article can be found in the online version at https://
doi.org/10.1016/j.dib.2019.103836.

Appendix A. Supplementary data
Supplementary data to this article can be found online at https://doi.org/10.1016/j.dib.2019.103836.

References

[1] D. Vallejo-Huanga, P. Morillo, C. Ferri, ICMLA 2014/2015/2016/2017 Accepted Papers Data Set, 2019, https://doi.org/10.
17632/wj5vb6h9jy.2.

D. Vallejo-Huanga, P. Morillo, C. Ferri, Semi-supervised clustering algorithms for grouping scientific articles, in: Procedia
Comput. Sci., 2017, https:[/doi.org/10.1016/j.procs.2017.05.206.

[3] C.D. Manning, P. Ragahvan, H. Schutze, An Introduction to Information Retrieval, 2009, https://doi.org/10.1109/LPT.2009.
2020494.

P.K.R. Nair, V.D. Nair, Organization of a research paper: the IMRAD format, in: Sci. Writ. Commun. Agric. Nat. Resour., 2014,
p. 150, https://doi.org/10.1007/978-3-319-03101-9.

[5] IEEE, IEEE Xplore Digital Library. http://ieeexplore.ieee.org/Xplore/home. jsp, 2014. (Accessed 20 February 2018).

[6] L. Richardson, Beautiful Soup Documentation 4.0.0, 2016. https://media.readthedocs.org/pdf/beautifulsoup-korean/latest/
beautifulsoup-korean.pdf.

Levia3, PDFMiner Release 0.0.1, https://media.readthedocs.org/pdf/pdfminer-docs/latest/pdfminer-docs.pdf, 2017.
(Accessed 29 March 2018).

ICMLA, International, Conference on Machine Learning and Aplications, 2014. http://www.icmla-conference.org/icmlal4/.
(Accessed 20 February 2018).

A.K. Joshi, Natural language processing, Science 253 (80) (1991) 1242—1249, 253/5025/1242 [pii];10.1126/science.253.
5025.1242 [doi].

[2

(4

[7

8

(9



6 D. Vallejo-Huanga et al. / Data in brief 24 (2019) 103836

[10] ]J. Webster, C. Kit, Tokenization as the initial phase in NLP, in: Proc. 14th Conf. Comput., Linguist, 1992, p. 1106, https://doi.
0rg/10.3115/992424.992434,

[11] ]. Sinclair, Corpus and text — basic principles, in: Dev. Linguist. Corpora a Guid. To Good Pract., 2004, pp. 5-24.

[12] B. Medlock, An introduction to NLP-based textual anonymisation, in: Proc. 5th Interanational Conf. Lang. Resour. Eval.,
LREC 2006, 2006, pp. 1051-1056. http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.66.8116. (Accessed 29 March
2018).






