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Computational design and designability of gene
regulatory networks

Guillermo Rodrigo Tárrega

Abstract

Our understanding of molecular interactions has now conducted to
an engineering perspective, where designs and implementations of
artificial regulatory systems are attempted to provide instrumental
insights for cell reprogramming. We here addressed the design of
regulatory networks as a way to further understand the natural
regulations. We also tackled the designability problem provided a
library of interoperable elements. For that, we applied heuristic
optimization methods that implement routines to solve inverse
problems and mathematical analysis tools to quantitatively study the
dynamics of gene expression. Because the engineering of transcription
networks has mostly relied on the assembly of few characterized
regulatory elements using rational design principles, we developed a
computational framework to exploit such a design approach. Libraries
of models of regulatory elements were examined to screen the genotypic
space associated to a given phenotypic behavior. Additionally, we
developed a fully automated procedure to design small non-coding
RNAs with regulatory ability, based on a physicochemical model
and exploiting allosteric regulation. The resulting RNA devices
implemented a mechanism of post-transcriptional control of protein
expression that could be combined with transcription regulation.
We also applied heuristic techniques to study the designability of
metabolic pathways. Certainly, computational design methods can
also learn from natural mechanisms to exploit their underlying
principles. In that way, such studies would allow us to go deeper in our
ability of engineering artificial systems. Of relevance, integral control
and incoherent regulations are ubiquitous strategies that organisms
employ and we here analyzed. Moreover, genomic techniques allow
us to study the multiple and complex interactions of the global
network of the cell. In particular, we studied the transcription
reprogramming upon viral infection. In sum, our results demonstrate
that computational methods can be applied to de novo design genetic
networks and characterize the designability of desired functions,
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noting that a quantitative optimization algorithm has resulted useful
in diverse regulatory frameworks. The mathematical study of
natural systems has also served to reveal instrumental mechanisms
to manage biological functions. All together, this thesis provides
further quantitative insights about the natural control mechanisms
implemented by gene regulatory networks.
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Diseño computacional y diseñabilidad de redes
de regulación genética

Guillermo Rodrigo Tárrega

Resumen

Nuestro conocimiento de las interacciones moleculares nos ha
conducido hoy hacia una perspectiva ingenieril, donde diseños e
implementaciones de sistemas artificiales de regulación intentan
proporcionar instrucciones fundamentales para la reprogramación
celular. Nosotros aquí abordamos el diseño de redes de genes como
una forma de profundizar en la comprensión de las regulaciones
naturales. También abordamos el problema de la diseñabilidad
dada una genoteca de elementos compatibles. Con este fin,
aplicamos métodos heurísticos de optimización que implementan
rutinas para resolver problemas inversos, así como herramientas
de análisis matemático para estudiar la dinámica de la expresión
genética. Debido a que la ingeniería de redes de transcripción se
ha basado principalmente en el ensamblaje de unos pocos elementos
regulatorios usando principios de diseño racional, desarrollamos un
marco de diseño computacional para explotar este enfoque. Modelos
asociados a genotecas fueron examinados para descubrir el espacio
genotípico asociado a un cierto fenotipo. Además, desarrollamos un
procedimiento completamente automatizado para diseñar moleculas
de ARN no codificante con capacidad regulatoria, basándonos en
un modelo fisicoquímico y aprovechando la regulación alostérica.
Los circuitos de ARN resultantes implementaban un mecanismo
de control post-transcripcional para la expresión de proteínas que
podía ser combinado con elementos transcripcionales. También
aplicamos los métodos heurísticos para analizar la diseñabilidad de
rutas metabólicas. Ciertamente, los métodos de diseño computacional
pueden al mismo tiempo aprender de los mecanismos naturales con
el fin de explotar sus principios fundamentales. Así, los estudios de
estos sistemas nos permiten profundizar en la ingeniería genética.
De relevancia, el control integral y las regulaciones incoherentes
son estrategias generales que los organismos emplean y que aquí
analizamos. Además, las técnicas genómicas nos permiten el estudio
de las múltiples y complejas interacciones de la red global de la
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célula. En particular, estudiamos la reprogramación trancripcional
bajo una infección viral. En suma, nuestros resultados demuestran
que los métodos computacionales pueden ser aplicados para el
diseño y la caracterización de redes de genes, resaltando que los
algoritmos de optimización han resultado muy útiles en diferentes
contextos de regulación. El estudio matemático de los sistemas
naturales también ha servido para revelar mecanismos instrumentales
de gestión de funciones biológicas. Con todo, esta tesis proporciona
conclusiones cuantitativas sobre los mecanismos de control naturales
implementados por redes de regulación genética.
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Diseny computacional i disenyabilitat de xarxes
de regulació gènica

Guillermo Rodrigo Tárrega

Resum

La nostra comprensió de les interaccions moleculars ens ha conduït
hui a un punt de vista d’enginyeria, on dissenys i implementacions de
sistemes artificials de regulació tracten de proporcionar instruccions
fonamentals per a la reprogramació cel·lular. Nosaltres ací abordem
el disseny de xarxes de gens com una forma d’entendre millor les
regulacions naturals. També abordem el problema de la disenyabilitat
donada una genoteca d’elements compatibles. Amb aquest objectiu,
apliquem mètodes d’optimització heurística que implementen rutines
per resoldre problemes inversos i eines d’anàlisi matemàtic per
estudiar la dinàmica de l’expressió gènica. Com que l’enginyeria
de xarxes de transcripció s’ha basat principalment en l’acoblament
de pocs elements de regulació utilitzant els principis de disseny
racional, vam desenvolupar un marc computacional per explotar
aquest enfocament. Models associats a genoteques van ser examinats
per detectar l’espai genotípic associat a un cert fenotip. A més, vam
desenvolupar un procediment totalment automatitzat per dissenyar
molecules d’ARN no codificants amb capacitat de regulació, basat
en un model fisicoquímic i aprofitant la regulació al·lostèrica. Els
circuits d’ARN que van resultar implementaven un mecanisme de
control post-transcripcional de l’expressió de proteïnes que podia
combinar-se amb elements de transcripció. També vam aplicar les
tècniques heurístiques per a l’estudi de la disenyabilitat de vies
metabòliques. Certament, els mètodes computacionals de disseny
també poden al mateix temps aprendre dels mecanismes naturals per
explotar els seus principis fonamentals. D’aquesta manera, els estudis
de sistemes naturals ens permeten aprofondir en l’enginyeria genètica.
De rellevància, el control integral i les regulacions incoherents són
estratègies generals que els organismes utilitzen i que hem analitzat.
D’altra banda, les tècniques genòmiques ens permeten estudiar les
interaccions múltiples i complexes de la xarxa global de la cèl·lula.
En particular, vam estudiar la reprogramació transcripcional deguda
a una infecció viral. En resum, els nostres resultats demostren que els
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mètodes computacionals es poden aplicar al disseny i caracterització
de xarxes de gens, tenint en compte que els algorismes d’optimització
han sigut útils en diversos marcs de regulació. L’estudi matemàtic
dels sistemes naturals també ha servit per revelar els mecanismes
instrumentals de gestió de funcions biològiques. En conjunt, aquesta
tesi proporciona una visió més quantitativa sobre els mecanismes de
control naturals implementats per xarxes de regulació gènica.
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Objectives

The objectives of this thesis are

• Understanding and characterization of the designability of
regulatory networks from a library of models of genetic
elements. Application of optimization methods to explore the
combinatorial space.

• Understanding ubiquitous mechanisms found in natural gene
regulatory networks. Application of optimization methods
to unravel design principles. Associative analysis of network
architecture, function and robustness. Application of
mathematical analysis techniques to disentangle the role of a
given regulation. Comparative analysis of different regulatory
modes. Application of control theory perspectives.

• Understanding by a design approach the mechanisms of
riboregulation. Application of optimization methods to evolve
sequences of nucleic acids. Development of a statistical
mechanics model.

• Understanding and characterization of the designability of
metabolic pathways. Application of heuristic methods.

• Understanding the cellular organization of gene regulations
and how this global network serves to respond to external
perturbations. Application to the case of plant viruses.
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Chapter 1

Introduction

...they succeed in adapting themselves
best to their environment.

– Charles Darwin

About one century and a half ago, Darwin stated that the ability
of organisms to adapt ultimately results in their ability to survive to
environmental changes [1]. In a fluctuating environment, it would not
be the strongest that would survive but the most adaptable to change.
These fluctuations would affect the available resources that organisms
would use for growth, development, survival and reproduction; in
addition to impose new conditions for what they would not be used
to. Currently we know, with the advances in Molecular Biology,
that gene regulations are instrumental to process external signals and
trigger the expression of several genes accordingly [2]. This complex
sensor-actuator machinery, even in the simplest organisms, is the
result of millions of years of evolution subjected to environmental
fluctuations. Not surprisingly therefore, organisms present certain
degree of tolerance to perturbations in their natural niche. The study
of the gene regulatory networks of the cell is hence promising to provide
fundamental insights about the life-driving principles.

As our understanding of molecular interactions increases [3], we
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start to develop an engineering perspective, where designs of artificial
regulatory systems are aimed. At the same time, this perspective,
from the observation of the engineered systems, does not only assess
the accumulated knowledge but provides further comprehension, and
eventually new issues, of the molecular interactions. Whether we
can construct mathematical models of molecular interactions able
to predict the expected behavior of a genetic circuit, the design of
these circuits will require borrowing appropriate methodologies from
hard-core engineering [4]. In this thesis, we adopt a computational
design perspective to further understand and even reveal the
underlying mechanisms of gene regulatory networks. To this end,
we develop computational methods to support the de novo design
and implementation of biological regulatory systems with a desired
behavior, the goal of Synthetic Biology [5]. We also apply analysis
techniques to conceptualize different natural regulatory mechanisms,
which can be then exploited for the rational design of artificial systems
[6].

For the computational design of regulatory networks, we adopt
a strategy consisting in the design by optimization. Over the
last decades, the algorithms based on probabilistic schemes that
mimic natural evolution have been used to address optimization
problems. Depending on the implementation of the iterative process of
mutation-then-selection, we can describe a wide range of evolutionary
algorithms [7], a popular family of optimization methods. These are
inspired in the biological principles that govern the evolution of a
finite population through certain selective pressure. A system evolves
from a defined starting state by successive steps of variation (random
or directed) and selection. The variation steps correspond to small
modifications to the model of the system by using unary operators
(the modification only depends on the former state), binary (the
modification depends on two former states, usually called parents in
analogy with sexual reproduction) or higher order operators. The
selection is performed by means of an objective function (or fitness)
that measures, for instance, how close the dynamics is to a target
function. Of note, the difference between different algorithms is more
a question of implementation. The reproduction operators and the
selection procedure can be parameterized obtaining a wide range of
algorithms depending on the values of a set of control parameters. The
selection method constitutes the major element in the algorithm, as
the designed system will be the result for what we have selected. Here,
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to approach the computational design of gene regulation circuits, we
use algorithms based on Monte Carlo Simulated Annealing [8]. With
the Boltzmann criterion, the initial evolutionary dynamics closely
resembles a random walk (and hence a more efficient exploration of
the fitness landscape), whereas as time goes on the dynamics resembles
an adaptive walk. However, could automated design methods reach
the required degree of reliability for their application in biology and
thus provide useful insights over the problem of designing regulatory
systems? If so, what are the application domains of such a design
strategy?

We apply computational methods to design transcription networks,
small regulatory RNAs, and metabolic pathways. Although we
abstract each problem, it is expected the use of computational
techniques to design more sophisticated networks involving several
regulatory mechanisms, as certainly it occurs in natural systems. We
approach the design of networks as the inverse problem of finding
the right sequence of nucleic acids given a desired functionality. The
computational design framework allows us, in addition, to tackle the
problem of designability. This measures the ability we have to design
functional networks provided a library of composable elements. Once
a design is obtained, it is also possible to compare it with an eventual
natural analog and infer design principles. Do artificial systems
implement the control mechanisms found in natural ones? Moreover,
computational design can also learn as rational design does from
natural examples to create new ones. This is sometimes beneficial to
accelerate the design process at the cost of a biased approach. Noting
also that the designed networks will be then integrated into a cellular
background, the incorporation into the design process of cellular
factors would enhance the reliability of the networks. Certainly, the
network components (nucleic acids and encoded proteins) can establish
multiple and complex interactions not only among themselves but
also with certain components of the host cell. As a result in the
not so long term, the novel functional networks prospect to serve for
reprogramming the future synthetic cells [9].
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Chapter 2

Designability of
transcription regulatory
networks

Limited in his nature,
infinite in his desires...

– Alphonse de Lamartine

One approach to unserstand the operational mechanisms imposed
by gene regulations consists in designing functional networks. Whether
we can design such networks, we gain quantitative insights about
the underlying principles that govern the biological behaviors. For
the implementation of the networks, different genetic elements
are combined. However, there is a limitation in the number of
interoperable and well-characterized regulatory elements we can use
to implement the designed networks. Hence, in this chapter, we
study how a set of regulatory elements can be assembled to implement
functional networks. We address intriguing questions that arise from
this design approach, such as the number of functional circuits we can
engineer with a given library of elements and the diversity of possible
behaviors.
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2.1 Assembly of networks

Over the last decade, we have witnessed the expansion of Synthetic
Biology [1], where the attempts for cell reprogramming to perform
new tasks have fructified in the engineering of several synthetic gene
regulatory networks [2–20]. Usually, the design of synthetic networks
has been inspired on the use of mathematical models [21, 22] and
empirical engineering rules inferred from natural examples [23–24],
although requiring in many cases a genetic fine-tuning to achieve
the desired behavior [25]. It is expected that the widespread use of
libraries of previously well-characterized genetic regulatory elements
[26–29], together with the ability of engineering combinatorially those
elements [30], will allow avoiding trial-and-error procedures, which
are not efficient for optimizing and implementing complex systems.
Those designed circuits may be later fine-tuned with directed evolution
techniques, although there is no a general methodology for the de novo
network engineering. In fact, this bottom-up approach is commonly
used in other areas of engineering where a set of off-the-shelf parts with
precise specifications of their operating points can be used to engineer
sophisticated systems, and has been already successful to engineer
novel biological circuits [12, 19].

Large efforts in generating genetic diversity, especially libraries of
promoters [19, 31–36] but also post-transcriptional regulatory elements
[6, 14, 37–39] and synthetic transcription factors [40, 41], encourage to
use a combinatorial approach to design artificial circuits. In addition,
the quantitative characterization of these regulatory elements allows
inferring simple phenomenological mathematical models, which could
be used to construct the model of a system that assembles different
elements. In that way, several Synthetic Biology-oriented design tools
have been developed to make available a library of mathematical
models created from that genetic diversity, together with an interface
to create gene networks by wiring elements [42–47]. Notably, such
a genetic diversity is translated into a functional diversity when
assembling networks, and these networks could be readily compiled
into nucleic acid sequences. However, the design is reduced to
examine one-by-one all possible combinations (e.g., simulating the
dynamical behavior), resulting in a tedious design process. Thereby,
the evolutionary algorithms and optimization techniques [48–52] allow
us to automate this process to find the desired circuits and finally
depict the functional diversity of a library of regulatory elements. Our
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Figure 2.1: Scheme of the design platform adopted by harnessing a library
of models of composable regulatory elements. We explore the functional
networks that can be engineered either by exhaustive combinatorial assembly
or by heuristic optimization.

novel approach allows assembling models of regulatory elements from
a library and couples this with an automated design strategy.

In this chapter, we tackle fundamental questions that naturally
emerge from that approach. What functional circuits can we engineer
with a given library of regulatory elements? What is the diversity
of possible behaviors and what is the designability (defined as the
fraction of assembled circuits that follow a given behavior) of each
one? Is one behavior easier to design than others? Certainly, these
features depend on the employed library. We also wonder what is the
sensitivity of the results to the regulatory elements; in other words,
how many functional circuits involve a given regulatory element? In
addition, we look at the robustness of a circuit by locally perturbing

27



its parameters and evaluating the resulting fitness. At fixed network
topology, we further analyze the whole parameter space that provides
the targeted functionality, which accounts for the robustness of all
operative points and asymptotically tends to a value that we call
asymptotic robustness. Indeed, this property accounts for the ability
to design such a circuit given the limitation of the number of genetic
elements, and it could be important to analyze the natural occurrence
of certain genetic architectures. All in all, to solve these questions,
we developed a computational framework to assemble, simulate and
design circuits, and that allowed us to explore the functional diversity
that came from the assembled circuits with certain behavior (see Fig.
2.1). The design of circuits was accomplished by a selection step
according to a dynamical behavior-based fitness function that can
also account for robustness. Because the composability of genetic
elements is simpler, we focused on bacterial systems. Initially, we
applied the methodology to design several functional circuits with
unlimited genetic diversity (given by the parameter space) and study
their asymptotic robustness. Then, we designed complex circuits by
plugging functional modules. Subsequently, we dissected the whole
dynamical spectrum of a limited library of regulatory elements and
analyzed the properties of the resulting circuits. We also analyzed
the dependence of these results on the constituent library and how
they could change when the stochasticity of the cell is taken into
account. Finally, we discussed the reliability and implementability
of the designed circuits.

2.2 Mathematical modeling and optimization
method

For modeling genetic networks, we used a coupled system of differential
equations. We considered three different types of species: mRNA
(it can also be non-coding), proteins (mainly transcription factors)
and small molecules that interact with proteins to activate or inhibit
their regulatory ability (e.g., isopropyl β-D-1-thiogalactopyranoside
–IPTG– inhibits the activity of LacI). Likewise, the production of the
ith mRNA (xi) from a regulated promoter follows

dxi
dt

= Cf(yj , uj)− (δi + µ)xi, (2.1)
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where the term f(yj , uj) is the transcription rate (yj and uj represent
the concentrations of the jth protein and its regulating chemical,
respectively), C the gene copy number, δi the mRNA degradation
coefficient, and µ the growth rate of the cell (dilution term). C = 1 is
assumed to be constant in this work. For the computational design of
a circuit, we did not impose variability on µ but we assumed a constant
value (e.g., µ = 0.02 min−1). For simplicity, we assumed that all genes
in an operon (i.e., controlled by the same promoter) have the same
mRNA expression. The term f(yj , uj) accounts for protein-DNA and
protein-molecule interactions [22], and for constitutive promoters it
is constant. Importantly, our approach is independent of the choice
of this function, thus giving a big degree of freedom to the kinetic
characterization from experimental data. Afterwards, the production
of ith protein (yi) is given by

dyi
dt

= g(xi, xj)− (βi + µ)yi, (2.2)

where the term g(xi, xj) is the translation rate and βi the
protein degradation coefficient. The term g(xi, xj) accounts for
post-transcriptional regulatory mechanisms, such as riboswitches,
allowing a further genetic element, such as a trans-RNA, to control
translation [6]. In case of no post-transcriptional elements, the
translation rate is proportional to the mRNA concentration. In
addition, in this work we only considered first-order degradation
kinetics. For the stochastic simulation, we adopted a Langevin model
[72] accounting for intrinsic and extrinsic noise, resulting in
dxi

dt
= Cf(yj , uj)− (δi + µ)xi +

√
Cf(yj , uj) + (δi + µ)xi ξxi(t) + qgξg(t),

dyi

dt
= g(xi, xj)− (βi + µ)yi +

√
g(xi, xj) + (βi + µ)yi ξyi

(t) + qgξg(t),
(2.3)

where ξi are Wiener processes with statistics 〈ξi(t)〉 = 0 and
〈ξi(0)ξi(t)〉 = δ(t) (Dirac delta) for intrinsic noise, and 〈ξg(t)〉 = 0
and 〈ξg(0)ξg(t)〉 = µ

2 exp(−µ|t|) for extrinsic noise. Also qg gives the
amplitude of the extrinsic noise.

To construct a library, each genetic regulatory element was
modeled by transfer functions that related the output to the input
values. These functions can be fitted from experimental data. As
DNA fragments, mathematical models can be assembled in a standard
way to simulate the behavior of circuits. Here, we only allowed
joining promoter and genes, or genes and genes (i.e., two consecutive
promoters was not allowed; such a construction should be specified
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as a whole part). One useful format to store a mathematical model
(molecular species, kinetic parameters and DNA sequence) is SBML
[53]. Hence, we had a single SBML file for the model of each biological
part; similarly as crystallographic data is stored in PDB format.
The models for promoter parts only account for the transcription
rate, whereas for gene parts the model accounts for the translation
rate and the degradation and dilution rates of mRNA and proteins.
We selected Hill function models because their overwhelming use in
current characterization of transcription regulation works. In the
future, when more advanced models may be used to fit characterization
data, they could be readily used with our computational design
procedure. A range of variation can be specified for some kinetic
parameters; likewise the corresponding value will be susceptible to
be changed during the design process.

Multiple circuits can be constructed by harnessing the available
regulatory elements. To computationally explore the functional
diversity that offers such a library and the designability of certain
behaviors, two different strategies can be adopted, and our approach
provides an automated implementation of them. On the one hand,
following the exhaustive design strategy, all possible circuits, up
to a maximal number of elements, are constructed and simulated.
Having the large collection of dynamics, a post-processing step is
applied to find those circuits that behave according to the design
specifications. This approach allows obtaining the whole functional
diversity and designability. On the other hand, a heuristic design
strategy provides a probabilistic sampling frame of the functional
diversity. It allows iteratively assembling models of existing elements
and evaluating the performance of the resulting circuit according to
a dynamical behavior-based fitness function [54]. For that, we used
Monte Carlo Simulated Annealing (MCSA) as optimization scheme
[55]. A movement in the fitness landscape consists in a replacement,
addition or deletion of a given regulatory element. To evaluate the
fitness function, we firstly calculated the average distance (metric
function) for all genes i considered as outputs, for a given target
behavior k, between the current circuit dynamics (yik) and the target
one (zik) according to

φk =
∑
i

∫ T

0
|log(yik(t))− log(zik(t))|χik(t)dt∫ T

0
χik(t)dt

, (2.4)
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where T is the final time (e.g., the time to reach the steady state).
The metric is in logarithmic scale to properly balance the species
concentrations, since they can vary in several orders of magnitude
in biological systems. The function χ(t) is a weighting factor to
only evaluate the circuit dynamics in a specified temporal domain
(χ(t) : [0, T ] → [0, 1]). Subsequently, the fitness function that
aggregates all targets we used reads

ψ =
∏
k

(
1− φk

φ0

)γk

, (2.5)

where φ0 is a normalization constant to adjust the fitness value to
the metric function (e.g., φ0 = 3), and γk gives the scalar weight in
logarithmic scale for optimizing target k (e.g., γk = 10γl indicates
that target k has 10 times more priority than l). If φk > φ0 for
one k then we assumed ψ = 0. Importantly, this fitness function
(ψ belongs to the interval [0,1]) penalizes those circuits that do not
satisfy simultaneously all targets. Being ∆ψ the fitness update after a
movement, this is accepted with probability max(1, exp(∆ψ/TMCSA)),
where TMCSA is the MCSA temperature. TMCSA is continuously
adjusted during the optimization process following an exponential
cooling scheme.

2.3 Network design and modularity
Initially, we constructed a library of artificial regulatory elements,
including all types of logic combinatorial promoters of two entries.
Additionally, the kinetic parameters characterizing those elements
were specified as a range of variation. This feature allows that the
genetic sequence of many biological parts could be easily modified to
create a new part with diminished binding affinity or stability by a
single mutation. Otherwise, it is much more difficult to find a suitable
mutation that would increase the binding or stability. Therefore, by
allowing this range in the parameter space, we would enlarge the search
space while still maintaining the linking with the genotype, because the
parts from an optimal solution could be readily engineered to follow
a model agreeing with the designed parameters. The nominal values
were taken from several experimental studies [11, 12, 27, 36]. Thus,
the genetic diversity was almost unlimited, being the design space
defined by topological and parameter modifications of the circuit. To
explore this space we applied the heuristic design strategy to find
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Figure 2.2: Schemes of two two-gene circuits designed to reach tristability,
showing the corresponding phase diagrams. Filled and open circles represent
stable and unstable steady states, respectively.

the optimal assemblies of elements and parameterizations that gave
functional circuits. Firstly, we repeatedly applied the optimization
method to design all possible circuits relying on a feed-forward loop
(FFL) structure for one-stripe pattern formation [56–59]. We found
six different architectures for working as an amplitude filter (see
also next chapter), where five of them corresponded to incoherent
FFLs (I1-FFL, I2-FFLNOR, I2-FFLXNOR, I3-FFL, I4-FFLAND) and
one to C1-FFLXOR. In architectures I1-FFL and I3-FFL repression
dominated over activation. Certainly, the two regulatory branches
with opposite sign are responsible for such a behavior, and the
combinatorial promoter of the downstream promoter is central to
get a variety of functionally analogous circuits. Interestingly, some
of those architectures have been found involved in developmental
processes [60, 61]. Notably, we did not exhaustively construct all
possible FFL circuits from the library for their scoring. Instead, we
probabilistically sampled the fitness landscape and we always found
a solution corresponding to one of the six FFL structures presented.
Moreover, this approach can be applied to design functional circuits
without accounting for the designability of the desired behavior, and
then study the intrinsic properties of the circuit irrespective to the
library, such as its asymptotic robustness.

We then investigated the asymptotic robustness of those FFL
circuits, which functioned as amplitude filters with a fold-change
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(F ) of at least one order of magnitude at the detection point (F ).
By constraining the sign of the regulations (fixed topology), we
obtained a parameter space of ∼ 2 · 105 different combinations
for each topology. Accordingly, the highest asymptotic robustness
was reached by the architecture I3-FFL with the 21.29%, followed
by the architectures C1-FFLXOR with the 17.17% and I4-FFLAND
with the 17.66%, indicating that those circuits have a one-stripe
pattern-prone structure. Interestingly, this could be because the
input gene has a non-monochromatic regulatory mode (i.e., both
activator and repressor) in these topologies. On the contrary, the
architecture I1-FFLNOR was highly sensitive to parameter variations
with asymptotic robustness of only the 2.54%. The architectures
I1-FFL and I2-FFLXNOR with the 8.60% and 7.69%, respectively, were
in between. However, despite of its low asymptotic robustness, the
structural core I2-FFLNOR is broadly found in many natural systems.
For instance, in the Drosophila patterning circuitry, gene hb represses
both genes kni and Kr and kni also represses Kr [60]. In addition, the
core I1-FFL is the motif most abundant within the regulatory map of
bacteria and yeast [62]. That the genes involved in the structures
I1-FFL and I2-FFL have a monochromatic regulatory mode could
explain the increasing presence of these circuits. Moreover, from a
synthetic perspective, promoters type NOR and IMPLIES could be
engineered by placing contiguously the corresponding operators in the
promoter region [7, 12, 36].

Subsequently, we used the optimization method to design a circuit
able to count. This is an interesting example that could already
unveil many of the issues we meet in more complex networks. Cells
may take advantage of this sort of circuits to regulate fundamental
processes, such us telomere length control [63], where a machinery to
count molecules or events is required. Counters have different stable
states and rely on memory-like architectures that allow retaining the
initial state, unless a perturbation switches the system [3, 14, 18, 64].
Generally, the underlying mechanism of biological counters consists
in overcome certain threshold after a specific number of consecutive
pulse-like events. Herein, we attempted the design of a two-pulse
counter, where we imposed that the system had to reach three different
states. We applied the optimization method to design all possible
two-gene circuits. We found that, within a delimited time domain, all
possible circuits were functional and reached three states. However,
those circuits based on an activator-repressor core had a meta-stable
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state, which falls into the basin of attraction of one of the two stable
states after certain time. In Fig. 2.2, we show the phase diagrams
for the circuits based on a monochromatic regulatory core and one
self-activation. The addition of another self-activation on the buffer
gene allows having a symmetric multistable device [64]. We then
computed the asymptotic robustness of these two circuits, by exploring
exhaustively all possible parameterizations (for that we discretized the
parameter space into ∼ 2 · 105 different combinations). The double
repression core allowed tristability in the 0.2422% of the cases, whereas
the double activation core in the 0.1787% (relatively low in both cases).

Next, we attempted the design of a two-pulse counter relying on
just two states. As design specifications, we imposed pulses of 10
minutes within an interval of 50 minutes with amplitude of 100-fold.
The designed circuit presented a topology like in Fig. 2.2A. However,
the functioning of this system (i.e., number of pulses it is able to count)
depended on the pulse length and interval. In addition, we attempted
the automated design of a tunable genetic timer. These devices
consist of memories that change the state of operation according to
an external signal and the time to accomplish this transition (time to
reach the steady state) can be modulated by another signal [19]. The
designed circuit consisted in a coherent FFL coupled to a memory-like
mechanism based on a self-activation, and it existed a threshold in
the input concentration from which the circuit responded to different
levels of it.

Once a functional genetic device is obtained, either from
computational or rational design methods, and experimentally
validated, it can be integrated in the library as a new element to be
used in the construction of more complex systems. As a first approach,
we included in our library of regulatory elements a circuit previously
optimized to operate as a tristable. Remarkably, the incorporation into
the design procedure of black-box modules enhances the optimization
of the impedance matching, where the output of a device serves
directly as the input of a downstream one, and could considerably
enlarge the functional diversity of the library. Hence, following such
a design approach, we were able to obtain complex functions with
modular systems. In our particular case, we designed a system
coupling a tristable, an amplitude filter, and a frequency-tunable
oscillator (Fig. 2.3). Initially, this tristable gave a low concentration.
After a pulse of 20 minutes with amplitude of 1000-fold in the inducer,
the device switched its state to reach the intermediate concentration
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Figure 2.3: (A) Scheme of a complex regulatory system comprising a
frequency-tunable oscillator and a state detector, designed by using the
tristable device as an element of the library. Moreover, we show the transfer
functions of the different devices that form the system. (B) Dynamics of the
output genes of the complex system. Pulses in the input (I) of 20 min and
1000-fold of amplitude were applied at t = 1000 and t = 2000 min.
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level, and subsequently the oscillator changed its frequency and the
amplitude filter, which operates as a detector of the intermediate state,
reached its ON state. After a second pulse, the device switched to
its high concentration point, inducing a new change in the frequency
of the oscillator and giving the detector back to its OFF state.
Interestingly, the frequency-tunable oscillator evolved to couple two
different regulatory mechanisms, and the external signal switched
from one mechanism to another, then changing the frequency of the
oscillations. In addition, with the consideration of delayed reactions
(e.g., due to translation and multimerization) we could obtain complex
oscillations, which can drive to a route towards chaos [65]. In fact, this
mechanism has been previously applied to design genetic oscillators
with a minimal number of elements [16].

However, one important issue in such an approach is the possibility
of the loss of function of a device when plugging it to a downstream
module. This effect, usually called retroactivity [66], emerges when a
transcription factor plays two different roles in both modules, and is
indeed a consequence of the limited protein amount. This result may
have significant consequences on the dynamics of the system, even
when the stochasticity of the cell is taken into account [67]. Here, our
modeling neglects this effect by assuming that the concentration of free
protein is always much higher than the protein bound to DNA [22];
also as an imposition to ensure modularity in the design and to be able
to combine different elements from the library. Although for many
systems this approach is valid [9], it could be found some examples
where such a model is not too accurate. To solve this problem in
practice, one strategy would be to impose as a design constraint that
the output gene had no regulatory effects on the circuit. Likewise, this
output could be used as the input in further downstream modules with
increased guarantees of a proper functioning. Thereby, in the system
shown in Fig. 2.3, gene U could be split into two genes, one for working
within the tristable device and another for setting the amplitude filter
and the oscillator, although still it would exist a coupling between
these two devices due to a common input.

2.4 Functional diversity and designability

We further studied the designability of a given dynamical
behavior. For that, we constructed a library of SBML models
of well-characterized regulatory elements previously implemented in
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Figure 2.4: (A) Graphical representation of the exhaustive design
strategy. Starting from a library of composable genetic regulatory elements
(mathematical models in SBML format), we constructed all possible circuits
up to three genes for simulation. (B) Dynamical spectrum of the library by
exhaustive exploration (functional diversity). We represent the percentage
of circuits that behave as oscillators, amplitude filters, memories, and logic
gates (designability). To differentiate between two states of a circuit, we
imposed at least one order of magnitude in concentration.

vivo. Likewise, the corresponding kinetic parameters were fitted from
experimental data and kept fixed. Using this library, we constructed
by in silico assembly all possible architectures up to three genes,
giving 501,952 different circuits (see the different configurations in
Fig. 2.4A). We systematically imposed λ-cI as output gene in all
circuits. Thereby, we computed the dynamics of all circuits to perform
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an analysis of the behaviors that could be obtained with such a library.
For this work, we considered a library of 36 elements, involving 5
genes and 31 synthetic promoters. As genes, we contemplated the
classical repressors LacI, TetR and λ-cI, and the activators AraC and
LuxR. Moreover, we built a library with 3 constitutive promoters
with different transcription rates, 16 single promoters involving 4
lacO, 4 tetO, 2 araO, 2 luxO [36], 2 λRO [11], and 2 λRMO [5],
and 12 combinatorial promoters involving 4 lacO-tetO, 3 araO-lacO,
2 araO-tetO [36], 1 λRMO-lacO [12], 1 luxO-λRO [7], 1 luxO-lacO
[68]. The models also accounted for the external molecules (IPTG,
anhydrotetracycline –aTc–, L(+)-arabinose, and acyl homoserine
lactone –AHL–) that modify the regulatory ability of the transcription
factors and represent the inputs of the circuits. Then, for each external
inducer we considered three different states (low, intermediate, and
high), giving 81 environmental conditions for all combinations, and
four more conditions in which the inducers had a pulse-like dynamics.

By compiling all numerical results, we were able to dissect the
dynamical spectrum of the library (i.e., its functional diversity),
which included circuits operating as oscillators, amplitude filters,
memories, and different logic gates (Fig. 2.4B). As expected, the
majority of the circuits functioned as logic gates, and because the
external signals (IPTG, aTc, arabinose and AHL) always activated
transcription, the set of NAND and NOR gates was highly reduced.
In addition, approximately the 1% of the assembled circuits was able
to exhibit oscillations. Furthermore, we found amplitude filters in
the 0.016% of the cases, and memories in the 0.436%. Certainly,
this spectrum depends on the value of F specified to differentiate
between two concentration levels (F gives their ratio). Herein, we
imposed F > 10, although we also performed a screening to see
the effect of different values of F . Not surprisingly, as higher is F ,
the number of functional circuits decreases. In addition, we studied
the effect of the initial condition on the output gene finding that the
results were almost independent of this. Certainly, the initial condition
only affects in memory-like circuits, but this effect was captured
by imposing pulse-like dynamics on the input. Interestingly, the
repertoire of designed circuits was essentially based on minimal cores
that provided the required functional mechanism (Fig. 2.6). These
cores illustrate the design principles in which the dynamical spectrum
is based on. However, the use of a limited library and a partial
set of input conditions, while allowing an exhaustive exploration,
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Figure 2.5: Sensitivity analysis of the dynamical spectrum. We release
one regulatory element of the library (in particular, one gene) to analyze its
contribution to the dynamical spectrum (we represent the remaining number
of functional circuits relative to the total).

prevent obtaining a comprehensive analysis of the design principles.
For instance, as we have shown above, a double activation core gives
a memory-like mechanism but it was not found in the repertoire
of circuits. In addition, all amplitude filters were based on the
I2-FFLNOR architecture, although further circuits, not necessarily
FFLs, can be employed to read morphogen gradients [59]. We did
not obtain further topologies because the monochromatic regulatory
mode and the lack of cooperation between transcription factors.

Furthermore, we investigated the dependence of the designability
of a function on the existing elements of the library by calculating the
degree of sensitivity of each regulator over the resulting dynamical
spectrum (Fig. 2.5). Accordingly, LacI appeared to be the most
important regulator, indeed for this particular case of study, since it
participated in the majority of the functional circuits. In the specific
case of the amplitude filters, since their mechanism relied on two
different repressions (Fig. 2.6), LacI and TetR participated in all
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circuits. Certainly, the addition of more regulatory elements in the
library would enlarge the designability of the different behaviors, and
the identification of the regulatory cores in Fig. 2.6 would lead to
rationally decide on the elements of more interest. In addition, we
studied whether the designability could be estimated by sampling a
small subset of assembled circuits instead of an exhaustive exploration.
This would provide further support to the heuristic exploration by
means of optimization methods. Interestingly, we found similar results
for the dynamical spectrum of the library when analyzing the dynamics
of about 1000 circuits (corresponding to the 0.2% of the total circuits).
This suggests that even a small fraction of assembled circuits is
representative of the whole population of circuits. By exploiting this
fact, we could analyze the functional diversity and designability of
several libraries of models at a minimal computational cost or we could
study how to enrich the library with new regulatory elements.

We further studied the designability of the different behaviors when
considering the stochasticity inherent to the cellular processes (we
focused on intrinsic noise) [69]. Since the stochastic simulation entails
a higher computational cost, we considered a subset of circuits as
described above to perform this study, and because it is expected this
will not strongly affect the results. For each condition of inputs, we
considered the average value and standard deviation of the output
(computed using the time dynamics after a transient period). In
general, we found similar results as in the deterministic regime (Fig.
2.7). We could explain this by the fact that in most cases gene
expression is high enough, which minimizes the effect of intrinsic noise,
although in some cases a particular circuit topology could also help
in such noise reduction [59]. However, we found an increase of almost
a doubling in the number of oscillators. By examining the circuits,
we realized that circuits based on an activation-repression mechanism
with fast damped oscillations in the deterministic regime and that
were identified as stable circuits were then selected as noise-induced
oscillators. For the other behaviors, the designability results in the
stochastic regime were slightly lower. The maximal reduction in
designability was of about the 20% in the case of YES/NOT gates. In
the circuits that were selected according to the deterministic solution
but not to the stochastic one, there is an increase of noise in protein
expression that prevents identifying different states of operation.

Afterwards, we wondered whether a unique circuit could exhibit
different behaviors. Interestingly, we observed special circuits that
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Figure 2.6: Genetic cores that define the design space of functional circuits
provided the library of composable parts (promoters and coding regions)
shown in Fig. 2.4.

displayed multifunctionality according to different input conditions
(e.g., oscillators working as amplitude filters, memories or logic
gates). For instance, the 0.3% of the total set of circuits functioning
as oscillators and memories held the two functions by properly
setting the environmental factors (statistical significance assessed
by bootstrapping). In addition, we calculated the number of
circuits with multifunctionality showing a tendency log-normal in the
distribution. This sort of circuits is appealing for cellular regulation
and organization, because the rewiring required to change the function
of the circuit is accomplished by means of external signals without
genetic modification, likely as an on-the-fly reprogramming sentence
[70]. As well as a single gene can attain several functions (e.g., a
protein with different enzymatic properties [71]), a multifunctional
circuit can be exploited by the cell to exert a conditional control of
different responses.

2.5 Discussion

In this chapter, we have tackled the problem of the designability of
a given gene dynamics provided a library of composable regulatory
elements, considering that the functional circuits come from combining
different elements of the library. This measure of designability
quantifies the entropy of a given dynamical behavior (number of
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possible states in Boltzmann usage). For that, we have developed
a computational methodology that allows exploring the diversity of
behaviors that can be obtained by assembling circuits by means of
two different design strategies: one based on heuristic optimization
and other based on exhaustive simulation of circuits. We have taken
advantage of current characterizations of regulatory elements into
libraries of mathematical models [26–29], allowing to rapidly select the
regulatory element of interest for our circuit. Although the emergence
of unexpected behaviors is always an issue in Synthetic Biology, it
is anticipated that the use of standardized parts allows reducing the
endless tweaking process when engineering a synthetic gene circuit
[12, 19]. Using a proper mathematical formulation, we were able
to generate a large collection of genetic circuits by assembling those
regulatory elements, and identify the functional subset according to
certain specifications. Initially, we constructed an artificial library
of models to design circuits by optimization towards a configuration
satisfying the specifications. We designed filters and counters of gene
expression, which allowed us to find new regulatory mechanisms able
to provide such behaviors. Sometimes the behavior requires a very
precise genotype, making unlikely to get many cells with such behavior
in a heterogeneous population. To investigate this, we have defined
the concept of asymptotic robustness, which provides a measure of the
maximum genotypic heterogeneity for a given of phenotypic behavior.
In the long term, it is expected that Synthetic Biology projects will
provide many examples of standardized circuits with a given dynamics,
which could be incorporated into the available libraries. Then, one
could extend our analysis to such cases. One issue here would involve
the interfacing of such modules. To analyze this, we exploited one
of our designed circuits as a single element of the library to obtain
a complex system involving such a functional unit, illustrating a
hierarchical design approach and allowing the design of plug-and-play
devices with optimal impedance matching.

Given a library of regulatory elements, it is possible to construct
many circuits with various dynamical behaviors. But some behaviors
occur more often than others. To quantitatively analyze this, we
computed the designability of a set of useful behaviors. There,
we constructed a more reduced library of regulatory elements to
assemble all possible circuits up to three genes and process their
dynamics. Remarkably, the library involved promoters that had
been previously characterized and even used for engineering various
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Figure 2.7: Dynamical spectrum of the library by exhaustive exploration
of one sampling of assembled circuits (about the 0.2% of the circuits from
Fig. 2.4) using stochastic simulation. We represent the percentage of
circuits that behave as oscillators, amplitude filters, memories, and logic
gates (designability). To differentiate between two states of a circuit, we
imposed at least one order of magnitude in concentration and avoidance of
overlapping in concentration due to the intrinsic noise.

synthetic circuits in the bacterium E. coli. Interestingly, we found that
a limited library could encode a large number of behaviors. Certainly,
our computational method allowed constructing and simulating the
dynamics of this large set of circuits and assisted to dissect the
spectrum of dynamical behaviors and study their designability. We
found that a same genotype could have several functions depending
on the external signals. Nevertheless, as the size of the circuits
and the number of elements of the library increases, the exhaustive
design strategy becomes unpractical, thus requiring heuristic methods.
Since noise is an important factor that affects the dynamics of a
circuit, we also included it in our analysis. The consideration of
intrinsic noise slightly reduces the designability of digital circuits, but
it increases the designability of oscillators. This is understandable
from the fact that digital devices are steady-state based circuits, where
noise could only spoil the behavior. On the other hand, oscillatory
circuits are dynamical systems, where the noise could contribute to
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enhance the behavior. In addition, we expect that our results would
be maintained when the library is enhanced by incorporating more
accurate experimental measurements of the transcription regulation
elements. That the new models could be more elaborated and
accurate, they would not much change the fitness landscape and thus
the designability of behaviors.

Interestingly, one possible extension to our work would be the
development of a more complex, hierarchically distributed design
platform [26]. Herein, more diverse, characterized regulatory elements
would be considered, involving transcriptional, riboregulatory,
metabolic and signaling elements. These different regulatory elements
would be combined to yield complex functional genetic circuits,
involving different regulatory mechanisms. In addition to new
elements, inherent effects such as the variation of cell growth
rate due to different culture media, the delay in the biochemical
reactions and the parameter uncertainty of the models are important
questions that would be explored. Furthermore, the design of circuits
could be combined with tools for the design of synthetic DNA
sequences. This would exploit the interactions between nucleic acids
and the reengineering of natural proteins. Promoters with targeted
transcription rates or multiple operators [35, 36], small RNAs with
targeted secondary structures [6], or chimeric proteins acting as
new transcription factors [73] are examples of what we could design
computationally. All these elements would be modeled by transfer
functions and these would be stored in a library. Importantly, it could
be also specified a degree of evolvability, by which the value of the
kinetic parameters characterizing that element would be susceptible
to be changed after specific mutations in its sequence. Finally, the
cellular chassis in which the circuit is going to be deployed could be
also introduced as a generalized element by modeling the host elements
that require the circuit for its expression [74]. This would allow
to provide a prediction of the response of the engineered cell under
the conditions for which the circuit was designed, and consequently
improve the design process.
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The following publication holds the contents presented in this
chapter

• Rodrigo G, Carrera J, Jaramillo A (2011) Computational design
of synthetic regulatory networks from a genetic library to
characterize the designability of dynamical behaviors. Nucl
Acids Res, 39: e138.

Further reading

• Rodrigo G, Carrera J, Jaramillo A (2007) Genetdes: automatic
design of transcriptional networks. Bioinformatics, 23:
1857-1858.

• Rodrigo G, Carrera J, Elena SF (2010) Network design meets in
silico evolutionary biology. Biochimie, 92: 746-752.
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Chapter 3

Network design to identify
robustness principles

Nature may reach the same result
in many ways.
– Nikola Tesla

A same biological function could be reached, in principle, using
diverse designs. With a same regulatory mechanism, the difference
between designs strives in the network architecture. Therefore, we
should determine the functional consequences of alternative designs
to predict which kind of network would be selected in a given
context. In this chapter, we focus on a family of minimal gene
regulatory structures able to provide spatial organization. Following a
design approach, we obtained different networks satisfying the desired
specifications, and we analyzed them to uncover a design principle to
reach robustness.

3.1 Gradient-driven pattern formation
Complex organisms have evolved precise spatiotemporal control
programs, by transducing the presence of signaling molecules to
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transcription factors, which lead to development and differentiation [1–
3]. Within this framework, it is important to address the mechanisms
by which cells are able to read a gradient of diffusing molecules
(morphogens) to trigger the expression of genes that orchestrate spatial
organization. The dissection of the minimal genetic architectures that
control cell fate [4] will help to understand how a graded signal is
transformed into a discrete sequence of states and how fluctuations
are counteracted for a robust and precise development. In that way,
the natural occurrence in Drosophila melanogaster embryos of different
networks based on the FFL motif for reading morphogen gradients [2],
together with the engineering in Escherichia coli of synthetic FFL
circuits responding in a non-monotonic manner to a graded signal
[5–7], suggests that this architecture is particularly suitable for pattern
formation.

The FFL motif consists in a three-node network where the input
regulates the output and a third element, which also regulates the
output. FFLs are broadly found both in prokaryotes and eukaryotes
and can be classified into eight different architectures depending on the
sign of its regulations [8]. Notably, this particular structure has certain
functionalities per se. Theoretical and experimental work on the
incoherent FFL (I-FFL), mostly based on transcriptional regulations
but also enzymatic reactions, has revealed its ability to work as an
amplitude (concentration) filter [5–7, 9–11], to accelerate the output
response [8, 12], for signal amplification and fold-change detection
[13, 14], and to generate temporal pulses in response to a constant
stimulus [8–10, 15, 16]. Interestingly, this last attribute can be
interpreted in terms of adaptiveness, where after a transient behavior
the system returns to the previous state, being the output steady state
level independent of the input level [17–22].

In this chapter, we investigate, by dissecting the design space that
contains all possible topological configurations (wiring) and kinetic
parameter values, whether a single FFL circuit (a topology with
certain parameterization) can accommodate both (i) the ability to
read a gradient by means of an amplitude detection mechanism
and (ii) the ability to achieve optimal adaptive response at high
output levels. Certainly, the capacity for adaptive responses of living
organisms (partial or absolute) is an intriguing question in biology,
and previous work, mostly based on metabolic systems (bacterial
chemotaxis), has pointed out that optimal adaptiveness is more a
consequence of circuit topology than of the fine tuning of kinetic
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parameters [19–22]. Thus, although the different I-FFL configurations
can yield a priori a palette of functionally analogous devices, they
may display different robustness profiles against external perturbations
(i.e., structural discrimination of robustness).

3.2 Mathematical modeling
The FFL motif consists in three genes (x, y and z) and it can
indeed appear as eight different architectures, four coherent and four
incoherent, depending on the nature of the regulations [8]. In addition,
we consider an external molecule (u) that modulates the active form
of x (x∗) by post-translational inhibition. Our model parameterizes
all these architectures following a Hill-like function formalism [23] and
reads

dx

dt
= α− x, x∗ = x

1 + u
,

τ
dy

dt
= β0 + β1(x∗/θ0)n

1 + (x∗/θ0)n − y,

dz

dt
= γ0 + γ1(x∗/θ1)n + γ2(y/θ2)m + γ3ω(x∗/θ1)n(y/θ2)m

1 + (x∗/θ1)n + (y/θ2)m + ω(x∗/θ1)n(y/θ2)m − z,

(3.1)
where α is the synthesis rate of x (here α = 104), β0 and β1 the
synthesis rates of y from the unregulated and x-regulated promoter
respectively, and γ0, γ1, γ2, and γ3 the synthesis rates of z from
the unregulated, x-regulated, y-regulated and x, y-regulated promoter
respectively. The regulatory coefficients (bindings protein-DNA) are
θ0, θ1, and θ2, and n, m are the Hill coefficients. Typically, the
active form of a transcription factor to activate/repress the promoter
consists of a dimmer, thus for simplicity we fix n = m = 2 otherwise
specified, although it could be straightforward the exploration of
higher order aggregations. The parameter ω accounts for the potential
interaction in the promoter region of x and y, from competitive
(ω � 1) to cooperative binding (ω � 1). For independent binding,
ω = 1. In addition, τ is a dimensionless parameter that accounts
for the relative stability of the intermediate protein y (here τ = 10),
related to the transient behavior but not affecting the stationary
value. In case of adaptation, this parameter, which can be viewed
as a delay over the expression of y, controls the amplitude and
duration of the transient response after which the system returns
to the original state [8, 13]. This model could be enlarged to
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account for mRNA dynamics, although for FFL circuits this would not
affect the steady state of the system, or slightly modified to account
for post-transcriptional regulations, as miRNA-mediated FFLs are
recurrently found in mammals [24]. For notation purposes, in steady
state we have y = g(u) and z = f(u, y), being x = α.

To quantitatively study the robustness of a circuit, we introduced
the concept of susceptibility, that is, a measure that relates the
change in the output (z) from a perturbation in the system (i.e.,
a change in one variable of the model). Here, we considered two
measures: the input susceptibility (Hu), which relates the output level
to changes in the input, and the intrinsic susceptibility (Hk), which
relates the output level to changes in the kinetic parameters of the
model. We also introduced the geometric average output fold-change,
Fz = (

∏
i zi/z0)1/N for N perturbations. Then, we indentified the input

susceptibility according to Fz = exp(Hu(Fu − 1)), where the variable
Fu denotes a change in the input of u = Fuu0 or u = u0/Fu. The fit was
done by considering Fu ∈ [1, 2]. This definition of susceptibility turns
out into Hu = Fz−1

Fu−1 = ∂ln(z)
∂ln(u) (the logarithmic gain of the system) for

small input perturbations. For the intrinsic susceptibility, we assumed
that each parameter (k) was a Gaussian distributed random variable
with mean its nominal value (〈k〉 = k0) and standard deviation a
percentage of it (∆k = hkk0). Then, we fit the intrinsic susceptibility
to Fz = exp(Hkhk), with a range of variation of hk ∈ [0, 1].

The stochastic modeling was performed via Langevin formulation
[25–28]. We assumed that noise in x is negligible due to its high
synthesis rate. Therefore, noise in x∗ comes from noise in the input
(u), whose statistics are 〈u(t)〉 = u0 and 〈u(0)u(t)〉 = νu0exp(−|t|),
where ν is the Fano factor. We assumed that the diffusion time is
of the order of the half-life of protein x, which is assumed to be
short-lived. For instance, the Bicoid protein diffuses about 0.3 mm2/s
in D. melanogaster embryos of about 100 mm2 giving a diffusion time
of about 5-6 min [29]. The stochastic model reads

τ
dy

dt
= g(u)− y + ξy(

√
τt)
√
g(u) + y,

dz

dt
= f(u, y)− z + ξz(t)

√
f(u, y) + y,

(3.2)

where ξy and ξz are Wiener processes with statistics 〈ξy(t)〉 =
〈ξz(t)〉 = 0 and 〈ξy(0)ξy(t)〉 = 〈ξz(0)ξz(t)〉 = δ(t) (Dirac delta).
Using perturbation theory (the mean field is deterministic and the
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perturbation amplitude only depends on the mean field) and Fourier
analysis [25–28], it is straightforward to show that noise in the output
reads η2

z = 1
z0

+ c1|∂uf(u0, y0)|2 νu0
z2

0
+ c2|∂yf(u0, y0)|2 y0

z0
, where y0 and

z0 are the stationary solutions at the state ON, being c1 and c2 two
constants. By using the concept of susceptibility, with Hu = ∂ln(z)

∂ln(u) =
u0
z0
∂uf(u0, y0) and Hy = y0

z0
∂yf(u0, y0), we can write

η2
z = 1

z0
+ c1H

2
u

ν

u0
+ c2H

2
y

1
y0
. (3.3)

3.3 Optimal FFL circuits for pattern
formation

We aimed at designing FFL circuits able of generating one-stripe
patterns. For that, we computationally explored the whole designing
space (FFL architectures and kinetic parameters). Our mathematical
model, simultaneously accounting for transcription and translation
processes, contains ten parameters (β0, β1, γ0, γ1, γ2, γ3, θ0, θ1,
θ2, and ω) that define the design space. For an efficient exploration,
and given that design space is vast for an exhaustive computation,
we adopted a heuristic optimization-based approach [30, 31]. We
simplified the spatial diffusion and focused our study on amplitude
filtering systems where the output reaches a maximum at intermediate
input levels. Analogous results could be obtained for inverse amplitude
filters (existence of a minimum). The transfer function is in brief
characterized by the input detection amplitude (or bandwidth) and by
the output amplitude (ratio between the maximal and basal output
concentrations). The shape of this function serves to classify the
amplitude filters into those exhibiting precision, i.e., the detection
is accomplished at a very accurate position, and those being adaptive,
i.e., a wide detection range exists so the stationary output level is
insensitive to variations in the input. Certainly, a reliable pattern
requires perceptible output amplitude, at least one order of magnitude,
to differentiate the two cell fates (ON/OFF). Here, we imposed the
condition that the output amplitude must be 100-fold. Nevertheless,
there is a clear tradeoff between the bandwidth and the output
amplitude, in the sense that a given output amplitude constrains both
the maximal and minimal bandwidths that the system can attain.
Herein, we considered that the morphogen (the input) interacts at the
genetic level by inhibiting post-translationally the regulatory ability
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of a sensory transcription factor [2]. Similar results can be obtained
if the morphogen induces the degradation of that regulator (e.g.,
proteasome-mediation) or activates it (e.g., phosphorylation). In fact,
such a regulatory mode is not very relevant because of the symmetry
of the transfer function.

First, we sought for patterns with maximal precision (Fig. 3.1a).
This entails a transfer function with a narrow bandwidth. In
Fig. 3.1b, we show the histograms for the kinetic parameters that
characterize all optimal solutions. Remarkably, these histograms are
not dense, indicating that there are few optimal points. In fact,
these histograms correspond to four solution modes, which are the
four I-FFL architectures with a specific parameterization (Fig. 3.1c).
We denote I1-FFL-P, I2-FFL-P, I3-FFL-P, and I4-FFL-P these four
circuits (the P stands for optimized for precision). In Fig. 3.1d,
we plot the transfer, z(u), and sensitivity, Fz(hk), functions that
characterize the behavior of each circuit. These circuits show no
qualitative differences in the two functions, suggesting that the four
architectures are equally good at precision. Indeed, these circuits
rely on a mechanism based on a tradeoff between the two regulatory
branches, which have opposite sign. At high input levels, both
activation and repression branches are inactive (state OFF), and at low
ones both branches are active, accomplishing the state OFF because
repression is dominant. While, at intermediate input levels, the
activation branch is active and the repression inactive (state ON). For
circuits I1-FFL-P and I3-FFL-P, rAND means that the output gene is
expressed in presence of the activator and absence of the repressor
(also called IMPLIES). Interestingly, we found that the C1-FFL
architecture with a combinatorial logic type XOR (i.e., the activators
inhibit each other) and a weak activation from the intermediary gene
to the output is also a solution. With the exclusive logic, this is
in fact an I1-FFL variant. In addition, circuit I2-FFL-P emerged
with either a combinatorial logic type NOR (i.e., the repressors
act independently each other) or XNOR (i.e., the repressors inhibit
each other) and competitive binding. Moreover, circuit I4-FFL-P
emerged with a combinatorial logic type AND (i.e., both activators
act synergistically) and independent binding. We did not obtained
from the landscape exploration further combinatorial logics for circuits
I2-FFL-P and I4-FFL-P, which suggests that such configurations
would not be plausible because they would not introduce the required
tradeoff between the opposite regulatory branches (this can be shown
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mathematically).
Second, we sought for patterns with optimal adaptive response

in the state ON (Fig. 3.1e). This entails a transfer function
with a plateau, which gives definitively a wide bandwidth. In
Fig. 3.1f, we show the histograms for the kinetic parameters that
characterize all optimal solutions. Surprisingly, all kinetic parameters
are highly constrained by the design specifications, which corresponds
to just one solution mode, the I4-FFL architecture with a specific
parameterization (Fig. 3.1g). We denote I4-FFL-A this circuit (here A
stands for optimized for adaptation). In Fig. 3.1h, we plot its transfer
and sensitivity functions. As it can be observed, this circuit has a
wider bandwidth and presents a lower sensitivity to perturbations in
the kinetic parameters at the state ON. The circuit emerged with
a combinatorial logic type AND and cooperative binding, whose
working principle also relies on the tradeoff between the two regulatory
branches. On the light of these numerical results, it could be concluded
that the optimal adaptive response (existence of a plateau) was
structurally encoded by the I4-FFL topology and, in contrast to circuit
I4-FFL-P, modulated by a strong binding cooperation (ω) between the
two activators.

Motivated by the numerical results from the heuristic landscape
exploration, we performed a theoretical analysis to elucidate the
attribute that discriminates the I4-FFL as the central topology
with adaptive performance in the state ON. On the one hand,
mathematically, the one-stripe pattern condition implies that the
output concentration reaches an optimum, which gives the equation
∂uf(u0, y0) +∂yf(u0, y0)∂ug(u0) = 0 where f(u0, y0) is the production
term of z and g(u0) of y in the steady state. Certainly, this can
be satisfied in case of I-FFL circuits, where the sign of the direct
regulatory branch (x to z) is opposite to that of the indirect branch (x
to y to z). This condition only guarantees the presence of an optimum
and not a reliable amplitude level. Together, the specification of a
desired amplitude level (e.g., 100-fold with respect to the basal state)
entails a precise parameterization.

On the other hand, to achieve an absolute adaptive response the
output concentration in steady state has to be input-independent
regardless the values taken by the kinetic parameters. Only the
transient behavior will be affected by such numerical values. For
each topology three possibilities exist although for illustrative purposes
we will focus on the I1-FFL topology. First, the system will show
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adaptiveness when (x∗/θ1)n is the dominant term in the denominator
of f(u, y), being θi a parameter for binding affinity. In this case, there
is a strong activation of x∗ that saturates the production of z, whereas
the repression by y becomes negligible. Second, when the production
of y is linear with x∗ (i.e., x∗ � θ0 and m = 1) and (y/θ2)m is
the dominant term in the denominator of f(u, y). Now, since y is
proportional to x∗, the activation of x∗ on z is counteracted by the
strong repression of y. Third, when the production of y saturates (i.e.,
x∗ � θ0) and the cooperative term ω(x∗/θ1)n(y/θ2)m dominates the
denominator of f(u, y). Analogous derivations can be done for the
other I-FFL architectures.

Fig. 3.2 summarizes all pattern and adaptation conditions for
the four I-FFL topologies. The optimality condition, together with
a specific amplitude level, imposes a strict relation between some
kinetic parameters of the model (mostly those binding-related) and the
concentration values of the species. Nevertheless, only for the I4-FFL
with a combinatorial logic type AND, that condition is independent
of ω, which is free to adopt a given value. This fact is a direct
consequence of the circuit topology and is instrumental to achieve
adaptation at high output levels. By setting a high value of ω we can
ensure the first adaptive condition for the I4-FFL circuit. In this case,
the cooperative term ω(x∗/θ1)n(y/θ2)m dominates the denominator of
f(u, y), yielding a constant function, and hence the pattern condition
is satisfied because ∂uf(u0, y0) = ∂yf(u0, y0).

3.4 Robustness of FFLs: adaptiveness,
parameter sensitivity and noise tolerance

We next explored the consequences of adaptiveness in the sense of
congruent evolution to genetic robustness [32, 33]. For that, we
calculated the susceptibility of the circuit under perturbations in
the input level (Hu) and in the kinetic parameters of the model
(Hk). We focused our study on circuits operating at the state
ON. Here, to calculate the intrinsic susceptibility we just considered
variations in the most important parameters, those related to the
binding affinities between transcription factors and DNA [2]. Indeed,
the amplitude detection mechanism exploits the differences in those
binding affinities, and computational studies on the dorso-ventral
gradient in D. melanogaster embryos have confirmed that these
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parameters mediate the major control on the expression of target
genes [34]. Fig. 3.3 represents the four circuits optimized for
precision (I1-FFL-P, I2-FFL-P, I3-FFL-P, and I4-FFL-P), the one
optimized for adaptive response (I4-FFL-A), and four more suboptimal
circuits (I1-FFL-S, C1-FFL-S, I2-FFL-S, and I3-FFL-S). Whereas
I4-FFL-A achieves optimal adaptive response, it could be argued that
the suboptimal circuits exhibit partial adaptation. In logarithmic
scale, we show a strong correlation between the input and intrinsic
susceptibilities. This fact suggests that the acquired ability of certain
biological systems to be robust against mutations that change their
kinetic properties is a direct consequence of their ability to respond
to environmental perturbations (i.e., environmental robustness). The
I-FFL circuit by means of a tuned balance between the two regulatory
branches allows counteracting by anticipation any perturbation in
the input or in any element upstream the output. However, such a
circuit cannot neutralize perturbations in the synthesis rate of the
output gene. To do so, the circuit would need to introduce a negative
feedback loop (N-FBL) implementing an integral control [18]. In fact,
N-FBLs have been shown to provide robustness in transcription [35]
and metabolic [22, 36] networks, and its combination with I-FFLs can
enhance the robustness performance [22].

In addition to the susceptibility calculations, we carried out a
stochastic analysis to study the robustness of the circuits against
molecular noise [25–28]. We considered an intrinsic source of noise
due to the low number of molecules together with a noisy input signal.
We performed numerical simulations to calculate the noise level in the
output gene at the state ON (Fig. 3.4) for different noise amplitudes
in the input for the optimal circuits (I1-FFL-P, I2-FFL-P, I3-FFL-P,
I4-FFL-P, and I4-FFL-A). Essentially, noise in gene expression can be
decomposed into three terms, one intrinsic that is Poissonian for genes
without self-regulation, another due to propagation effects, and a third
extrinsic one accounting for sources common to all species [27]. In our
case, we did not consider extrinsic noise, and the propagation term
accounts for noise directly resulting from the input (Nu) and noise
coming indirectly via the intermediary element (Ny). These terms are
proportional to their susceptibilities. Then we can write the expression
η2
z = 1/z0 + Nu + Ny for noise in the output. Circuits with similar
transfer functions have similar susceptibilities, however noise tolerance
is structure-dependent. Indeed, at the state ON, the concentration of
the intermediary element is low for circuits I1-FFL-P and I2-FFL-P
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Figure 3.3: Adaptiveness versus parameter sensitivity. Correlation between
the input and intrinsic susceptibilities (Hu and Hk respectively) in natural
logarithmic scale, where each circle corresponds to one circuit. For this plot,
to calculate Hk we considered the parameters θ0, θ1, θ2, and ω. We represent
the four circuits optimized for precision (I1-FFL-P, I2-FFL-P, I3-FFL-P and
I4-FFL-P), the one optimized for adaptiveness (I4-FFL-A), and four more
suboptimal circuits (I1-FFL-S, C1-FFL-S, I2-FFL-S and I3-FFL-S). The
value of r corresponds to the linear correlation coefficient (solid line obtained
by linear fit).

because this gene represses the output, whereas it is high for circuits
I3-FFL-P and I4-FFL-P as in these cases it activates the output.
This fact entails that the term Ny is higher for circuits I1-FFL-P
and I2-FFL-P than for circuits I3-FFL-P and I4-FFL-P, since noise
is inversely proportional to concentration. As we can observe, noise
increases in circuits optimized for precision with randomly fluctuating
input signals, whereas circuit I4-FFL-A is highly insensitive to such
stochastic events, maintaining a constant Poissonian noise level (ηz '
1/z0). This can be rationalized knowing that Hu ' Hy ' 0 for this
circuit. For high input fluctuations (ν = 4), we have Nu � Ny thereby
precise circuits show similar noise levels.
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Figure 3.4: Noise tolerance for optimal designs. Noise in output expression
(η2

z) for different FFL circuits due to intrinsic effects and several noise levels
at the input; ν represents the corresponding Fano factor.

3.5 Discussion

The knowledge of the dynamical properties of different fundamental
regulatory networks is crucial to infer the selective pressures that the
cell has suffered during its evolution. In fact, although the kinetic
parameters are important to determine the dynamical behavior, a
network topology by itself can determine or constrain the dynamics
and provide structural sources of robustness [19–21] or noise tolerance
[37]. Why a precise regulatory motif is prominent in Nature, whereas a
functionally analogous circuit (same behavior but different topology)
is less abundant or even not found, remains an intriguing question.
Certainly, depending on the biological demands, a particular circuit
will be more favorable for the cell. Regulatory networks based on
I-FFLs can operate in a dosage-response manner to generate one-stripe
spatial patterns. More complex (multiple-stripe) patterns can be
obtained by interplaying several I-FFLs [9]. In fact, the segmentation
network of D. melanogaster involves several cascades of genes that
allow obtaining these banding patterns. For instance, while the
gap genes form a one-stripe pattern, the downstream elements, such
as the pair-rule or segmentation genes, give multiple-stripe patterns
[38, 39]. Importantly, this supports the modular organization of
the regulatory networks by which complex functions are reached by
interconnecting small units. The four I-FFL architectures, with a
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proper parameterization, can operate with maximal precision having
similar input and intrinsic susceptibilities. However, noise at the state
ON is eventually higher for circuits I1-FFL-P and I2-FFL-P due to
the monochromatic regulatory mode of the sensor, which leads to a
repression exerted by the intermediary element. Remarkably, only the
I4-FFL topology is able to provide adaptiveness at the state ON (while
the four architectures can give an adaptive response at the state OFF).

In a recent work, Cotterell and Sharpe proposed different
three-gene topologies, not necessarily FFLs, to produce one-stripe
patterns [40]. Using a systematic design procedure, these authors
found new structural elements for reading morphogen gradients and
controlling developmental genetic units, some of which should still be
discovered in vivo. Furthermore, the combination of these elements
can enlarge the repertoire of circuit topologies and increase the
level of robustness. However, unless bistable-like circuits, these
topologies were essentially based on I-FFLs. Furthermore, some
canonical functional topologies were mislaid, such as the I4-FFL,
indeed because the search algorithm used by Cotterell and Sharpe
did not account for synergistic actions (e.g., promoters type AND).
Herein, our design procedure has resulted more sensitive to study
the transcriptional FFLs and has allowed us to refine such general
approaches for a comprehensive study. Our model accounts for
the intracellular circuit dynamics under certain level of an external
signal and without tolerating the diffusion of proteins. In this sense,
Cotterell and Sharpe illustrated that protein diffusion resulting in a
cell-to-cell communication weakly affects noise tolerance but results
into a mechanism that allows tuning the position and bandwidth of
the stripe. Interestingly, diffusion affects the bandwidth differently
depending on the circuit structure. Therefore, a logical further step
concerning adaptiveness would be to study the addition of more
regulations over single FFLs, the effect of diffusion and the signaling
at the intermediary gene level to obtain a widespread analysis of
the different genetic architectures that allow reading gradients and
generate one-stripe patterns.

In addition, the I-FFL motif is also found in simple organisms
that do not require the formation of spatial patterns (e.g., bacteria
or yeast). In this case, the filtering device normally operates at
one state, and switch to the other state after environmental changes.
According to the Savageau’s demand principle [41], the mode of gene
regulation should entail a maximization of the usage (binding to
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DNA) of the transcription factors; otherwise, the regulators are lost
during evolution. On the one hand, in circuits based on I1-FFL and
I2-FFL topologies operating at the state ON only one regulator is
functional, whereas in case of I3-FFL and I4-FFL topologies the state
ON requires the function of the two regulators. This relates to the
fact that in the I1-FFL and I2-FFL the sensor has a monochromatic
regulatory mode, whereas for the I3-FFL and I4-FFL it acts as
activator and repressor simultaneously. Hence, it would be expected
that circuits operating at the state ON were preferentially based on
I3-FFL and I4-FFL and were present within the regulatory map of
highly demanded biological functions, such as central metabolism or
transcription-translation machinery. On the other hand, only the
I1-FFL entails the functionality of the two regulators at the state
OFF but for low input levels, since we are considering that the input
post-translationally inhibits the sensor. Then, circuits operating at
the state OFF would be mostly based on the I1-FFL and would
control genes of low demand (e.g., secondary metabolism) or genes
that need to be activated in specific situations such as stress responses
or during development. Interestingly, I1-FFL architectures are the
most abundant ones in bacteria and yeast [12], being reasonable that
this abundance is a consequence of the specialization of the I-FFL to
operate as time pulse generator and keep the expression of its target
genes tightly suppressed in absence of external stimuli.

One open question that arises from our results is if given the
properties of robustness associated to I4-FFLs, their abundance as
regulatory module could be considered as an exaptation (an spandrel
in S. J. Gould usage) that results from selection of larger and more
complex network structures or, perhaps, as a direct consequence
of selection for increased robustness [42]. In this second case, the
consequent relevant question is how robustness mechanisms were
selected for. If buffering mechanisms minimize the effect of every
possible mutation, they will operate on the mutations created, thus
making them invisible to natural selection and hence preventing their
spread in the population. A possible solution to this paradox is that
mutational robustness is a side effect of selection for mechanisms that
buffer environmental perturbations [32, 33]. Our observation that
when selection against adaptiveness was imposed, the optimal design
I4-FFL-A was also robust against parameter perturbations (equivalent
to mutational effects on catalytic/binding properties) gives further
support to this possibility. Therefore, the recurrent inference of the
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design principles that confer adaptiveness to organisms would clarify
our understanding of the causes of robustness to genetic perturbations
and noise.

The following publication holds the contents presented in this
chapter

• Rodrigo G, Elena SF (2011) Structural discrimination of
robustness in transcriptional feedforward loops for pattern
formation. PLoS ONE, 6: e16904.

Further reading

• Rodrigo G, Carrera J, Elena SF, Jaramillo A (2010) Robust
dynamical pattern formation from a multifunctional minimal
genetic circuit. BMC Syst Biol, 4: 48.
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Chapter 4

Integral control networks:
a natural design

Nature laughs at the difficulties
of integration.

– Pierre-Simon Laplace

Mathematical models of natural networks can help in our
understanding on why genes interact and unveil the underlying control
structures. In this chapter, we study plant gravitropism as an example
of biological integral control, and analyze the integration of hormone
signaling and gene regulation.

4.1 The case of plant gravitropism
Living organisms have the ability of sensing and processing many
environmental signals to act accordingly. For this purpose, organisms
have developed a potent sensory machinery that, coupled to the
appropriate signaling circuits, can trigger specific cellular responses.
The capacity of an organism to adapt to varying environmental
conditions therefore depends on several intrinsic properties established
by the topology of the networks involved in this response. Plants
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display a particularly good adaptive ability, and it has been proposed
that this advantage may rely on the architecture of their signaling
networks [1]. Among all external stimuli, gravity is invariant and
plants use it as a reference for the orientation of the growth of their
organs. For instance, plants placed in a horizontal position reorient
growth of the aerial part in the direction opposite to the gravity vector.
According to the early Cholodny-Went theory [2], the perception of
a change of position with respect to the gravity vector triggers the
formation of a gradient that determines differential growth rates on
either side of the organ, thus causing the formation of a curvature
and the reorientation of the whole organ. More recent work has
established that this gradient is formed by differential distribution of
the phytohormone auxin [3, 4]. In aerial tissues, auxin accumulation
triggers a cascade of molecular events [5–7] that ultimately promote
the expression of growth-related genes in one side of the organ subject
to the gravitropic stimulus.

Although the auxin gradient is instrumental in the differential
promotion of growth, the phytohormones gibberellins have been
recently involved in the regulation of the response to gravity [8, 9].
Gibberellins are well-known growth-promoting hormones [10, 11] that
sometimes act as a subsidiary signal for auxin [12]. However, in the
case of the gravitropic response, they display a counterintuitive effect
because they delay reorientation, and they do so by attenuating auxin
signaling through the transcriptional regulation of an auxin signaling
element [9]. According to these recent experiments, we propose the
construction of a mathematical model to study the combined effect of
the two hormones on plant gravitropism and make predictions of the
expected behavior under different conditions.

Given the complex interactions that modulate the gravitropic
response, we have attempted to elucidate the quantitative and
dynamical properties of the signaling circuit by modeling the molecular
interactions that subtend this response. We have paid particular
attention to the type of control mechanism in the circuit, and to
the capacity of the circuit to generate noise in gene expression.
How cell fate is switched by environmental stimuli and how precise
molecular interactions implement a control on plant physical behavior
are intriguing questions herein we have addressed. Here we present
a stochastic dynamical model to dissect the particular hormonal
interplay, between auxins and gibberellins, which is key for plant
behavior under gravitropic stimuli. The whole model consists of a
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GAs - 

Figure 4.1: (a) Schematic representation of the genetic network that controls
gravitropism in plants. Dotted lines denote transcription regulations. The
network involves auxins (AUX) and gibberellins (GAs), two central hormones
in plant signaling, auxin/indoleacetic acid-induced proteins (Aux/IAA,
labeled as IAA), auxin-response transcription factors (ARF), DELLA
proteins, and cell expansion proteins (EXP). AUX promote the degradation
of IAA proteins and GAs control negatively the synthesis of DELLA proteins.
Letters denote kinetic parameters of the model. (b) Simplified regulatory
network, involving two genes (y and z) and one hormone (x). See the text
for a complete explanation. (c) Planar representation of the plant organ.
The gravity vector leads to a differential accumulation of auxins, represented
by small circles.

molecular description of gene interactions, assumed in quasi-steady
state, together with a physical model accounting for the reorientation
of the plant. We have analytically developed the model to illustrate
an integral control mechanism and to obtain a theoretical prediction
of noise in gene expression.

4.2 Modeling at molecular and physiological
levels

Although gravitropic reorientation affects a whole organ including
multiple cell types, experimental observations lead to the assumption
that gravity is perceived in the endodermis [9, 13] and that the
molecular interactions that initially regulate the gravitropic response
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occur in these cells (Fig. 4.1a). Cell expansion is accomplished
by expressing growth-related genes (e.g., expansins and others) that
drive the elongation of the plant. These genes are activated by
auxin-response transcription factors (ARFs) [14, 15], a pivotal family
of transcriptional regulators in plants, and repressed by the action
of DELLA proteins [9], which are a family of putative regulators
that inhibit the cell proliferation and expansion. ARFs also activate
transcription of auxin/indoleacetic acid-induced (Aux/IAA) proteins
[14, 15], which implement a post-translational negative feedback loop
providing robustness to system [16, 17]. Although in some cases
hormonal signals might slightly influence on the expression of ARFs
[18, 19], here we assume that it does not depend on auxins or
gibberellins and then the total amount of ARFs is taken constant
[15]. In addition, ARFs and Aux/IAA proteins form homo- and
heterodimers, although the kinetics for heterodimerization is much
faster [20]. This regulatory loop is closed by the action of auxins,
which trigger the degradation of Aux/IAA proteins by the proteasome
through the formation of a complex between the hormone, the auxin
receptor, and the target Aux/IAA protein [5, 21]. The hormonal
crosstalk between gibberellins and auxins emerges due to gibberellins
repress the synthesis of DELLA proteins, and, as recent investigations
have shown, DELLA proteins down-regulate Aux/IAA proteins and
moderate the response to the auxin gradient induced by gravity [9].

Based on these interactions, we construct a reduced molecular
model (Fig. 4.1b) defined by differential equations involving the
concentration of auxins (x, dimensionless variable), ARFs (utot, total
amount), Aux/IAA proteins (y), and the generic gene (referred just
as expansins for the following) activity executing cell expansion (z).
In the model, auxins just promote the degradation of Aux/IAA
proteins, and the effect of gibberellins by means of DELLA proteins is
reduced to coefficients that modulate the protein synthesis rate. The
deterministic dynamics are governed by

dy

dt
= αΓyf1(y)− xy − y,

dz

dt
= αΓzfm(y)− 1

τ
z,

(4.1)

where α is the maximal synthesis rate, Γy and Γz the repression
coefficients of DELLA over Aux/IAA proteins and expansins
respectively, and f1(y) and fm(y) the regulatory functions of ARFs.
Notice that these functions also depend on utot. Variations in the
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levels of gibberellins are set by changing the values of Γy and Γz.
For normal levels of gibberellins we just set Γy = Γz = 1, whereas
for low levels of this hormone DELLA proteins are up-regulated and
they can exert the repression resulting in Γy ≤ Γz < 1 (we also
assume that the repression over Aux/IAA proteins is stronger than
over expansins). Time is conveniently rescaled by the degradation
coefficient of Aux/IAA proteins, while τ accounts for the higher
stability of expansins. We assume that auxins do not saturate the
proteolytic degradation of Aux/IAA proteins and that the kinetics of
this process is equivalent to that of thermodynamic degradation [21].
The values of the model parameters are shown in Table 4.1.

By exploiting the different time scales (binding reactions are much
faster than protein synthesis) and assuming much faster kinetics for
heterodimerization (µ � ρ), we obtain the expression for the free
amount of ARFs

u(y) = 1
4ρ(

√
1 + 8ρ(utot − y)− 1), (4.2)

for y < utot, and u = 0 elsewhere. In addition, the transcriptional
activation function of ARFs (assumed of Hill-type) reads

fh(y) = u(y)n

(hK)n + u(y)n , (4.3)

where n is the Hill coefficient, K is the protein-DNA binding
coefficient, and the activation threshold of transcription can be
modulated using different values of h. Herein, we consider h = 1
for Aux/IAA activation, whereas h = m for expansin activation.

We simulate the model to study the sensitivity of the kinetic
parameters in the stationary regime (Fig. 4.2). The stationary
solution is given by y0(1 + x0) = αΓyf1(y0) and z0 = ταΓzfm(y0),
where y0 and z0 denote the steady state values. Certainly, the level
of Aux/IAA proteins is fundamental to determine the functioning
point, and this is controlled by three elements in the circuit: auxins,
gibberellins (via DELLA proteins), and ARFs. The accumulation
of auxins decreases the abundance of Aux/IAA proteins, whereas
higher levels of DELLA proteins (modeled by Γy ≤ Γz < 1) boost
the expression of expansins and their differential expression (∇z)
computed between the two sides of the elongating plant organ.
In fact, the differential growth remarkably reaches a maximum at
certain level of DELLA proteins, higher than in the wild-type case.
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Figure 4.2: Simulation of the molecular model in the deterministic regime
for a fixed amount of auxins (x0). (a) Synthesis rate of Aux/IAA proteins
for different levels of them (y0) showing a repressive function. Dotted lines
show the degradation of Aux/IAA. (b) Expression of cell expansion genes (z0)
versus the auxin amount. Differential expression of expansins (∇z) versus
(c) the repression coefficient of DELLA on Aux/IAA proteins (Γy) and (d)
the parameter that accounts for the relative ARF-DNA binding affinity (m).
If not specified, kinetic parameters take values from Table 4.1.

Although DELLA proteins directly repress the expansion genes, their
action over the self-repressed Aux/IAA proteins counteracts that
effect. Accordingly, we corroborate that the accumulation of auxins
stimulates elongation as a direct consequence of the up-regulation
of cell expansion genes, which is also in tune with the experimental
evidence [3].

As mentioned, the ability of plants to describe curve trajectories
relies on a differential growth in both sides of the elongating organ
(planar projection), caused by a differential accumulation of auxins
induced by the gravity action (Fig. 4.1c) [26]. For simplicity, we
consider a linear distribution of auxins along the transversal axis.
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This distribution depends on the angle of the plant with respect to
the vertical (θ). Certainly, when the plant is straight (θ = 0) the
auxin distribution is symmetric. At maximal bending (θ = π/2)
the ratio of auxins between the two sides is also maximal and has
been experimentally estimated to be at most the double [3, 4]. By
continuity, we assume that the total amount of auxins (xtot) is
constant, being xdown(θ) = ζ(1, θ)xtot and xup(θ) = ζ(0, θ)xtot. To
achieve that xdown(0) = xup(0) = xtot/2 and that xup(π/2) = ζ0xtot,
the distribution ζ follows ζ(r, θ) = r+ (1−2r)(1

2 −
θ
π + 2θ

π ζ0), where ζ0
is the minimal proportion of auxins in the upper flank (to obtain this
expression we have assumed a linear distribution). The maximal auxin
ratio is given by 1/ζ0 − 1. Hence, ∇z(θ) = z(xdown(θ))− z(xup(θ)).

As stated above, we consider that elongation is proportional to the
level of expression of elongation genes at a given position (up or down)
and orientation (θ). Since this expression is modulated by the levels of
auxins and a change in the angle provokes a redistribution of auxins,
the physiological response is time-coupled to the dynamics of the
genetic circuit. Thus, by considering that the differential elongation
provokes the curvature of the organ [2], the dynamics follows

dθ

dt
= λ
∇z(θ)
D

, (4.4)

where λ is the elongation rate relative to the expression of expansins,
and D the organ diameter. We also define a physiological
dimensionless time T = tλ/D. We assume that the physiological time
scale is greater than the molecular one and, hence, the concentrations
of the relevant molecules in the cell are considered to have reached their
steady states. We use these values to compute the elongation and the
corresponding degree of reorientation at each time step. Moreover,
the diffusion of auxins is sufficiently rapid, as is the protein synthesis,
to ensure the decoupling of the time scales, which supports the fact
of assuming the molecular system in quasi-steady state. Indeed, the
diffusion coefficient of auxins is ∼ 10−3 mm2/s [27], then for a space
of ∼ 1 mm we have a diffusion time of ∼ 20 min, which is of the order
of the half-life of Aux/IAA proteins.

Having such a physical description, we couple this with the
molecular model to simulate the gravitropic response. Given that the
position of DELLA proteins in the regulatory circuit could contemplate
the possibility of both a positive and a negative effect of gibberellins
upon the gravitropic response, we investigated the dynamics of organ
reorientation with our model under two hypothetical control strategies
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Figure 4.3: Dynamic plant response in a simulated experiment under
gravistimulation (plant artificially rotated 90◦), (a) for two control strategies
modulated by gibberellins (S1 for low levels and S2 for high levels of DELLA
proteins), and (b) for different amounts of total ARF ptoteins (utot). The
rest of the parameter values are shown in Table 4.1.

involving gibberellins: one (S1) for low levels of DELLA with Γy = 1
and Γz = 1 (wild-type scenario, with normal levels of gibberellins), and
other (S2) for high levels of DELLA with Γy = 0.5 and Γz = 0.75 (with
low levels of gibberellins). Accordingly, we simulate the dynamics
of the organ reorientation under gravistimulation, where the plant is
artificially rotated 90◦ (Fig. 4.3). Interestingly, our model predicts
that the speed of the response would be higher in S2 than in S1. In
fact, this discrepancy could be higher since DELLA proteins enhance
the gradient of auxins by means of the activation of efflux carriers [28].
While the repression over expansins by DELLA (Γz) gives a monotonic
effect, the repression over Aux/IAA (Γy) entails an optimal point in
the reorientation ability. Also, the higher stability of expansins (or the
higher degradation of Aux/IAA proteins) would allow a more rapid
tropic response. In addition, we investigated the effect of the total
amount of ARFs (utot). Our model predicts that multiple knockouts
in some genes of the ARF family [18] would also cause a decrease in
the speed of the response. In that way, this genetic engineering could
counteract deficient levels of gibberellins in the system. Remarkably,
these predictions have been confirmed in parallel experimental work
[9]. Therefore, our model finely predicts the plant gravitropic response
based on simple molecular interactions and allows depicting the role
of gibberellins (attenuation of the speed of reorientation) in such a

81



response.

4.3 Integral control and stochasticity
Biological systems, like in mechanics or electronics, implement
automatic control strategies to accommodate the developmental
behavior to the environment or to be robust under perturbations. The
automatic control allows a continuous sensing of the output (z) and
acting over the input (x) to maintain the reference state (θ0 = 0) [29].
In control theory, a system is assumed in equilibrium and subjected to
external perturbations that can alter the desired mode of operation.
Control loops are designed to automatically correct such perturbations
over the system. In that way, does the network of genetic interactions
that governs the tropic plant response provide the expected robustness
[16] in biological systems? This depends on the network topology
and a proper parameterization ensuring the stability of the control
system. At first sight, the network consists in a negative feedback
loop, which has been demonstrated in other systems to be responsible
of implementing an integral control (Fig. 4.4). This type of control
uses the past trajectory to compute the deviation with respect to the
reference value (steady state), and, in our case, perturbations in the
auxin level could be counteracted [30].

To dissect the control structure and study its stability, we apply
the Laplace transform (̂. with domain variable s) on the system (Eqs.
4.1) linearized around the steady state, to have

(φ+ s)∆ŷ = −y0∆x̂,
(1/τ + s)∆ẑ = αΓzf ′m(y0)∆ŷ.

(4.5)

where φ = 1 + x0 − αΓyf ′1(y0) (f ′ denotes derivative). The basic
scheme of control of a system consists of a sensor-controller that
implements the negative feedback loop. In our case, the system
consists of two subsystems (represented by the states of two proteins)
and the sensory machinery is implemented by the plant through a
spatial hormone gradient. Gravity modulates the level of auxins in
both sides of the organ to lead to reorientation. Here, the system is
of second-order, whereas the global system is of third-order due to the
integral sensor-control. Thus, the stability condition (necessary and
sufficient) is reduced to 3.2·109m2K6 > τα3u4

tot (by imposing negative
roots of the system). In the particular case of choice of parameters
shown in Table 4.1, the stability condition is satisfied.
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Figure 4.4: Control diagram (negative feedback loop) implemented in plants
for gravitropic response (Eqs. 4.5). In this case, .̂ represents the Laplace
transform, and s the corresponding domain variable.

Hence, perturbations in the level of auxins are corrected to guide
the system to the reference state. In addition, gibberellins modulate
the magnitude of the response, in such a way that the accumulation of
DELLA proteins during the deficiency of gibberellins accelerates the
corrective response. In fact, what gibberellins control is ultimately
the transient time to reach a symmetric auxin distribution along
the organ transversal. In that case (S2), random fluctuations in
auxin levels could induce a disproportional response. However, the
strategy S1 (the natural one) appears to provide a more flexible control
(i.e., slower corrective response) over the tropic response to overcome
possible stochastic effects on hormonal signaling. In addition, if the
redistribution of auxins is caused by light stimuli, a more flexible
control would allow a higher bending during shade avoidance.

Our analysis of the model indicates that the main result of the
gibberellin regulation in the circuit that regulates gravitropism is
to modulate the sensitivity to auxin in the cells that perceive and
respond to gravity. To investigate if the topology of the circuit
provides additional regulatory features to the system, we examined
the stochasticity of it and specially how this affects the expansin
expression as the final output. The topology of the circuit suggests
that gibberellins could modulate the sensitivity to auxins. Can
different levels of gibberellins significantly influence noise tolerance?
Hence, we further investigate the noise propagation in single cells
from auxins to expansins via Aux/IAA proteins, and the effect that
gibberellins exert in such a noise propagation.

For this purpose, we adopt a Langevin formulation to account
for stochastic events [31]. Now, the system of differential equations
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accounting for molecular noise (intrinsic and extrinsic) reads

dy

dt
= αΓyf1(y)− xy − y + ξy(t) + ξg(t),

dz

dt
= αΓzfm(y)− 1

τ
z + ξz(t) + ξg(t),

(4.6)

where the stochastic processes ξy(t) and ξz(t) account for the intrinsic
noise, whereas the common process ξg(t) for the extrinsic noise.
According to previous experimental results [32], the autocorrelation
time for the intrinsic noise is very small and therefore we can assume
that their statistics are 〈ξi(t)〉 = 0 and 〈ξi(t0)ξi(t0 + t)〉 = q2

i δ(t)
for i = y, z, where 〈.〉 represents the ensemble average. However,
the autocorrelation time for the extrinsic noise is of the order of the
protein half-lives [32], so we assume 〈ξg(t)〉 = 0 and 〈ξg(t0)ξg(t0 +t)〉 =
q2
g

1
2τ e
−|t|/τ . For auxins, we consider a distribution with 〈x(t)〉 = x0 and

〈∆x(t0)∆x(t0 + t)〉 = x0q
2
x

1
2τ e
−|t|/τ . Here, we take the approximation

of mean field theory, assuming a perturbative regime, by which the
dynamics is decomposed as z(t) = 〈z(t)〉 + ∆z(t), where mean value
is the deterministic solution (〈z(t)〉 = z0), and the perturbative term
only depends on the mean field. Hence, we have q2

y = 2y0(1 + x0) and
q2
z = 2z0/τ . Besides, qx and qg are free parameters that control the
amplitude of the auxin and extrinsic (global) noise.

We define noise as η2
z = 〈∆z2〉/z2

0 , which can be analytically
calculated taking advantage of the previous considerations. Thereby,
being φ� 1/τ and introducing A = −αΓzf ′m(y0), it turns out

η2
y = 1 + x0

φy0
+ x0

2φ(τφ+ 1)q
2
x + 1

2φ(τφ+ 1)y2
0
q2

g ,

η2
z = 1

z0
+ τ2A2y2

0
2z2

0
(η2

y −
1 + x0

φy0
) + (1

2 −
τA

τφ+ 1) τ

2z2
0
q2

g .

(4.7)

In essence, noise can be decomposed into three terms, one intrinsic
to the gene (mostly Poisson-like), another due to propagation, and
one last extrinsic due to global effects that are common to all
species [33]. Certainly, the stochasticity arises from a low number of
molecules, which induces fluctuations in gene expression. To study
noise propagation, we plot the noise in protein concentrations for
different amounts of auxins (Fig. 4.5). For negligible noise levels
in auxins (qx = 0), noise in expansins is mostly Poissonian in absence
of extrinsic sources, indicating that propagation events from upstream
proteins are not significant. In fact, in this case, the noise in expansins
is basically inversely proportional to the noise in Aux/IAA proteins
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Figure 4.5: Noise in expansin expression (η2
z) and Aux/IAA protein

expression (η2
y) versus the mean auxin amount (x0), for two control strategies

modulated by gibberellins (S1 for low levels and S2 for high levels of DELLA
proteins). (a,b) No noise in auxins and no global noise (qx = qg = 0), (c)
Poissonian noise in auxins (qx = 1) and no global noise (qg = 0), and (d)
noise in auxins and global noise (qx = qg = 1), where dotted lines correspond
to expansins with low stability (τ = 1). The rest of the parameter values are
shown in Table 4.1.

(1/η2
z ∝ η2

y ∝ x0). Since the level of auxins positively correlates
with the expression of expansins, its noise will decrease with auxins,
thus reducing the variability in the cells located in the lower side
of the organ. However, for high noise levels in auxins (qx = 1),
there is a maximum in the noise in expansins at intermediate auxin
amounts, due to the tradeoff between the intrinsic and propagation
terms (η2

z ∝ p(x0)/x0, being p a quadratic polynomial). This is
interesting because small perturbations in the amount of auxins could
lead to notable changes in noise in expansins. In addition, our model
predicts that deficient levels of gibberellins (i.e., high levels of DELLA
proteins) would entail a reduction of the noise in protein expression,
which could reduce the variability in the physiological response of a
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population of plants gravitropically stimulated. Very strikingly, this
prediction on the variability in the physiological response has been
confirmed in parallel experimental work [9].

4.4 Discussion

In this chapter, we have proposed a model, based on nonlinear
dynamics and stochastic modeling, to show how plants have
programmed an integral control by coupling transcription circuits
with hormonal signaling. Importantly, our molecular model integrates
a novel regulatory interaction, the repression of the expression of
Aux/IAA proteins (encoding auxin signaling elements) by DELLA
proteins (which are gibberellin signaling elements). This interaction
has been shown to affect gravitropic reorientation in etiolated seedlings
[9], and our model establishes that the mechanism relies in the
generation of a negative feedback loop involving the two hormones that
implements a system of integral control. Interestingly, as in bacterial
chemotaxis, such a control strategy is generally responsible for perfect
adaptation, by which the output of the system always reaches its
operating point after a transient response when varying the input level
[30]. Alternative modes to regulate the auxin level by other types of
control, such as the proportional control, would not return the system
to the reference state, being the output level in steady state dependent
on the input signal. On the other hand, an integro-derivative control
could give a finer strategy, since it can anticipate the future of the
signal. However, such a control is not applicable to real systems
that are subjected to random fluctuations, since for a noisy signal
the derivative control stage would introduce an undesirable deviation.

Hormones are known to redundantly regulate gene expression
during plant development. Crosstalk between hormones has been
generally depicted as occurring at the level of signal transduction,
although more recent molecular evidence points to multiple integration
points including gene regulation [34, 35]. The circuit that we have
modelled here represents a mechanism in which signal transduction
and gene regulation are intertwined, and in fact transcriptional
regulation becomes an integral part of the feedback regulatory module
that provides plasticity to the output trait.

Recently, a deterministic mathematical model of the regulatory
feedback loop of auxins was developed, but without coupling to
a physical model of plant reorientation, to analyze the dynamical
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features of the system [17]. Our model simplifies the underlying
complexity to capture the essential elements that play in the
gravitropic response, and it allows us to predict the physiological
response under molecular changes. In addition to the role of
gibberellins as modulators of auxin sensitivity, the analysis of our
model highlights a previously unsuspected feature of the hormonal
circuit that regulates gravitropic respones: the positive effect of
gibberellins upon noise propagation. This occurs in such a way that
gibberellins are found to decrease the response to gravity, and also
increase the variance of this response, and both phenomena have been
confirmed in vivo [9]. Interestingly, the increase in noise propagation
represents an intrinsic property of the regulatory circuit studied here,
and it is caused by the incorporation of high levels of gibberellins into
the circuit. From this perspective, our analysis suggests for the first
time a molecular basis for noise generation in the biological response
to gravity.

Finally, one question that becomes relevant from a biological point
of view is why Nature has selected a molecular mechanism that
attenuates the ability of plants to respond to gravity, which is an
important environmental cue that determines growth orientation. In
other words, what selective advantage is provided by this attenuation?
In this particular case, one possibility is that the generation of variance
in gravitropism allows the individuals to respond in a more precise way
towards light cues, for instance when seedlings emerge from the soil
or during shade avoidance [36]. In general, our results suggest that
partially redundant signaling pathways might impinge on each other
not just to regulate the magnitude of the response, but to maintain
an elevated degree of plasticity from individual to individual [37].

The following publication holds the contents presented in this
chapter

• Rodrigo G, Jaramillo A, Blázquez MA (2011) Integral control of
plant gravitropism through the interplay of hormone signaling
and gene regulation. Biophys J, 101: 757-763.
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Chapter 5

Balance of integral and
derivative control
strategies

Not to anticipate
is already to moan.

– Leonardo da Vinci

RNA silencing constitutes a control mechanism to eliminate
undesired RNA molecules, in particular RNA viruses. In this chapter,
we show how a mathematical model of this network, in addition to help
in our understanding on the dynamics of viral infection, illustrates
a balance between integral and derivative control in RNA silencing
and provides further understanding of the evolved viral strategies to
subvert such a control mechanism.

5.1 The case of RNA silencing

The underlying working principle of RNA silencing relies on
the repressive action triggered by the intracellular presence of
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double-stranded RNAs (dsRNA) [1] (Fig. 5.1). In the case of
single-stranded RNA viruses (ssRNA), dsRNAs are byproducts of
genome replication mediated by virus-encoded RNA-dependent RNA
polymerases (RdRp). During viral genome replication, the dsRNA
intermediates become the target of the first component of the silencing
pathway, DICER, a type-III RNase that degrades these dsRNA
into units of 21 to 24 nucleotides called small interfering RNAs
(siRNAs) [2]. Subsequently, the cellular RNA-induced silencing
complex (RISC), that contains the argonaute (AGO) endonuclease
[3], loads the antisense siRNAs resulting in an active form. Using
the antisense siRNA as a guide, AGO cleaves the target viral
ssRNA [4]. Furthermore, in a secondary cycle of amplification, the
host RNA-dependent RNA polymerase VI (RDR6) uses siRNAs as
primers, together with partially degraded ssRNAs, to produce long
dsRNAs that serve as new substrates for DICER, a process known
as transitivity [5]. Then, siRNAs systemically move from cell-to-cell
immunizing new cells against infection [5, 6]. Given the properties
of the RNA silencing pathway (specificity and amplification), it
represents a sort of innate immune system for plants [7, 8].

Not surprisingly, viruses have evolved strategies to actively evade
the RNA silencing surveillance while promoting their own replication
[9]. Many viruses encode a suppressor protein (viral suppressor of
RNA silencing or VSR) that interacts with elements of the silencing
pathway blocking it [10–12]. The targets of these VSRs within the
RNA silencing pathway are diverse: DICER, the dsRNA, the siRNA,
RISC, or the systemic signal [8, 9, 13, 14] (Fig. 5.1). For example,
the helper component-protease (HC-Pro) encoded by the Potyvirus
works as suppressor by sequestering siRNAs [15–18]. This binding
prevents the incorporation of siRNAs into RISC. Furthermore, by
also binding plant endogenous micro-RNAs (miRNA) and controlling
the expression of other genes, HC-Pro may interfere the expression
of DICER proteins [19, 20], reducing the degradation of dsRNAs
and, thus, favoring potyvirus replication. Similarly, the Nodavirus
B2 suppressor also sequesters siRNAs [9]. The Tombusvirus P19 and
Cucumovirus 2b suppressors interfere with the systemic spread of the
24 nucleotides siRNAs produced by DCL3 [21]. Some suppressors
act on RISC, either avoiding the upload of siRNAs into AGO, like
the Closterovirus P21 [22], by binding to AGO1 and avoiding its
interaction with other proteins required to assemble the RISC, as
the coat protein (CP) of Tombusvirus [23], by inhibiting the RISC
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Figure 5.1: Schematic representation of the RNA silencing pathway and
its interaction with viral replication. RNA viruses encode for replicase,
suppressors of silencing (VSR) and coat proteins for virions. Three types
of suppressors are considered in the scheme: suppressors of DICER (I),
sequesters of siRNA (II), and suppressors of RISC (III).

activity after its maturation, like the Begomovirus AC4 [24], or by
targeting AGO for degradation, as it is the case for Polerovirus P0
protein [25, 26]. It has also been recently shown that V2 suppressor of
Geminivirus competes with SGS3, a key component of the secondary
cycle of siRNAs amplification, in binding dsRNAs and thus interferes
with transitivity [27]. Finally, the CP of some carmoviruses [28] and
the P14 of Aureusvirus [29] can also bind long dsRNAs, resulting in the
protection of the intermediaries of replication from DICER activity.
Accordingly, VSRs have been divided into three families [14]: (i)
those enhancing within cell virus accumulation, (ii) those essential
for cell-to-cell movement but dispensable on virus accumulation in
single cells, and (iii) those that facilitate virus long-distance movement
and/or intensify disease symptoms but are not essential for viral
replication and cell-to-cell movement.

The first mathematical models of the RNA silencing pathway
focused on aberrant cellular mRNA as triggers of the silencing response
[30, 31]. More recent models considered viral RNAs as triggers of the
response and focused on virus spread in the plant [32]. However, on
the one hand, these studies did not analyze in detail the possible effect
that different viral suppressor strategies may have in the outcome of
the interaction. On the other hand, although many several kinetic
models of intracellular growth have been proposed for different viruses,
none of them specifically incorporates the silencing response [33–37].
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Herein, we perform a dynamical analysis of viral RNA accumulation
under central parameter values of the infection, modeling the pathway
shown in Fig 5.1 by differential equations. The system can reach two
different stationary states (virus silencing or virus replication). In this
case, we cannot apply perturbation theory to analyze the dynamics
of the system, because a perturbation (one viral particle infects the
cell) can lead the system to a different state (virus accumulation and
spread).

5.2 Mathematical modeling
We constructed a simple mathematical model based on nonlinear
differential equations involving the following species: ssRNA (S),
dsRNA (D), siRNA (I), and activated RISC (R∗). The intial condition
was S0 ≥ 1, D0 = 0, I0 = 0, and R∗0 ≥ 0. The model reads

dS

dt
= 2βD − αS2 − νR∗S − κ0S,

dD

dt
= αS2 − δD − βD,

dI

dt
= nδD − ρI − κ1I,

dR∗

dt
= ρI − νR∗S − κ2R

∗,

(5.1)

where greek letters denote kinetic parameters (see Table 5.1). This
system has two stable states: either the silencing pathway is able to
suppress all viral particles, or the virus bypasses the silencing response
and replicates and accumulates in the cell.

To further analyze the dynamics of system, we also constructed
a more detailed model accounting for positive and negative ssRNA
(S+ and S− respectively), dsRNA (D), siRNA (I), viral proteins (P ),
virions (V ), primed ssRNA (S∗), and secondary dsRNA (D∗). Three
different viral proteins were considered: the nonstructural replicase,
the VSR, and the structural coat protein. Their corresponding relative
abundances were p, q and 1−p−q. In addition, the model accounted for
several cellular components: the ribosomes (Z), the RDR6 polymerase
involved in transitivity (Y ), DICER-like proteins (C), and inactivated
and activated RISC (R and R∗ respectively). We assumed that at the
beginning of infection, a single viral ssRNA genome is present, which
can be either sense (+) or antisense (-) depending on the nature of
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Table 5.1: Kinetic parameters (with typical values) used in this work.

Parameter Description Value
α Replication rate of ssRNA 10 h−1

β Dissociation rate of dsRNA 10 h−1

ν Cleavage rate by RISC 0.025 (mol.h)−1

δ Cleavage rate by DICER 10 h−1

ρ Rate of RISC activation 1 h−1

κ0 Degradation rate of ssRNA 0.1 h−1

κ1 Degradation rate of siRNA 1 h−1

κ2 Degradation rate of proteins 0.01 h−1

n Number of siRNAs per dsRNA 10

the virus. This model was constructed following a generalized enzyme
kinetics scheme where both substrates and enzymes are limited in the
medium [38], and there are competitions between different enzymes
for the same substrate and different substrates for the same enzyme
[39], resulting in a highly coupled formulation.

5.3 Strategies for bypassing RNA silencing

First, we considered the case of RNA viruses that do not encode
VSRs. An efficient RNA silencing mechanism can prevent virus
replication, although if the cleavage by DICER is not the virus may
escape. In this case, after a latency period, viral proteins reach a
critical concentration and promote further exponential replication.
Analytically, the latency period could be estimated when RdRp
reaches the corresponding binding affinity coefficient. In all these
simulations the condition (+)ssRNA > (-)ssRNA holds, in excellent
agreement with the observation of an excess of sense siRNAs for
positive-sense viral genomes [40]. The transfer of siRNAs from infected
to neighboring healthy cells, which allows the peripheral cells to
activate RISC in the absence of viral infection, has the expected effect.
In the absence of triggering siRNAs, infection progresses with the time
delay already described above. However, if the cell has been already
activated, the virus is not able of overcoming the cleavage by RISC
and runs into extinction (Fig. 5.2). The multiplicity of infection
(initial amount of single viral genomes per cell) has also a decisive
role in preventing the extintion of the population. Indeed, the virus
can bypass the silencing mechanism if the multiplicity of infection just
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Figure 5.2: Viral RNA dynamics in a cell that has not been immunized
by receiving siRNA from neighboring cells (single RISC) and in a cell that
has received a small input of siRNA from an infected neighbor cell (then
activating RISC).

increases. The effect of further increasing the multiplicity of infection
is to reduce the latency period.

In addition, we performed several sensitivity analyses to study
the regions in parameter space in which viral replication occurs or
for which viral silencing takes place. We found that the higher the
affinity for the negative strand, the wider is the parameter space for
viral replication. In fact, this can be rationalized because viral RdRps
compete with ribosomes and with the activated RISC for genomic
strands, whereas they do not compete for antigenomic strands. In
addition, high replication rates also allow the virus to escape from
the silencing machinery and to minimize the effect of non-specific
thermodynamic degradation. One question that arises here is whether
a tradeoff between replication and translation exists. Upon uncoating
and the strictly necessary first event of translation, a viral genome can
either be directed to transcription, and thus increase the concentration
of RNA, or to translation, and thus increase the concentration of
viral proteins (in this case only replicase and coat). In Fig. 5.3
we analyzed such a tradeoff by considering the binding affinities to
positive strands of replicase and ribosomes. We showed that in the
absence of a VSR, silencing is the outcome favored when translation
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Figure 5.3: Phase diagrams identify different viral strategies. Diagram (a)
shows the sensitivity of the replication and translation rates of the virus,
whereas diagram (b) illustrates the relationship between the binding affinities
of replication (RdRp) and translation (ribosome).

is more frequent than transcription. Accordingly, the best strategy for
a virus to bypass the RNA silencing response in the absence of a VSR
would be to increase the affinity of its RNA to the replicase rather
than to optimize its binding affinity to the ribosomes. Likewise, by
increasing its transcription efficiency, a virus will produce more copies
of its genome up to the point in which the cleavage by DICER would
no longer control the accumulation of viral genomes. We also show, as
expected, that the higher are the catalytic constants for transcription
and translation, the higher are the chances for a successful viral
replication.

The fact that, in the presence of an active silencing response,
it is in the benefit of the virus to invest into a transcriptional
strategy rather than in translation may be somehow counterintuitive
because one may expect more replication to generate more dsRNA
and, therefore, to strength the silencing response and, likewise, more
translation to produce more suppressor protein. It can be argued
that, after the very initial burst of translation from the infecting
genomic sequence resulting in a few viral proteins, the optimal strategy
involves synthesizing antigenomic strands and use them as templates
for producing a large excess of genomic strands (i.e., using an stamping
machine replication strategy) without diverting them into translation.
If replication is fast enough, this replicative strategy works even in
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the absence of a suppressor protein: a positive feedback is established
such as the replication overcomes the capacity of the available DICER
molecules to keep virus replication under control. Once a significant
amount of genomic strands has been produced, then translation may
take place. If translation results in a VSR, then a synergistic effect
between fast transcription and translation appears, resulting in a
successful viral replication.

Among many possibilities, we have focused on four viral strategies.
The first one, consisting in blocking DICER, turns out to be the most
efficient promoting viral replication. This result is somehow logical
from an optimal design perspective. By hitting the first bottleneck
in the pathway the virus ensures its own replication. Hitting
downstream steps would allow DICER to still exert partial control
on virus replication. The other three strategies explored, sequestering
siRNA, blocking RISC and disrupting the secondary amplification via
RDR6, have resulted less efficient in promoting intracellular virus
accumulation, although they may gain some benefit when looking
at cell-to-cell movement. This finding is in good agreement with
the observation that Cucumovirus 2b and Tombusvirus P19, which
promote systemic and cell-to-cell movements, are not required for
intracellular accumulation [9].

This has allowed us to propose an operational model of RNA
silencing (Fig. 5.4). Whether a virus infects a cell, it engages its
amplification machinery through the buffer dsRNA. Then, DICER
attacks this unit for cleavage and produce siRNAs. If this process is
efficient enough, it results in a sufficient condition to silence the virus
at the single cell level. The subsequent cleavage by RISC would close
the loop to provide a sort of nonlinear integral control. However, as
we have shown, this process is inefficient and could be neglected in the
case of viruses. However, the plant is able to transfer siRNAs from
cell-to-cell, which incorporate into RISC resulting in a pre-arranged
cell to eradicate ab initio the viral strand. According to our results,
this cleavage by RISC is only instrumental in a non-infected cell. This
results in a sort of nonlinear derivative control mechanism by which
the sensor-controller of the system (siRNA) is able to anticipate the
future of the input signal (virus infection) [41]. Because there is a
delay between cell infections, such a derivative control would be of high
order. In that way, VSRs that only target siRNAs try to neutralize
the derivative control mechanism that allows anticipating the infection
in a neighbor cell, and they are not much concerned about the viral
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Figure 5.4: Operational model of RNA silencing.

elements in the current infected cell because the promotion of the
integral control results in an inefficient task.

5.4 Discussion
In this chapter we have shown that, from a system design perspective,
the best strategy that a virus may take to ensure its replication in
presence of the antiviral response mediated by RNA silencing would
be to (i) replicate fast and produce an excess of genomic strands,
(ii) encode for a VSR that interacts with the DICER protein and
(iii) exert some control on the multiplicity of infection, ensuring that
multiple genomes infect each cell. Obviously evolution is not a perfect
designer and viruses have acquired suppressor proteins that target
at different steps of the silencing pathway. Understanding the exact
mechanisms by which these VSRs operate will allow to develop better
models and increase our ability to predict the outcome of the host-virus
interaction. Furthermore, VSRs have clear biotechnological potential
as they can be used to maximize the expression of transgenes [9].

Although mathematically convenient, it may be a biological
oversimplification to assume that suppressors act at a single stage of
the silencing pathway. Evidences exist showing that VSRs may well
simultaneously operate at diverse stages of the pathway. For example,
the potyviral HC-Pro sequesters siRNAs but also affects the expression
of plant genes, including the dcl-like genes encoding for the different
DICER proteins in Arabidopsis thaliana [19], or by reducing the 3’
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methylation of siRNAs making them sensitive to oligouridilation and
subsequent degradation [42, 43]. Another example of multiple actions
is the Polerovirus P0 that interferes with the silencing pathway at least
at two levels: binding to siRNAs and also avoiding the formation of
the activated AGO complex and labeling it for degradation [25, 26].
Also, a virus may carry more than one VSR, as it seems to be the case
for some Tombusviruses (P19 and CP).

The following publication holds the contents presented in this
chapter

• Rodrigo G, Carrera J, Jaramillo A, Elena SF (2011) Optimal
viral strategies for bypassing RNA silencing. J R Soc Interface,
8: 257-268.
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Chapter 6

Design of riboregulatory
networks

...engineers create the world
that never was.

– Theodore von Karman

RNA-mediated regulations have been shown to be crucial in many
cellular functions. In this chapter, we follow an optimization scheme
to design the sequences of nucleic acids that implement riboregulatory
circuits. Our ability to engineer those circuits will serve to gain
quantitative insights about the design principles of riboregulation. We
also develop a statistical mechanics model to predict the activity of
the designed riboregulators.

6.1 Riboregulation in bacteria
That RNA molecules are not only information buffers but they
play a decisive role in the complex regulatory map of the cell
has constituted a breakthrough in our understanding of the central
dogma of Molecular Biology [1, 2]. Indeed, small non-coding RNAs
can silence gene expression [3], immunize the host against alien
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nucleic acids [4], block or induce translation [5], or even catalyze
biochemical reactions [6]. Remarkably, what is common to all these
regulatory mechanisms is a precise secondary structure that allows
establishing interactions with further nucleic acids or even proteins
while preventing degradation. Promptly, rational design techniques
have been applied to exploit those RNA-mediated mechanisms, both
in prokaryotes and eukaryotes, for metabolic control [7], logic gene
silencing [8, 9], protein sensing and signaling [10], conditional cell
death [11], activation of protein expression [12, 13], or transcription
attenuation [14–16]. We now report the successful application of a
novel computational, fully automated methodology to design original
regulatory RNAs that can be experimentally validated in vivo.

Significant advances for working in vitro have been applied
to design DNA-based computation circuits [17–19] and allosteric
ribozymes [20]. In vivo, antisense RNA is among a conserved
mechanism in all organisms relying on conformational changes in the
system species [21], and it still offers wide potential applications to
engineer synthetic RNA-based circuits for cell reprogramming [22].
However, the design of such circuits poses serious challenges for
the rational techniques, especially by the necessity of accounting
simultaneously for structures, free energies, partition functions, and
allosteric motion. Certainly, all this information is difficult to
manage without demanding for computational methods. In that
way, optimization methods can rapidly find the sequences for the
RNA circuits that are too complex for rational design approaches
or too large for experimental library screening, and they are in fact
the combination in silico of both techniques. Hence, similar to the
development of the field of computational protein design more than
one decade ago [23], optimization-based approaches embrace the fully
de novo design of sequences of nucleic acids with regulatory ability.

In this chapter, we describe a novel automated strategy aimed to
the de novo design of regulatory devices based on antisense RNA. We
have validated the methodology by implementing several designs in
the bacterium E. coli. Remarkably, our sequence selection algorithm
is completely automated, from reading the design specifications.
The algorithm optimizes simultaneously all RNA sequences, and
during the optimization they are not imposed constraints based on
natural systems, such as stems with high GC-content or loops with
YUNR motifs [21, 24], thus providing unbiased synthetic sequences.
Consequently, our designs are just based on low-level physicochemical

108



principles and not on additional fitting. Thereby, we demonstrate
that RNA folding models [25], which have been traditionally applied
to disentangle the features of natural systems, can be also used to
design artificial systems by solving an inverse problem.

The algorithm exploits the allosteric motion to design
riboregulators of protein expression (Fig. 6.1), and it consists
in a Monte Carlo Simulated Annealing optimization scheme [26]
that assesses thousands, even millions, of different sequences.
Because the secondary structures involve much higher energies than
tridimensional architectures, we just modeled small RNAs at the
2D level [27]. Starting from random sequences, a mutation operator
together with a bi-objective function served to evolve them towards
the specific structures and interactions (Fig. 6.2A). The bi-objective
function accounts, on the one hand, for the structures of the single
species and also the complexes (structural term), and, on the other
hand, for the free energies of the hybridization reactions (kinetic
term). These two terms are then weighted in terms of energies
resulting in a scalar optimization problem.

6.2 Computational method for sequence
design

We developed an evolutionary algorithm to solve the inverse problem
of interacting small RNA (sRNA) design. Riboregulation is based on
conformational changes in the secondary structures of RNA molecules
that allow controlling protein expression. In that way, the proper
function of an RNA-based circuit relies on the structures of all species,
since a disruption of the precise fold may result in a non-functional
RNA, then affecting the circuit behavior. The annealing mechanism
between two sRNAs is guided by the nucleotides that are not paired
to form an intermediate complex (e.g., kissing loops). Then, the stems
next to that binding site from both sRNAs are destabilized to form a
complex with another structure and minimal energy. We account for
the hybridizing kinetics assuming a fast self-folding process, since its
time scale is of microseconds whereas hybridization takes seconds or
even minutes [28].

In our computational approach, the structures of all single species
are design specifications (Fig. 6.2A). To address the computational
design, a double inverse problem is formulated. First, we have to
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Figure 6.1: Riboregulation is based on conformational changes in the
secondary structures of RNA molecules that allow controlling protein
expression. The annealing mechanism between two sRNAs starts by the
nucleotides that are not paired to form an intermediate complex and then
follows to reach the structure of minimal energy. Herein, we illustrate
different sRNA-based mechanisms to control protein expression. (A) One
strategy to engineer a NOT gate consists in designing an sRNA able to bind
to the RBS sequence to block translation. (B) On the contrary, to engineer
a YES gate the sRNA is designed to release the RBS, which is trapped in
a riboswitch. (C) Alternatively, a transcription terminator placed upstream
the RBS prevents the formation of the mRNA. (D) In addition, two sRNAs
can be designed to interact among them and form a complex that can release
the RBS then implementing an AND gate.
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find the sequences folding into the predefined structures and, second,
find the sequences able to interact specifically among them to form
the proper complexes to display the correct behavior. The structural
constraints are exploited to considerably reduce the combinatorial
space and accelerate the design of nucleic acid sequences. Our
computational procedure optimizes at the same time all RNA
sequences of the circuit. It consists in optimizing an objective
function accounting for the stability and structure of the RNAs and
the irreversibility of the reactions that lead to the target behavior.
To compute the energy and folding of all species and complexes of
a system, we have used the ViennaRNA [29] and MultiRNAFold
[30] packages. The designed sequences were also analyzed with the
NUPACK webserver [31].

The design specifications comprise the secondary structures of
all single RNAs, critical subsequences of nucleotides (e.g., ribosome
binding site –RBS–), the reaction kinetics, and the structure of
the output complex. The algorithm starts from random sequences
satisfying the structural and subsequence constraints. If the
subsequence constraints do not allow satisfying the structures, the
algorithm stops. Eventually, it can be imposed a tolerance to account
for species having similar structures of their targets. Consequently,
an iterative process of mutation and selection is implemented. The
mutation operator consists in either random or directed nucleotide
replacements. We do not consider additions or deletions. A directed
replacement is performed by taking a word (i.e., set of consecutive
nucleotides) from one sequence, making its reverse complementary,
and randomly inserting it into another sequence. Initially, the length of
this word is three, and it is reduced to one (i.e., single point mutation)
during the optimization process. In this work, we have considered
much more chance for directed mutations because it speeds the in
silico evolution. If a nucleotide that has to be mutated belongs to a
stem, it is also mutated its pair in the stem with the corresponding
nucleotide with the aim of preventing the disruption of the secondary
structure and improving the convergence. We avoid sequences having
consecutive repeats of four or more identical nucleotides. The objective
function is a weighted sum of two terms to be minimized. The first
term accounts for the kinetics of the system. For that, we compute
the free energy release (∆G) and the length of the toehold (α) of all
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possible reactions [18, 32], having

∆Gkinetics =


|∆G|+ α∆Geff , if reaction OFF

max(0,∆Gmax − |∆G|) +max(0, αmax − α)∆Geff ,
if reaction ON

(6.1)
where ∆Gmax = 15 Kcal/mol and αmax = 6 (saturation levels).
∆Geff = 1.28 Kcal/mol is an effective parameter to work in terms
of free energies [32]. The specification of ON/OFF for the possible
reactions between strands serves to define the behavior of the system.
The second term accounts for the structural change of the output
RNA. In the case of a YES gate, we impose the release of the RBS.
For that, we use a Hamming distance (d) between the current and
target structures

∆Gstructure = d(Sobjective, Scomplex)∆Geff . (6.2)

Thus, by selecting the λ factor between 0 and 1 (we usually select
λ = 0.5), we can scalarize the problem resulting in

∆Gscore = λ∆Gkinetics + (1− λ)∆Gstructure. (6.3)

The algorithm converges rapidly (∆Gscore → 0) following an
exponential scale and it can be launched in personal computers. It
can be also launched in parallel in supercomputers to obtain multiple
designs. The convergence scales with the number of species in the
system and the complexity of their structures.

RNA molecules can fold into different structures (thermodynamic
ensemble of structures). The free energy of each one (0 for the
unfolded state) determines its probability of occurrence within the
ensemble according to the Boltzmann factor. Our algorithm, instead
of accounting for the whole ensemble, only accounts for the optimal
solution, also called the minimal free energy (MFE) structure. To
approach the whole population of structures by just the optimal
structure, we have to assure that there is a given free energy gap
between the MFE structure and any suboptimal one. Then, our idea
relied on decreasing the free energy of the optimal point to guarantee
that suboptimal structures are residual. This is of special interest for
the formation of the complex. We have observed that reactions with
moderated values of ∆G (about -5 Kcal/mol) do not ensure the major
formation of the complex at the equilibrium. For that, lower values of
∆G are required (about -15 Kcal/mol).
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6.1 gives the thermodynamic properties of the systems.
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6.3 Design of synthetic riboregulators

Our automated design method can be applied to generate a wide
variety of RNA devices implementing logic computation circuits
with high specificity (Fig. 6.1). To illustrate the efficacy of
such an approach, we designed cis-repressing RBS elements in the
5’-untranslated region (5’-UTR) of a gfp gene. These elements are
receptors of specific small RNAs working in trans, or riboregulators,
with the ability of inducing a conformational change and then releasing
the RBS. This mechanism implements a YES gate, where the GFP is
expressed in presence of the riboregulator. In E. coli, the small RNA
DsrA is responsible of activating in a similar fashion the expression
of the sigma factor RpoS, which mediates the stress response [33]. In
our designs, we used the RBS sequence 5’-AGGAGA, which is a small
variant of the Shine-Dalgarno box (5’-AGGAGG), with a spacer of six
nucleotides with the start codon. For a complete activation, we also
imposed the release of the four nucleotides upstream of the RBS [34].
To highlight the versatility of our methodology, we specified different
secondary structures for the riboregulators.

We designed six RNA devices implementing YES gates (Fig.
6.2B). By imposing the same design specifications, the algorithm
could give singular sequences implementing different devices (RAJ11
and RAJ12). Moreover, the algorithm could accommodate different
structural constraints for the riboregulator (RAJ21, RAJ22 and
RAJ23). We selected naturally occurring ones from the bacterial small
RNAs SokC, FinP, and DsrA [35]. Additionally, by taking advantage
of a particular structure for the riboregulator [14], the algorithm could
design devices based on pseudoknotted inter-molecular interactions
(RAJ31). For illustrative purposes, Fig. 6.3 depicts the riboregulatory
mechanism for the device RAJ11. A toehold of six nucleotides
(5’-GGGAGG reading the riboregulator), complementary to the
loop of the 5’-UTR structure, guides the hybridization, and the
conformational change releases the twenty-one nucleotides upstream of
the start codon, including the RBS. Table 6.1 shows the corresponding
thermodynamic properties.

Given the library of riboregulatory modules, we investigated
their orthogonality (i.e., their mutual independence). For that, we
tested the hybridization ability between the possible combinations of
cis-repressing and trans-activating RNAs. Although the annealing
by itself does not guarantee a given activation fold because the
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Figure 6.3: Illustration of the RNA device RAJ11. Sequences and secondary
structures of the species of the system (cisRAJ11, transRAJ11, and the
complex cisRAJ::transRAJ11). The RBS is colored in cyan, the toehold
in magenta, and the start codon in green. Nucleotides are numbered relative
to the predicted natural transcription start site; in the complex, transRAJ11
is numbered consecutive to cisRAJ11. The conformational change induced
by the riboregulator release the RBS to activate translation.

resulting structure could still maintain the RBS locked, for an
independent functioning of two RNA devices the species have to
interact specifically. Computationally, we estimated the percentage
of the complex at the equilibrium from the partition function,
showing that our RNA devices, despite of the homologies found
in the sequences and structures due to imposing a common RBS
sequence, are highly orthogonal (Fig. 6.4). Therefore, by designing
highly specific riboregulators, we are ensuring an elevated degree
of orthogonality, which would allow implementing within the same
cellular compartment complex systems by plugging the RNA devices
as regulatory modules.

By harnessing the modularity of our designs, we engineered a
genetic AND logic gate (Fig. 6.5). We placed the riboregulator
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Figure 6.4: Computational prediction of specificity (probability of binding)
between all designed RNA species. The results show high orthogonality
between devices.

and the 5’-UTR-gfp under the control of tunable promoters. We
used tet and lac promoters together with a strain that constitutively
expressed the transcription repressors TetR and LacI [36]. These
promoters respond to the inducers aTc and IPTG, respectively. To
implement such a circuit, we took the device RAJ11. The resulting
AND gate had a great overall activation fold and had low leakage.
By setting high levels of IPTG, the concentration of aTc allows
tuning the activation fold of the RNA device. Furthermore, a
mathematical model allowed us to predict the surface response of
the device. To construct this model, we used the derived equations,
together with previously reported parameters for the tet and lac
promoters and natural riboregulators. The engineering of this device
demonstrates the integration of transcription and post-transcription
control mechanisms to design synthetic gene circuits.

Apart of this library of YES gates, we have also applied the
algorithm to design further regulatory modules. The minimal circuit
would consist in one RNA species with repressive action working in
trans (NOT function). This sRNA binds specifically to a segment
of its target mRNA in order to inhibit translation. The most
intuitive mechanism consists in blocking the RBS for preventing
ribosome docking. For instance, in E. coli plasmid F , sRNA
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Table 6.1: Thermodynamic properties of the designed RNA devices. The
probability for specificty is estimated from the concentration of the complex
in the equilibrium. The probability for RBS releasing is estimated from the
ensemble of structures and the partition function.

Device −∆G −Gcis −Gtrans Specificity Releasing
(Kcal/mol) (Kcal/mol) (Kcal/mol) (%) (%)

RAJ11 17.2 15.0 40.0 100 95
RAJ12 15.6 19.2 36.4 97 92
RAJ21 15.0 24.6 17.0 95 88
RAJ22 17.5 21.2 24.5 98 97
RAJ23 20.2 15.4 32.9 100 98
RAJ31 14.1 13.4 56.4 92 80

FinP directly binds to the RBS of protein TraJ [21]. Interestingly,
the same sRNA can down-regulate many genes sharing a given
RBS sequence. In Figs. 6.6A and B, we show two distinct
computational designs of NOT gates. In addition, we have applied
the algorithm to design riboregulatory activations based on the
mechanism of anti-termination. Transcription terminators generally
consist in simple hairpins of 10-15 base-pairs rich in GC-content
followed by a poly(U) tail of 6-9 bases [15]. This structure entails the
binding disruption of the RNA-polymerase. Hence, the idea behind
this design consists in optimizing a trans-regulating RNA able to
destabilize the structure of the terminator, which is the cis-regulating
element, and form a new complex that allows the progression of the
RNA-polymerase. In Fig. 6.6C, we show a computational design of a
YES gate based on anti-termination. In the resulting structure of the
complex, the terminator hairpin is purged and the poly(U) tail does
not have any effect. Motivated by these previous results, we aimed at
the design of combinatorial riboregulators. The regulatory function of
multiple-sRNA complexes has not been reported in prokaryotes, which
further fosters the exploration by means of computational methods.
We illustrate the power of our approach by focusing on the design
of synergistic activation (AND function), where two trans-regulating
RNAs first interact among them to form a complex that will then
activate a riboswitch. In Fig. 6.6D, we show a design of an AND
gate. By themselves, the trans-regulating RNAs cannot release the
RBS. However, the heterodimer they form has a distinct structure
that allows interplaying with the cis-repressing element.
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Figure 6.5: The RNA device can implement an AND gate. Scheme of a
circuit coupling riboregulation with transcription control, where IPTG and
aTc are the two inputs and GFP the output. To implement this circuit we
used the RNA device RAJ11.

Importantly, given that the ribosome recruitment by heterologous
systems is the primary cause of the growth rate reduction in bacteria
[37, 38], the control of protein expression by riboregulators would be
definitively less demanding for the cell. In that way, artificial systems
expressing transcription factors will entail a much higher impact on
the cell than those employing riboregulators. Being lower the impact,
the heterologous system will reach a higher evolutionary stability.

6.4 Theoretical model for activity

We use the expression fold-change (f) as a metric of riboregulatory
activity. For the case of a YES gate, this fold-change can be written
as

f = (1− Pbind)r0 + Pbindr1
r0

= 1 + Pbind

(
r1
r0
− 1

)
, (6.4)

where r0 is the mRNA translation rate (basal) and r1 the
sRNA::mRNA translation rate. Pbind is the probability of binding
between the mRNA (cis) and sRNA (trans). We note that r1 comes
from the average over the thermodynamic ensemble of the complex.
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where the RBS region is released, is shown.
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For simplicity we assume that

r1 = 1
Zcomplex

∑
i

r1(Gi)e−Gi/kT = Prbsr
′
1 + (1− Prbs)r′′1 , (6.5)

where Prbs is the probability of finding the RBS free in the complex;
r′1 is the translation rate from a free RBS and r′′1 an effective rate from
the other configurations of the ensemble. For a functional design, we
then assume that r′1 � r′′1 � r0 and that Prbs is close to 1. Prbs
can be directly calculated by using the partition function Zcomplex.
Accordingly, we can write

f = 1 + PbindPrbs
r′1
r0
, (6.6)

For simplicity we assume that r′1 is constant for all our RNA devices,
because we use the same RBS sequence and because we imposed the
same structural release on the complex. The basal rate is assumed to
scale exponentially with Gcis < 0 (the free energy of the cis-repressing
RNA) given by

r0 ∝ eB0Gcis . (6.7)
Accordingly, the lower is the free energy lower is the basal rate.
Certainly Pbind depends on the relative concentration of sRNA/mRNA
and the value of ∆G of the hybridization reaction. We introduce the
dissociation constant (Kd), inverse of the equilibrium constant, and
we denote by M0 the total concentration of mRNA (cis element), by
S0 of sRNA (trans element) and by C of the formed complex. At the
equilibrium we can write

M0 = M + C,

S0 = S + C,

MS = KdC.

(6.8)

By solving this algebraic system, and denoting by σ the stoichiometry
between sRNA and mRNA, we obtain the concentration of mRNA free
given by

M = 1
2

(√
(Kd + (σ − 1)M0)2 + 4KdM0 − (Kd + (σ − 1)M0)

)
.

(6.9)
Thereby, we can write

Pbind = C

M0
= 1− M

M0
. (6.10)
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The stoichiometry coefficient is assumed to scale exponentially with
Gtrans < 0 (the free energy of the trans-activating RNA) and it reads

σ = S0
M0

= σ0e
−B1Gtrans , (6.11)

where σ0 accounts for the relative promoter strength and gene dosage.
In addition, assuming that the concentration of small RNA does not
saturate the system and that, from statistical mechanics, we know that
the equilibrium constant scales with e−∆G/kT , we write

Pbind ∝
σ

1 + e(∆G+A)/kT , (6.12)

where A is a parameter to be fitted (they may depend on different
cellular factors). By producing computationally a large set of RNA
devices, we found A = 12.5 Kcal/mol the threshold for binding.
Therefore, we obtain a theoretical prediction of fold-change given by

f = 1 + kPrbsσ0
e−B0Gcis−B1Gtrans

1 + e(∆G+A)/kT , (6.13)

where k is a normalization constant. Because the sequences of our
designs have been optimized to ensure a given energy gap, the use
of the free energies of the optimal structures or the use of partition
functions give similar results to calculate ∆G.

Despite of conceptual limitations and the lack of more accurate and
comprehensive models, our theoretical model of riboregulation activity
can address the causes of different performance in the designs (Fig.
6.7A). For instance, expression platforms where the riboregulator is in
higher concentration than its target would lead to have more activity.
In addition, it is expected that more stable riboregulators entailed a
higher fold-change. Devices with lower ∆G would also entail better
functionality. The model is adjusted to predict the experimentally
reported activation fold of the six designs with high agreement (Fig.
6.7B). An interesting strategy to increase the fold-change of future
designs could be the development of a more comprehensive model
accounting for the interaction with the 16S rRNA [34] and using
it to compute the objective function in the optimization algorithm.
However, there are still many cellular factors that may influence the
activation fold. In particular, bacterial RNase III is a potent and fast
RNase that cleavages double strands from twelve base pairs [21], so
bulges within the structure stems serve to prevent this degradation.
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It is then expected certain dependence of the performance of the
RNA devices on the expression of the RNase III. Another important
issue is the impact of the RNA chaperone Hfq in the designs. It
has been suggested that Hfq works as a helper for producing the
hybridization between RNAs. Experimentally it has been shown that
its expression is essential for the activity of natural riboregulators
[39]. In addition, natural small RNAs integrate the transcription
terminator within their structures. In fact, a poly(U) tail downstream
of the last hairpin would act as such [15] and can be introduced as
a design constraint. The addition a posteriori of a terminator over a
designed sequence may alter the structure of the resulting strand and
consequently the performance of the device. We can also rationalize
that in absence of an efficient terminator the thermodynamic ensemble
of riboregulators has much higher variability and then the set of
functional configurations is reduced.

6.5 Discussion

The success of our design method relies on a tight coupling
of theoretical principles, efficient numerical computation, and a
decomposed empirical RNA interaction model. When combined,
computational optimization methods can readily provide the sequences
that implement riboregulatory circuits. The improvement in the
accuracy of the physicochemical model together with the incorporation
back into the design procedure of several cellular factors (e.g.,
Hfq, RNase III, or 16S rRNA) would lead to the continuous
development of our methodology. Given these first achievements,
the prospect for pursuing even larger and comprehensive designs is
outstanding. In addition, our method could be expanded to account
for systems operating in eukaryotes, including mammalian cells. For
instance, internal ribosome entry sites (IRES) [40] could play for the
computational method the homolog role to the RBS in the bacterial
designs. In that way, the design of future mammalian riboregulators
would have important biomedical applications. A higher degree of
sophistication would be therefore expected in the close future for the
computationally designed RNA devices.

With the computational approach presented here and its
experimental validation in vivo, we are opening new horizons for
synthetic regulatory RNAs. In combination with the next-generation
DNA synthesis techniques [41], this will permit the massive generation
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Figure 6.7: (A) Experimental characterization of the RNA devices given
by the activation fold (f), measured as the ratio of GFP expressions.
(B) Theoretical versus experimental activation fold (r gives the Pearson
coefficient).

of RNA devices. Our devices could be advantageous for several
biotechnological applications, where post-transcriptional control,
specificity, and tunability are required features. Of relevance, the
predictability of inter-/intra-molecular RNA interactions has allowed
us to demonstrate for the first time that a fully automated design
method can provide multiple reliable sequences of nucleic acids with
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regulatory ability that can be implemented in vivo. All in all, by
designing genetic systems that never were, ultimately the goal of
Synthetic Biology [42], we not only provide instrumental insights for
cell reprogramming but we foresee the frontier of our knowledge about
the life-driving principles.

The following publication holds the contents presented in this
chapter

• Rodrigo G, Landrain TE, Jaramillo A (2011) De novo automated
design of riboregulation. Submitted.
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Chapter 7

Designability of metabolic
pathways

There’s plenty of room
at the bottom.

– Richard Feynman

In this chapter, we extend our previous computational method to
design and account for the designability of metabolic pathways, given
a library of enzymatic reactions.

7.1 Metabolic engineering
Biotechnology process development is frequently equated with the
production of biologics, such as proteins and viral vaccines [1]. Yet
the use of biological systems for the production of small molecules goes
back thousands of years and has been increasing since the discipline
of metabolic engineering was defined fifteen years ago [2]. Initially,
metabolic engineering efforts were primarily focused on improving the
productivity of naturally occurring metabolites within an organism,
such as for overexpressing glycolytic enzymes in yeast [3]. More
recently, the field has expanded to encompass a number of examples
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of introducing new enzyme activities into a host cell in order to
produce non-natural products [4, 5] or to engineer degradation of toxic
compounds [6].

The use of automated techniques to design biological systems
constitutes a breakthrough in biotechnology, and it has previously
been applied to predict biodegradation pathways [7, 8]. Interestingly,
functional approaches [7, 9, 10] could reveal novel pathways, but
these are ultimately limited by the availability of naturally-occurring
enzymes. In that sense, recent work shows how to construct
biochemical pathways using atomic information [11, 12], and this
approach could be used to enlarge our enzyme database by adding
abstract reactions corresponding to functional enzymes. This would
allow the design of metabolic pathways that incorporate enzymes not
found in nature but which could be engineered by directed evolution
or using computational design [13]. In this work we propose to go
beyond by extending the design to biosynthesis and predicting the cell
behavior when implementing a pathway in a given host using plasmids
[14].

On the other hand, one of the major challenges in Synthetic Biology
is engineering as far as possible orthogonal systems [15]. In that
way, quantitative models provide fruitful insights. We propose the
use of two different models to quantify the readjustment of fluxes
[16] and the consumption of cellular resources [17] that results from
the expression of heterologous pathways. We select the growth
rate as the control parameter for the cellular behavior evaluation.
From the transcriptional approach, we consider a dynamical model
involving RNAs, RNA-polymerases, proteins and ribosomes [18, 19].
Accordingly, we compute the reduction in the growth rate due
to the sequestration of RNA-polymerases and ribosomes. On the
other hand, since the cell is metabolically altered, we use Flux
Balance Analysis (FBA) to predict the new growth rate. These
two strategies give different predictions about the cell behavior, but
they constitute two scores to be considered when implementing a
designed pathway. Further approaches will use more complex models
by integrating the metabolic and transcriptomic systems, and also
taking advantage of databases of Gibbs free energies for all enzymatic
reactions [20]. Importantly, as the desired route could be not unique,
we provide a methodology to rank different pathways according to
their genetic/metabolic loads.
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a    Metabolic pathway 

DESHARKY 

target compound: 
glucaric acid 

b    List of enzymes 

EC number      Organism      Gene        
1.1.1.203             -             - 
1.13.99.1          S. usitatus    Q01Z78 
3.1.3.25            E. coli            SUHB   
5.5.1.4              N. oceani      Q3J6X3 

3.1.3.25 
5.5.1.4 

glucose 
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Figure 7.1: (a) Scheme of the design procedure. Application to glucaric
acid biosynthesis. (b) List of enzymes involved the designed pathway.
In (c) genetic load: the plasmid copy number times the length of all
enzymes is assumed to be proportional to the fraction of ribosomes allocated
for heterologous expression. In (d) metabolic load: list of the shadow
prices for all cofactors required in that pathway and the source compound
(D-Glucose-6-Phosphate). The growth rate variation comes from the
stoichiometric sum of these shadow prices.

7.2 Computational method
We have developed a Monte Carlo algorithm with the aim of designing
metabolic pathways. The purpose is to find a possible route connecting
a given compound of interest with a metabolite from the considered
hosting organism. These routes can be for biodegradation (reactant as
source) or biosynthesis (product as source). For the source compound,
we find the possible enzymatic reactions and select one among them
with equitable probabilities. We repeat this process for the new source
compound. Moreover, we consider with a given probability a move to
go back, removing the previous reaction, to improve the convergence
and to avoid long pathways. This probability is a function of the
number of the already introduced steps, as the longer the pathway,
the higher is the probability to go back, and here we have used a
sigmoid function. We do not consider metabolic steps involving many
compounds which are not specific to the hosting organism (here, one
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non-specific reactant and one product at most).
The microbial production or degradation of chemical compounds

usually requires the expression of foreign enzymes. This
expression consumes cellular resources such as RNA-polymerases and
ribonucleotides for transcription, and ribosomes and amino acids for
translation. Using previous knowledge on heterologous expression, we
assume that RNA-polymerases (RNAPh) and ribosomes (RIBh) are
the two critical pools [19]. Using the experimental measurements
of these resources in E. coli [17], we have constructed an empirical
model of the chassis (host resources for heterologous expression).
Furthermore, we have modeled the total heterologous expression of
RNA (Rh) by

d

dt
Rh = φC − (δr + µ)Rh, (7.1)

and enzymes (Eh) following

d

dt
Eh = ψRh − (δe + µ)Eh, (7.2)

where φ is the average transcription rate, C the number of copies
of external DNA, ψ the average translation rate, µ the cell growth
rate, and δr and δe the degradation rates of the RNA and
enzymes, respectively. Hence, a first order approach is to compute
the consumption of cellular resources by the heterologous system
(RNAPh = φCtr and RIBh = ψRhtp, where tr is the transcription
time and tp the translation time) and then to recompute the growth
rate using the phenomenological chassis model (Fig. 7.1).

We have adressed the metabolic burden with FBA [16]. This linear
program, in which we maximize the cell growth rate (µ), can be written
as

max µ = cv

subject to Sv = b,
(7.3)

where v are the cell metabolic fluxes, c their contributions to the
growth rate, S the stoichiometry matrix, and b the uptake fluxes.
Then, we have constructed the corresponding dual problem [21], which
is equivalent to its primal, given by

min µ = λb

subject to λS = c,
(7.4)
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Figure 7.2: Examples of metabolic pathways designed with the algorithm
for biodegradation. The final product is a metabolite present in the host
organism.

where λ, usually called shadow prices, are the contributions to
the growth rate when perturbing the uptake fluxes (∆µ = λ∆b).
Therefore, we can precompute λ since it is a property of the host
organism. In that way, the fact of introducing a new metabolic route
in the host can be treated in a perturbative way. Then, ∆b = S∗j
where S∗ is the stoichiometry matrix for this pathway and j its flux.

Here we have taken E. coli as the cell model. We have used an
extended description of E. colimetabolism involving 1,039 compounds,
including extracellular compounds, and 2,381 biochemical reactions
[22]. We provide the KEGG [23] databases for chemical compounds
and enzymatic reactions in a depured format. There are 14,965
chemical compounds, of which 826 are present in the host, 4,942
enzymes, of which 2,350 have available their sequence, and 7,400
enzymatic reactions from 650 organisms. Also we consider a set of
compounds eventually in the medium that can be used as substrates
by the cell. To enlarge the capabilities of the algorithm, we can assume
reversible reactions. In addition, we can introduce reactions which
are not found in KEGG. The input of our algorithm is the target
compound. The output is the designed metabolic pathway together
with the quatification of the transcription, translation and metabolic
load. In addition, we provide the sequence of amino acids of the

133



enzymes involved in the pathway. These sequences are the closest
phylogenetically to E. coli according to the KEGG classification of
organisms. Here we have assumed an initial growth rate of µ0 = 2
doublings/h, a transcription kinetics of φ = 0.1 RNA-polymerases/s,
a translation kinetics of ψ = 0.4 ribosomes/s, a number of DNA copies
for the enzymes of C = 100, a transcription velocity of 1/tr = 45 nt/s,
a translation velocity of 1/tp = 16 aa/s, and a metabolic pathway flux
of j = 1 mmol/(gh) (arbitrary values).

7.3 Metabolic designability

We applied the algorithm to design several metabolic pathways
including biodegradation of toluene or phenol and bioproduction of
sorbitol and glucaric acid. For instance, the microbial production
of glucaric acid is important for therapeutic purposes including
cholesterol reduction and cancer chemotherapy, and for the synthesis
of new nylons and hyperbranched polyesters. In Fig. 7.1 we show
design of this pathway, including biochemical transformations and the
list of genes encoding the corresponding enzymes. In addition, we
compared the biodegradation pathways we found with those obtained
from UM-BBD [7] showing alternative routes (Fig. 7.2).

Furthermore, we studied the capabilities of the KEGG database
to design metabolic pathways of interest. Likewise, we randomly
selected a set of 196 compounds of the 14,965 from KEGG. For those,
we executed the algorithm. We found that only 37 of them (about
the 20%) can be connected with the E. coli metabolism, considering
all enzymatic reactions as reversible (Fig. 7.3). Subsequently, we
executed the algorithm 600 times for those 37 compounds. Then,
we counted the distinct pathways, removing the pathways with loops.
The probability distribution shown in Fig. 7.4 has a mean of 18 and
a median of 4. The probability to have a compound with more than
100 different pathways is close to 0. This reveals that the number
of possible pathways, according to KEGG, for a given compound is
reduced and then Monte Carlo techniques allow us to explore all the
solution space.

In addition, we performed an exhaustive study to obtain all
possible pathways for a set of compounds with special interest.
For this study we considered the following compounds: C00116
(Glycerol), C00146 (Phenol), C00379 (Xylitol), C00794 (Sorbitol),
C00818 (Glucaric-acid), C01407 (Benzene), C01455 (Toluene), and
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Figure 7.3: Distribution of possible pathways connecting a target compound
with the E. coli metabolism according to the KEGG database.
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Figure 7.4: Histogram of the possible pathways between a given compound
and the E. coli metabolism.

C02375 (4-Chloro-catechol). For that, we considered all reactions as
reversible and a selected set of host compounds. As Monte Carlo
techniques can efficiently sample the solutions space, we applied our
method 300 times for each compound and stored all the resulting
designs. Then, we counted the distinct pathways (Fig. 7.5). Pathways
with metabolic loops were removed. In principle, those routes give the
solution network to connect the specified compound with the metabolic
chassis. The algorithm filters the designed pathways to avoid loops
of 2 metabolites when using reversible reactions. Accordingly, our
algorithm can be also used to find exhaustively all possible metabolic
pathways.
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Figure 7.5: Number of possible pathways for the compounds C00116
(Glycerol), C00146 (Phenol), C00379 (Xylitol), C00794 (Sorbitol), C00818
(Glucaric-acid), C01407 (Benzene), C01455 (Toluene), and C02375
(4-Chloro-catechol).

7.4 Molecular hydrogen bioproduction

Cells use protons and electrons for synthesis of ATP and NAD(P)H,
and ultimately for fixation of CO2 to produce carbohydrates such as
starch and glycogen. These organic compounds can be considered
as stores of protons and electrons for further H2 production, which
has great potential as an environmentally clean energy fuel. Under
anaerobic conditions, in which oxidative phosphorylation is blocked,
many organisms have evolved a survival mechanism that extracts
energy from these stores, coupled to creating gradients of protons to
maintain the essential ATP level. This ATP synthesis is driven by the
chemiosmotic gradient of protons and by phosphorylated intermediates
produced during fermentation. Electroneutrality demands the release
of both the protons and electrons, which in the absence of O2 are
ultimately recombined to produce H2 instead of H2O as in the aerobic
case [24].

The reaction 2H+ + 2e− → H2 is catalyzed in several
microorganisms by metalloenzymes known as hydrogenases. In
particular, cyanobacteria have evolved the biochemical machinery
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necessary to photoproduce molecular hydrogen from water. However,
under normal conditions where oxygen is a byproduct of
photosynthesis, sustained photoproduction is not possible since oxygen
is a powerful inhibitor of most hydrogenases. Therefore, using a
computational approach we found several oxygen consuming pathways
to be engineered in the cyanobacterium with the aim of provoking an
anaerobic environment within the cell. These devices are implemented
by a set of enzymes that catalyze new metabolic routes aiming for the
oxidation of natural compounds of the cyanobacterium. We designed
all possible metabolic pathways of one or two reactions. In addition,
we implemented a catalase (encoded in gene katG in many bacteria)
when H2O2 is a product of the pathway. The catalase transforms
the peroxide into water (i.e., 2 H2O2 → O2 + 2 H2O). We also
eliminated those pathways in which the enzymes did not have a known
sequence. We imposed that the substrates for these reactions have
to be present in the wild-type metabolism of Synechocystis. For
that, we used the metabolic model presented by Fu and co-workers
[25]. Moreover, we checked that the pathway stoichiometry allows
the oxygen consumption. In Table 7.1 we summarize all obtained
pathways.

The first strategy consists in oxidizing an organic compound such
as glucose, glycerol, or galactose. For instance, a glucose oxidase from
A. niger transforms β-D-glucose into D-glucono-1,5-lactone. However,
the principal inconvenient of these pathways is the consumption
of cellular resources, together with the production of a peroxide.
Additionally, the enzyme H16-B1863 from R. eutropha H16 can
be engineered in the cyanobacterium to oxidize L-cysteine at the
amino acid depletion expense. Another proposed reaction is the
oxidation of S-dihydroorotate by overexpressing PyrD. Nevertheless,
the enzyme PyrD belongs to the biosynthetic pathway of pyrimidines
and its overexpression could induce a suboptimal state of the
cell. Alternatively, the oxidation can be of inorganic compounds
such as nitric oxide, which is transformed into nitrate using the
enzyme Hmp from E. coli, although Synechocystis has a similar
protein (NorB) and could produce an undesired interference, noting
that nitric oxide is a toxic compound. Another option consists
in the acidification of compounds such as pyridoxamine-5P and
pyridoxine-5P (overexpressing PdxH), hypoxanthine and xanthine
(AO090003001099 from A. oryzae), or sulfite (H16-B0860 from R.
eutropha H16). The eventual issues of these pathways could be that
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PdxH is involved in vitamin B6 synthesis that is toxic in excess,
AO090003001099 produces, under some conditions, superoxides
rather than peroxides, and H16-B0860 can interfere with the sulfur
metabolism.

7.5 Discussion

Our tool uses a heuristic algorithm based on Monte Carlo to find
a possible route connecting a specified target metabolite with the
host metabolism, instead of using a pathway selection by enumeration
of all possible metabolic routes [11, 26]. The algorithm finds
a proper pathway and computes its associated genetic/metabolic
load in a few seconds. In addition, our software can be used in
distributed computing to sample most of the solution space. For
illustration purposes, we have shown several biodegradation routes.
Here, we have assumed non-weighted reactions for the heuristic
procedure and we compute the genetic/metabolic load a posteriori
using the transcription and metabolic models. Alternatively, a global
optimization could be addressed by considering the load of each
reaction during the heuristic procedure [27].

The design of new functional enzymes able to catalyze reactions
for which natural catalysts are not available will open new avenues for
the de novo design of metabolic networks. Protein design has been
taking advantage of automated methods to engineer new enzymes
[13] but the automatic design of enzyme networks is a different
problem. The tremendous increase of known enzyme sequences from
genomic and metagenomic projects [23], together with the appearance
of combinatorial methods for gene synthesis [28], will facilitate the
experimental test of novel synthetic metabolic pathways. Furthermore,
metabolic models can be combined with transcription elements
[29, 30] for suggesting different combinations of enzyme/regulator
deletions/additions in order to optimize the production of specific
biochemical compounds by restricting to a minimum cell growth rate.
Likewise, the up/down-regulation of transcription factors serves as a
tuning mechanism of the metabolic capabilities of the cell. In that
way, the integration of gene regulations as metabolism-conditioning
elements allows the prediction and, ultimately, the design of complex
multilayer networks. Nevertheless, the automatic design of those
networks is at last limited by the available information. Thereby, the
de novo design approaches for metabolic engineering together with
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Table 7.1: Enzymatic reactions designed to induce a local anaerobic
environment within the cell by consuming molecules of oxygen. We used
Synechocystis as bacterial chassis.
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the design of synthetic enzymes by directed evolution, computational
design, or a combination of both could overcome the lack of specific
reactions.

The following publication holds the contents presented in this
chapter

• Rodrigo G, Carrera J, Prather KJ, Jaramillo A (2008) Desharky:
automatic design of metabolic pathways for optimal cell growth.
Bioinformatics, 24: 2554-2556.

Further reading

• Landrain T, Carrera J, Kirov B, Rodrigo G, Jaramillo A (2009)
Modular model-based design for heterologous bioproduction in
bacteria. Curr Opin Biotechnol, 20: 272-279.
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Chapter 8

Hierarchical regulatory
networks: a natural design

I just wondered how things
were put together.
– Claude Shannon

So far we have studied networks at a small scale. However, cellular
functions are orchestrated by hundreds of interlinked regulatory
networks. In this chapter, we analyze how the cell canalizes the signals
and responds to a biotic perturbation. This study would serve to
elucidate design principles of genome-scale networks.

8.1 The case of plant viruses
For over decades, plant molecular virology has been primary focused on
the pathogen itself, studying their individual genes and products, and
their local effects on certain regulatory pathways related to antiviral
responses. However, with the arrival of modern genomic tools allowing
for high-throughput screenings, we can now tackle the problem of
the plant host-virus interaction from a systemic perspective that
would allow us reaching a deeper understanding on how host and
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virus genotypes, environmental effects and stochasticity interplay in
determining the pathological outcome of an infection. Viral infections
typically alter host physiology, notably by diverting cellular resources
for the production of virus-specific components, and by actively
suppressing host defenses [1, 2]. As a response to infection, hosts
compensate by over- or under-expressing certain cellular pathways,
and deploying specific antiviral measures. Collectively, these
alterations determine the type and strength of symptoms displayed
by infected organisms as well as the global virulence of the infection.
Much effort has gone into identifying individual cellular traits that
may change as a consequence of viral infection [3] and this has
greatly benefited from the contemporary development of genome-wide
investigation technologies and their successful application to plant
diseases research [4, 5]. These technologies have further demonstrated
great potential in providing insights into multidimensional networks
of plant-virus interactions [6], notably by allowing combined analyses
at the host transcriptome and proteome levels, as was recently shown
for an animal virus such as HIV-1 [7].

Based on the above, it has been anticipated that a Systems
Biology approach to infections should allow the identification of
universal principles and features of host-virus interactions, as opposed
to scrutinizing many specific aspects of any given viral infection
[8–10]. Such generic principles may indeed prove more predictive
of the outcome of viral diseases and therefore, more efficient in
the prophylaxis, diagnosis, and even treatment of such diseases.
In a network approach, viral pathogenesis can be viewed as the
expression of new constraints imposed by the virus upon the cellular
interactome: while the host initiates a reprogramming of its genetic
profile to activate the immune system to counteract the infection
effects, replication and suppression of host defenses by viruses entail
the manipulation of molecular connections that ultimately result in the
misregulation and/or silencing of genes that trigger defense functions,
and eventually in the emergence of new topological properties of
the host interactome. Thus, understanding the bases for such
modifications is crucial to acquire a systemic view of the infection
process [1, 11, 12]. One of the main goals to this end would be
the identification of the virus effectors (i.e., the targets of the viral
proteins). Instead, herein we focus on the study of the mechanisms
by which the host canalizes these virus effectors to trigger the global
immune system. We propose a reverse-engineering approach by which
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we analyze the genetic profile of the cell upon viral infection and
contextualize this information onto the host interaction network.

Analyses of interaction networks have already uncovered global,
dynamic features that relate directly to biological properties [13].
For example, proteins with a large number of interactions within a
network, also referred to as hubs, have a higher impact on multiple
phenotypic traits (pleiotropy) than loosely connected proteins, and
moreover essential proteins for the survival are highly clustered [14].
Hub proteins can be further partitioned into those that function in
a specific biological module and those that connect different modules.
The existence of such hub proteins generates two interesting properties
in networks. First, the network is scale-free, which implies that the
probability distribution of the number of connections per node (i.e.,
its connectivity degree) follows asymptotically a power-law. Second,
the network presents the characteristic of small-worlds, in which the
average number of intermediary nodes connecting any random pair
is small [15]. These two properties confer robustness against random
perturbations in the network, but at the cost of strong sensitivity
to attacks directed against hubs [16]. Although RNA plant viruses
usually encode for few proteins, the resulting genetic profile of the host
upon viral infection presents hundreds even thousands of significant
changes. A plausible explanation for this scenario is that virus effectors
are highly connected proteins that spread the signal, and additionally
interact in a short downstream pathway with the immune response
genes. Of relevance, very recently it has been experimentally shown
that bacterial effectors in A. thaliana are hubs and canalize the signal
onto the regulators of the global immune system [17]. Interestingly,
these results are in concordance with those of previous studies with
Epstein-Barr virus [18], Hepatitis C virus [19], Influenza A H1N1
virus [20] and other viral and bacterial pathogens of mammals [8, 21].
These studies have shown that viral proteins preferentially target
hub proteins in the human interactome. Herein, by assuming that
virus effectors are hubs, we investigate whether this information is
propagated following the same scale of the plant interactome.

8.2 Genetic profile targeted by plant viruses

Microarray-based functional genomics, which provides a global
view of transcriptional changes in host cells, has been the most
commonly used method to study global changes during plant-virus
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interactions [6, 22–29]. However, the comparison of results obtained
in distinct experiments involving different viruses is both complex and
challenging; it has not been attempted in a systematic manner. Here,
we present the results of a meta-analysis (Fig. 8.1) of microarray
data gathered from infections of the same host plant, A. thaliana, by
seven plant RNA viruses belonging to four taxonomic families (Tobacco
etch potyvirus –TEV–, Turnip mosaic potyvirus –TuMV–, Plum
pox potyvirus –PPV–, Tobacco mosaic tobamovirus –TMV–, Tobacco
rattle tobravirus –TRV–, Turnip crinkle carmovirus –TCV–, and a
laboratory-evolved strain of Tobacco etch potyvirus –TEV-At17–) and
one DNA geminivirus (Cabbage leaf curl geminivirus –CaLCuV–).
Using transcriptomic data (steady-state RNA levels) extracted from
these distinct virus infections on the model plant A. thaliana, we
identified lists of genes with altered expression levels, referred herein
to as virus-responsive genes (or VRGs).

TEV and TEV-At17 expression data (two-color raw data, NCBI
GEO accession GSE11088) were obtained from ecotype Ler-0 plants 14
days post-inoculation (dpi) [26, 27]. TuMV data (Affymetrix raw data,
ArrayExpress accession e-mexp-509) were obtained 5 dpi from ecotype
Col-0 plants [25]. These three data sets were normalized using the
RMA method [30] for background correction and quantiles for array
scaling, and the list of differentially expressed genes was obtained by
performing a Limma test [31] with a correction for multiple testing
using the false discovery rate (FDR) procedure [32] (adjusted P <
0.05). PPV data (Affymetrix preprocessed data, NCBI GEO accession
GSE11217) were obtained 17 dpi from Col-0 plants [29]. In this case,
data normalization was done using the Affymetrix MAS 5.0 software
package, and the differential expression using a one-way ANOVA
test with a correction for multiple testing using the FDR procedure
(adjusted P < 0.05), followed by a fold-change criterion of 1.5 in
z-score over all genes (averaging replicates). TMV data (two-color
raw data, deposited in www.bio.puc.cl/labs/arce/index.html) were
obtained from ecotype Uk-4 plants 10 dpi [24], and normalized using
the RMA method for background correction and quantiles for array
scaling. The list of differentially expressed genes was obtained by
performing a fold-change criterion of 1.96 in z-score over all genes
(averaging replicates). TRV data (two-color raw data, NCBI GEO
accession GSE15557) were measured 8 dpi from Col-0 leaves. TCV
data (two-color raw data, NCBI GEO accession GSE29387) were
quantified 10 dpi in Col-0 plants. These two data sets were normalized
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using the CATMA BGS procedure [33], and the list of differentially
expressed genes was obtained by performing a Limma test with
FDR correction (adjusted P < 0.05). In addition, for TCV data,
a fold-change criterion of 1.96 in z-score over all genes (averaging
replicates) was applied. Finally, CaLCuV data (Affymetrix raw
data, ArrayExpress accession E-ATMX-34) were collected from Col-0
plants 12 dpi [28]. These data were normalized using subtraction for
background correction and LOWESS [34] for array scaling, and the list
of differentially expressed genes was obtained by performing a mixed
ANOVA test with a correction for multiple testing using the FDR
procedure (adjusted P < 0.05). To perform the data normalization
and to obtain the differentially expressed genes, we used the GEPAS
tool [35], which is implemented within the BABELOMICS webserver
[36].

Those VRGs were then used to establish both general and specific
genetic profiles associated to the pathogens of interest. We found
that among the > 22,000 genes inspected, a set of 5,296 VRGs (2,646
over- and 2,650 under-expressed) is altered by at least one of the
eight viruses studied (summarized in Table 8.1). This VRG set
may thus be used to reflect the global plant response to any viral
infection. We found that the number of VRGs shared by more than
one virus declines exponentially. Seven VRGs were found up-regulated
in common by six viruses, of which, surprisingly, six play a role in cell
migration (At3g57260, At5g10380, At3g14990, At3g28510, At5g52640,
and At4g24690) and one (At1g75040) encodes a PR-5 thaumatin-like
protein, factors known for their involvement in pathogens responses.
While no single VRG was identified in common among the eight
infections, one VRG was systematically up-regulated by seven viruses
(all except PPV) and found to encode an aspartyl protease involved,
again, in cell migration in the diencepahlon (At5g10760). Three
VRGs were down-regulated by six viruses, two of which correspond to
different subunits of the NADPH dehydrogenase complex (At1g18730
and At5g58260).

Not surprisingly, infections by the two different strains of TEV
under study share the largest number of VRGs (197 over- and 282
under-expressed genes), although this may probably reflect, to some
extent, homogeneity in experimental procedures. In the overlapping
set, over-expressed genes principally have roles in response to stress
(e.g., fungal resistance TIR-NB-LRR protein At1g56510, transcription
factor At1g22070, U-box-domain-containing E3 ubiquitin ligase
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Table 8.1: Summary of the number of VRGs and VRFs (over- and
under-expressed) from several viral infections in A. thaliana.

VRGs VRFs
Over Under Over Under

TEV 356 322 35 41
TEV-At17 950 1441 32 90
TuMV 754 390 29 30
PPV 747 740 98 8
TMV 498 225 62 0
TRV 215 284 14 26
TCV 708 846 91 70

CaLCuV 454 732 66 107

At3g11840 that acts as a negative regulator of immune responses,
or the aforementioned At1g75040), transport (e.g., the mitochondrial
inner membrane translocase At1g20350, the high-affinity ammonium
transporter At2g38290, or the glycolipid transfer protein At4g39670),
transcription (e.g., the Myb-like transcription factor At1g25550, or
the C2H2-type zinc finger At3g46080), and protein metabolism (e.g.,
the chaperone DnaJ-domain At1g56300, or the eukaryotic aspartyl
protease At5g10760). The overlapping set of under-expressed genes
is mostly composed of factors involved in basic metabolic and cellular
processes (e.g., the member of the R2R3 factor At1g18710, the enzyme
At1g03630 that is NADPH- and light-dependent, or the hydrolase
At1g10740).

Interestingly, a set of 27 VRGs was significantly over-expressed
upon infections by the three viruses that naturally infect hosts from
the Brassicaceae family (TuMV, TCV and CaLCuV) and by the
TEV laboratory strain, which has been experimentally adapted to
A. thaliana (TEV-At17); hereafter, we will refer to this set of four
viruses as Brassica-infecting viruses. A common feature of these
VRGs is that all of them play roles in stress response, including,
among others, the disulfide isomerase At1g21750 implicated in the
regulation of apoptosis during endoplasmic reticulum stress as well as
in osmotic stress. The set also includes the homolog of mammalian
Bax inhibitor 1, At5g47120, which functions as an attenuator of
biotic and abiotic stress-associated cell death, and the cytosolic
heat shock protein At5g52640. The list further comprises several
genes involved in signal transduction, such as the BAK1-interacting
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receptor-like kinase At5g48380 that regulates multiple signaling routes
for plant resistance, or the ATP binding kinase At5g45800 involved in
embryonic development. A set of 22 VRGs was also under-expressed
in common, in plants infected by the Brassica-infecting viruses. This
list includes, as in the afore-mentioned study of the two TEV strains,
genes involved in central metabolic and cellular processes.

Next, we sought to establish an overall comparison of the lists
of VRGs identified from any of the eight viruses included in the
analysis. To do so, we computed similarity scores among all
pairs of lists, and constructed a dendrogram to visualize which
viruses showed more closely related lists. The eight viruses do not
represent independent draws from a population; rather, some are
phylogenetically related. It was therefore important to test whether
the above overlap in VRGs reflected taxonomic correlations. In other
words, do closely phylogenetically related viruses tend to share a
higher number of VRGs, and does this overlap reduce as phylogenetic
distance between viruses increases? To address this issue, we first
used an alignment of the replicase genes from the eight viruses
(the replicase-associated protein in the case of the geminivirus) to
construct a maximum-likelihood phylogenetic tree (using the WAG +
Γ model of amino acid susbstitutions and evaluating the significance
of tree topology by 1,000 bootstrap replicates). Next we computed
a congruency index [37] measuring the overlap between the tree
topology obtained from the VRG similarity matrix, on the one hand,
and the topology of the estimated phylogenetic tree, on the other.
The congruence index (Icong = 1.4720) was significantly larger than
expected by mere chance (P = 0.0052), suggesting that the two
topologies are indeed highly congruent. This result supports the
hypothesis that the overlap between VRG lists reflects the taxonomic
relationships among viruses: two closely related viruses (e.g., the
potyviruses TEV and TuMV) tend to alter the expression of a similar
set of genes, whereas two non-related viruses (e.g., TEV and TRV)
tend to alter different subsets of genes. The various viruses included
in the study have distinct replication, gene expression, movement,
and RNA silencing-suppression strategies that should somehow impact
transcriptomic profiles differently. It is highly likely, however, that
these strategies may be more conserved between phylogenetically
related viruses than among viruses with weak or no phylogenetic
relationship and, hence, the above study most certainly already
accounts for the differences and commonalities observed among virus
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•  Response to biotic stress: 
       - Viruses, Bacteria, Fungi... 
       - Systemic Acquired Res.  
•  Response to abiotic stress: 
       - Metals, Osmosis, Oxidation 
       - Temperature 
•  Apoptosis and aging  
•  Homeostasis 
•  Protein folding 

•  Developmental processes 
•  Photosynthesis   
•  Alcohol metabolism 
•  Lipid metabolism 
•  Polysaccharide metabolism 
•  Secondary metabolism 

Figure 8.2: List of common biological functions up- and down-regulated by
plant viruses in A. thaliana.

phyla. This being said, convergent evolution in phylogenetically
unrelated viruses may contribute to increase the overlap of VRG
lists. For instance, potyviruses and carmoviruses employ overlapping
RNA silencing-suppression strategies affecting the global metabolism
of miRNAs, which may lead to a set of related host responses.

A potential weakness of the above meta-analysis of gene lists is
that the different experiments not only differed in the methodological
details and plant ecotypes, but also in that different experiments took
samples at different time points during the infection process and,
in some cases, different tissues were also sampled. Ecotype-specific,
time-dependent and tissue-specific responses to viral infection may
turn ON/OFF different subsets of genes [25, 38] and thus may not
receive a high enough score to be classified as VRG according to
the stringent statistical criteria used in the study. To minimize as
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much as possible these potential problems, only data from leaves were
included in the present analysis, although the possible effect of ecotype
and sampling time may still exist. We performed several statistical
analyses to assess this heterogeneity in the data, and we concluded
that differences in ecotype or in sampling time would neither have a
significant effect on the conclusions drawn from our meta-analysis.

8.3 Biological functions triggered by plant
viruses

Subsequently, we performed a functional analysis to map changes in
gene expression onto regulations effecting global biological functions,
thus establishing lists of virus-responsive functions (or VRFs). For
each list of VRGs, (over- or under-expressed), we looked for the
significant over-represented biological processes (GO terms between
levels 3 and 9) within that list. The statistical significance was
performed by means of a Fisher’s exact test for 2x2 contingency
tables with a correction for multiple testing using the FDR procedure
(adjusted P < 0.05). To perform the functional analysis of the VRGs,
we used the FatiGO tool [39], implemented in the BABELOMICS
webserver [36].

Some generalities can be drawn from this study, highlighting the
fact that different viruses alter common sets of VRFs (summarized in
Fig. 8.2). On the one hand, approximately one-third of over-expressed
VRGs are associated with cell rescue, defense, apoptosis and cell
death and aging, including several defense- and stress-associated
genes. Responses to biotic (viruses, bacteria, or fungi) and abiotic
(metal ions, osmosis, oxidation, or temperature) stresses, including
systemic acquired resistance [40] and the innate immune system, are
upregulated by the plant to counteract viral infection. Such a defense
response in A. thaliana to viruses is dependent on salicylic acid [38].
In addition, a variety of heat-shock proteins are also over-expressed
after infection with any viruses. Although this might just be a generic
nonspecific response by the plant to stress, we suggest that the virus
directly triggers chaperones to assist in correct folding of its own
proteins, since many of them could misfold (and thus aggregate) as a
consequence of mutations produced during error-prone replication [41].
Ribosomal proteins and protein turnover genes are also up-regulated.
Again, this could either reflect an increased demand on the host
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cells for protein synthesis or a response triggered by a virus to
enhance its own production (or presumably both). On the other hand,
several developmental functions, biosynthesis of lipids, alcohols and
polysaccharides, and secondary metabolism constitute the principal
down-regulated processes. For example, biosynthesis of lipids is pivotal
for cell membrane construction and modification and carbohydrates
biosynthesis is essential for building cell walls; therefore, because this
expression is correlated to plant cell growth and expansion, reduced
expression could well result in the stunting syndrome associated
with some infections. Similarly, plastid genes and genes involved
in chloroplast functioning are also preferentially under-expressed,
resulting in chlorosis. The unspecific gene down-regulation response as
a part of the viral reprogramming of metabolism is consistent with the
previously proposed idea [42] that viruses impel the plant to redirect
resources towards immune systems and, in particular, biotic stress
responses, to the detriment of developmental processes.

As in the previous section, we tested if the dendrogram topology
was congruent with the phylogenetic history of the viruses (from the
similarity matrix computed from overlapping lists of VRFs obtained
for the eight viruses). In this case, the congruence index (Icong =
1.2267) did not significantly differ from what was expected by chance
(P = 0.1005), thus suggesting that both topologies are not highly
congruent; in other words, that the set of VRFs altered by two
related viruses is similar to the one altered by two non-related viruses.
At first, this result may be seen as contradicting the previous one,
obtained by comparing lists of VRGs. Broad GO terms, however,
encompass a multitude of genes and it may well be that different
viruses affect the same VRF by modifying the expression of different
target genes. Consistent with this idea, TEV and TRV infections were
both associated with a significant over-representation of the GO term
stress response. In both cases, the number of VRGs connected to this
specific GO is similar (108 for TEV and 93 for TRV); yet only four
genes are affected in common between the two viruses. Therefore, this
analysis reveals that comparable trends in the global reprogramming
of cellular functions might be achieved via highly dissimilar gene
expression changes induced by distinct viruses.
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Figure 8.3: Connectivity distribution for the whole plant interactome (red
line) and the distribution generated by the VRGs (green line) for two
opposing modes of virus action. Panel (a) illustrates the case of VRGs being
sparsely distributed in the network and poorly connected. This situation
translates into connectivity distributions steeper than observed the whole
interactome. Panel (b) exemplifies the opposite situation of VRGs being
highly connected hubs. In this case the connectivity distribution is flatter.

8.4 Viruses preferentially alter highly
connected genes

We then focused on the impact of viruses on two different predicted
interactomes of A. thaliana: a transcriptional regulatory network
(TRN) [43] and a protein-protein interaction network (PPIN) [44].
The TRN was inferred using a reverse-engineering procedure, based
on mutual information with a local significance (z-score computation)
as estimator of the likelihood, for capturing coexpression patterns
between transcription factors and genes, and has optimal levels of
confidence and coverage. This network contains 139,440 interactions
and involves 19,108 genes. The PPIN consists of a set of
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Figure 8.4: Outgoing connectivity distributions, contextualized in the TRN,
for the VRGs (red) and the whole interactome (blue).
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72,266 predicted interactions involving 7,177 proteins, based on the
identification of orthologs of A. thaliana proteins in seven other
species. Both TRN and PPIN have the properties of scale-free and
small-worlds, the two major characteristic properties of real biological
networks [15]. To analyze the impact of a viral infection in terms of
genetic interactions, we studied the principal topological properties on
the inferred networks: connectivity, clustering, connected components,
shortest paths and modularity. For each VRG (up and down), we
collected its connectivity degree and betweenness centrality, according
to the global interactome. Differences in connectivity (k) and
betweenness (b) among the VRGs and the total set of plant genes were
analyzed by means of one-tailed Mann-Whitney U -tests (P < 0.05)
considering the superior tails of the distributions (i.e., the genes
satisfying k > 〈k〉 or b > 〈b〉). Furthermore, we performed linear
regressions in the log-log space to obtain the critical exponents, γ,
of the power-law degree distribution P (k) ∼ k−γ and assessed the
statistical significance of the inferred values using Student t-tests
(P < 0.0001).

First, we analyzed the connectivity degree distribution for the
VRGs as compared to the global set of genes. Roughly, if those
genes were located in the periphery of the network, their connectivity
would be expected to be smaller than if they were central, since
the interactome is scale-free (Fig. 8.3). As the TRN is a directed
interactome, we focused on the outgoing connectivity, that is, the
number of edges that leave from a given node to connect other nodes
in the network. In Fig. 8.4 we show the connectivity distributions
for all viral infections. Table 8.2 summarizes the value of the
power-law exponent that better fits this particular distribution as
well as the average connectivity. To statistically assess differences
between the VRGs and the global set of genes, we used t-tests for
differences in slopes and U -tests for differences in the location of the
high-degree genes within the distributions. No significant differences
were found between the incoming connectivity distributions of VRGs
and the one characterizing the whole interactome. Fig. 8.5 shows
the corresponding connectivity distributions using the PPIN (see also
Table 8.2). We found that, in all cases (both in TRN and PPIN),
the slope of the power-law distributions was significantly smaller
than the slope estimated for the whole interactome. Apart of that
Brassica-infecting viruses affect on average more genes, these viruses
also manipulate more interactions, irrespective to the network model
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(one-tailed t-test, P < 0.05). However, we did not find any significant
difference among viruses in terms of the average connectivities and
power-law distribution exponents. We conclude that a smaller slope of
the power-law distribution is a general trend characterizing the VRGs,
indicating that viral infection preferentially alters the expression of
highly connected genes (hubs) rather than random genes within the
whole network. This could reflect a cellular response to gain robustness
against the manipulation of the host by viruses.

A more global scale analysis involved calculation of the
betweenness centrality distribution, understood as the relative number
of shortest paths traversing a given gene. Table 8.2 summarizes the
values of the average betweenness for these sets of VRGs. Since PPIN
represents the case of an undirected graph, we restricted the analysis to
this interactome to evaluate the betweenness of the VRGs. We found
that, as occurred with the connectivity at the local level, the VRGs
were significantly central for seven out of eight viruses, with average
betweenness centrality values significantly greater than observed for
the whole interactome (U -test P < 0.05). TMV was the exception
to this rule. We also found that betweenness and connectivity are
significantly positively correlated (Spearman ρ = 0.8885 with P <
0.0001, releasing the isolated nodes), despite the high variability of
betweenness at low connectivity values, a characteristic of hierarchical
networks.

8.5 Discussion

The results of our meta-analysis combining transcriptomic data
gathered for eight different viruses all infecting a common host, A.
thaliana, confirm that host cells undergo significant reprogramming
of their transcriptome during infection, which is possibly a central
requirement for mounting the host defenses. Rather than focusing on
the details of each virus infection, however, our study was designed to
uncover generic features defining either the host response to, or the
targets manipulated by, the various viruses tested. We found that the
overlap in the lists of genes whose expression is altered upon infection
(VRGs) decreases as the phylogenetic distance between the viruses
increases, thus suggesting that related viruses may interact with
similar host components, whereas non-related viruses may manipulate
different targets. This association at the VRG level does not hold,
however, at the level of altered, global biological functions (VRFs),
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thus suggesting that a common set of overall functional responses to
infection may result from the manipulation of sometimes drastically
different target genes. One caveat of the meta-analysis studies such as
the one reported here, however, is that they are conservative in design.
They will at best identify shared (sub) responses that are strong
enough to be detected against the intrinsically high noise level as a
consequence of the diversity of viral systems and microarray platforms
used in the original studies that served as the basis for the present
one. While reductionism through single-cell transcriptome analyses
has been successfully employed in virus-infected mammalian cell
cultures [9] and in plant protoplasts [29], studying in vivo host-virus
interactions obviously adds many layers of complexity and variability,
which are clearly reflected here. Nonetheless, our study shows that
such complexity does not, a priori, constitute an insurmountable
obstruction to the discovery of generic patterns associated to plant
viral infections.

Our study points out that VRGs are, in general, more highly
connected, central and modular than expected by chance. This result
agrees with the fact that viral proteins preferentially interact with hub
regulator genes [17–19, 21], although VRGs not necessarily entail virus
effectors. Probably as a plant strategy, through hub genes the signal
can be disseminated at large to change the whole genetic profile. Then,
even a small number of viral proteins can affect a considerable number
of host genes. In the case of Potyviruses, 11 mature proteins provoke
significant changes in expression in about a thousand of host genes.
That more hub genes (both from TRN and PPIN) than expected by
chance were differentially expressed indeed reflects an effect of the virus
over them, and also indicates that the information flow from virus
effectors to immune response proteins is strengthened ab initio (lower
slope in the power-law distribution). We therefore hypothesize that
this over-stimulation of hubs is a mechanism that confers robustness to
the plant to express the immune system. Whether a virus deactivated
a recognition pathway, redundant hubs would emerge to counteract
this viral action. We have confirmed this observation for all the
plant viruses included in our meta-analysis, thus uncovering a possible
universal pattern in host-virus interactions.
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The following publications hold the contents presented in this
chapter

• Rodrigo G, Carrera J, Ruiz-Ferrer V, del Toro FJ, Llave
C, Voinnet O, Elena SF (2011) A meta-analysis reveals the
commonalities and differences in Arabidopsis thaliana response
to different viral pathogens. Submitted.

• Elena SF, Carrera J, Rodrigo G (2011) A systems biology
approach to the evolution of plant-virus interactions. Curr Opin
Plant Biol, 14: 372-377.
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Chapter 9

General conclusion

Design is not just what it looks like...
Design is how it works.

– Steve Jobs

Cell fate is programmed through gene regulatory networks that
perform several calculations to take the appropriate decision. In
addition, signaling pathways are interconnected to regulatory networks
for sensing the environment and expressing the appropriate genetic
profile. Therefore, whether we could disentangle the design principles
of these networks, we would gain fundamental insights about the way
cells behave. Have natural networks a precise fine-tuning of kinetic
parameters? Or, on the contrary, is it all about network architecture?
One approach to understand natural regulatory networks consists in
designing artificial systems and confronting them with the natural
ones. This, indeed, challenges our knowledge about the mode of action
of molecular systems and could reveal hidden traits on which natural
selection operated. To this end, in silico evolutionary optimization
mimics the way Nature has designed such genetic networks. In
this thesis, we have focused on Monte Carlo techniques. We have
discussed the basic principles of this heuristic approach and how can
be applied to design different regulatory systems. To balance such
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an optimization framework, we also applied mathematical analysis
techniques to rationalize the regulatory mechanisms found in natural
genetic networks.

The engineering of synthetic gene circuits based on transcription
has mostly relied on the assembly of few characterized regulatory
elements using rational design principles. Then, it is of outmost
importance to analyze the scalability and limits of such a design
workflow. To analyze the design capabilities of libraries of regulatory
elements, we developed an automated design approach that combined
such elements to search the genotype space associated to a given
phenotypic behavior. In this context, we calculated the designability
of dynamical functions obtained from circuits assembled with a given
genetic library. By designing circuits working as amplitude filters,
pulse counters and oscillators, we could to infer new mechanisms for
such behaviors. We also highlighted the hierarchical design and the
optimization of the interface between devices. Finally, we dissected
the functional diversity of a constrained library and we found that
even such libraries can provide a rich variety of behaviors. We also
found that intrinsic noise slightly reduces the designability of networks
with digital behavior, but it increases the designability of oscillators.

Computational design can be also applied to discover design
principles of specific network architectures. In particular, gradients
of diffusing molecules (morphogens) determine cell fate at a given
position, dictating development and spatial organization. Among,
the FFL circuit is the simplest genetic architecture able to generate
one-stripe patterns by operating as an amplitude detection device,
where high output levels are achieved at intermediate input ones.
Herein, we dissected the design space containing all possible topologies
and parameter values of the FFL circuits. We explored the ability
of being sensitive or adaptive to variations in the critical morphogen
level where cell fate is switched. We found four different solutions
for precision, corresponding to the four incoherent architectures, but
remarkably only one mode for adaptiveness, the incoherent type
4. We further carried out a theoretical study to unveil the design
principle for such structural discrimination, finding that the synergistic
action and cooperative binding on the downstream promoter are
instrumental to achieve absolute adaptive responses. Subsequently, we
analyzed the robustness of these optimal circuits against perturbations
in the kinetic parameters and molecular noise, which allowed us
to depict a scenario where adaptiveness, parameter sensitivity and
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noise tolerance are different, correlated facets of the robustness of
the FFL circuit. Strikingly, we showed a strong correlation between
the input (environment-related) and the intrinsic (mutation-related)
susceptibilities. Finally, we discussed the evolution of incoherent
regulations in terms of multifunctionality and robustness.

The application of engineering methodologies in Molecular Biology
can result very advantageous because, apart of providing a systematic
way to redesign the control mechanisms that manage biological
processes, they allow uncovering the design principles that were
naturally selected to ensure the survival of the organism. If so,
are these natural mechanisms similar to the ones we would engineer
following theoretical principles? In this thesis, we focused on
two responsive systems present in plants: gravitropism and RNA
silencing. Certainly, plants have evolved mechanisms to sense gravity
and orient themselves accordingly. We constructed a mathematical
model that reproduced the plant gravitropic response. The model
was based on known genetic interactions and hormone signaling
coupled to a physical description of plant reorientation. Indeed, the
interplay between hormone signaling and gene regulatory networks
is instrumental in living organisms in order to promote their own
development. The model allowed the analysis of the spatiotemporal
dynamics of the system, triggered by a hormone gradient that induces
differential growth of the plant with respect to the gravity vector.
Our model predicted two important features with strong biological
implications. First, the robustness of the regulatory circuit as a
consequence of integral control. And second, the higher degree of
plasticity generated by the molecular interplay between two classes of
hormones.

Moreover, we studied the RNA silencing pathway and how it is
applied to fight against an RNA virus. We found that this immune
system performs a sort of derivative control for the suppression of
the virus, by which siRNA is the central element. The cell-to-cell
movement of siRNAs serves to anticipate the cleavage response
by RISC. However, viruses have evolved strategies to escape from
silencing surveillance while promoting their own replication. By
examining the system at the single cell level, we found that an
appropriated virus strategy would be to devote more time into
transcription and target the first protein component of the pathway.

In addition, we tackled the problem of designing riboregulatory
modules in bacteria. These modules could be used in combination
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with further regulatory elements to construct more complex systems.
In this thesis, we have described the first fully automated design
procedure and experimental validation in bacteria of synthetic RNA
circuits. An optimization algorithm based on a physicochemical RNA
model and exploiting allosteric motion was used to computationally
screen iteratively generated sequences of nucleic acids. Our RNA
devices implemented a mechanism of post-transcriptional control
of protein expression with tunable performance, highly specific,
and orthogonal. To obtain these devices, different structural
constraints and inter-molecular interactions were specified. Such
results demonstrate that computational methods can explore the large
combinatorial space of sequences to de novo design genetic circuits,
and that a quantitative, first principles-based, unbiased algorithm is
useful in diverse riboregulation frameworks.

Furthermore, we applied the computational techniques to study
the designability of metabolic pathways. The biological solution for
synthesis or remediation of organic compounds using living organisms,
particularly bacteria and yeast, has been promoted because of the
cost reduction with respect to the non-living chemical approach. In
that way, computational frameworks can profit from the previous
knowledge stored in large databases of compounds, enzymes and
reactions. In addition, the cell behavior can be studied by modeling
the cellular context. We implemented a heuristic algorithm to find a
metabolic pathway from a target compound by exploring a database
of enzymatic reactions. We provided examples of designed metabolic
pathways using bacteria as host organisms. We further analyzed the
designability of certain metabolic pathways of special interest.

The cellular background of operation imposes global constraints
on the elements and mechanisms of the networks. Still it is possible
to analyze the genome-scale network and how the cell rearranges
its genetic profile according to external perturbations. As a case of
study, we focused on RNA viruses. Understanding the mechanisms
by which the host cell mounts its defenses, and viruses overcome in
order to proliferate, has been a challenging problem owing to the
multiplicity of factors and complexity of interactions involved. Here,
we identified and compared genes that are differentially expressed
upon infection. Our results confirm that host cells undergo significant
reprogramming of their transcriptome during infection, and that
perturbations preferentially affect genes that are highly connected.
This indicates redundancy in the information transmission from virus

172



effectors to immune response genes and allowed us to suggest that
this over-stimulation of hub proteins could be a mechanism to confer
robustness for expression of host defenses.

All in all, our results demonstrate that computational methods are
useful in several genetic frameworks. These methods can efficiently
explore the fitness landscape to de novo design gene regulatory
networks, and also they can be applied to analyze the designability
of behaviors provided a limited number of interoperable elements. In
addition, mathematical analyses revealed the natural design of control
mechanisms and organization structures that can be used as rational
resources to supplement computational methods. Ideally, these tools
would input a set of specifications, in the form of human-readable
programs, and would output a biological model together with its
compilation into a reliable DNA sequence. The next steps in this field
would be directed towards providing a common design platform going
from single molecules with regulatory ability to complex biological
systems integrating multilayer regulatory elements. However, one of
the major challenges in the design of genetically engineered organisms
with novel functions is their potential evolution after being deployed.
In many instances, the traits of interest may be lost after subsequent
cell replications. Accordingly, the quantification of the evolutionary
reliability (how many generations the target phenotype is sustained)
is pivotal for real biotechnological applications. Ultimately, the
engineered cells with synthetic circuitries will result in micromachines
working according to the design specifications.
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