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Distributional chaos for operators on Banach spaces

N. C. Bernardes Jr., A. Bonilla, A. Peris, X. Wu

Abstract

Four notions of distributional chaos, namely DC1, DC2, DC21
2 and DC3, are

studied within the framework of operators on Banach spaces. It is known that,
for general dynamical systems, DC1 ⊂ DC2 ⊂ DC21

2 ⊂ DC3. We show that DC1
and DC2 coincide in our context, which answers a natural question. In contrast,
there exist DC21

2 operators which are not DC2. Under the condition that there
exists a dense set X0 ⊂ X such that Tnx → 0 for any x ∈ X0, DC3 operators
are shown to be DC1. Moreover, we prove that any upper-frequently hypercyclic
operator is DC21

2 . Finally, several examples are provided to distinguish between
different notions of distributional chaos, Li-Yorke chaos and irregularity. We thank
the referee whose suggestions produced an improvement in the presentation of the
paper. 1

1 Introduction

Let us recall that an operator T on a Banach space X is said to be Li-Yorke chaotic
if there exists an uncountable set Γ ⊂ X such that for every pair (x, y) ∈ Γ×Γ of distinct
points, we have

lim inf
n→∞

‖T nx− T ny‖ = 0 and lim sup
n→∞

‖T nx− T ny‖ > 0.

In this case, Γ is called a scrambled set for T and each such pair (x, y) is called a Li-Yorke
pair for T . This notion of chaos was introduced by Li and Yorke [31] in the context of
interval maps. It was the first notion of chaos in the mathematical literature and it became
very popular. For a study of Li-Yorke chaos and some of its variations in the context of
linear dynamics, we refer the reader to the papers [13, 15, 41, 42] and references therein.

Schweizer and Smı́tal [36] introduced the notion of distributional chaos for interval
maps as a natural strengthening of Li-Yorke chaos. Subsequently, several variations of
the concept of distributional chaos were introduced and studied by various authors (see,
e.g., [4, 23, 35, 37]), which we adapt here for linear operators. In order to give the precise
definitions in the context of linear dynamics, let us recall that the lower and the upper
densities of a set A ⊂ N are defined as

dens(A) := lim inf
n→∞

card(A ∩ [1, n])

n
and dens(A) := lim sup

n→∞

card(A ∩ [1, n])

n
,
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vector, absolutely mean irregular vector.
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respectively. Given an operator T on a Banach space X, x, y ∈ X and δ > 0, let

Fx,y(δ) := dens({j ∈ N : ‖T jx− T jy‖ < δ}) (1)

and
F ∗x,y(δ) := dens({j ∈ N : ‖T jx− T jy‖ < δ}). (2)

Note that both Fx,y and F ∗x,y are nondecreasing maps on (0,∞) and 0 ≤ Fx,y ≤ F ∗x,y ≤ 1.
Moreover,

Fx,y(δ) = 1− dens({j ∈ N : ‖T jx− T jy‖ ≥ δ}).

The functions Fx,y and F ∗x,y are called the lower and the upper distributional functions
of x, y associated to T , respectively. If it is necessary to make clear the operator T in
question, we write FT,x,y and F ∗T,x,y. If the pair (x, y) satisfies

(DC1) F ∗x,y ≡ 1 and Fx,y(ε) = 0 for some ε > 0, or

(DC2) F ∗x,y ≡ 1 and Fx,y(ε) < 1 for some ε > 0, or

(DC21
2
) There exist c > 0 and r > 0 such that Fx,y(δ) < c < F ∗x,y(δ) for all 0 < δ < r, or

(DC3) Fx,y(δ) < F ∗x,y(δ) for all δ in a nondegenerate interval J ⊂ (0,∞),

then (x, y) is called a distributionally chaotic pair of type k ∈ {1, 2, 21
2
, 3} for T . The

operator T is said to be distributionally chaotic of type k (DCk) if there exists an un-
countable set Γ ⊂ X such that every pair (x, y) of distinct points in Γ is a distribution-
ally chaotic pair of type k for T . In this case, Γ is a distributionally scrambled set of
type k for T . For a study of distributional chaos in the context of linear dynamics, see
[9, 13, 14, 24, 25, 32, 33, 38, 40] and references therein. We observe that in these papers it
is considered the following notion of distributional chaos: T is said to be distributionally
chaotic if there exist an uncountable set Γ ⊂ X and an ε > 0 such that for every pair
(x, y) of distinct points in Γ, we have that F ∗x,y ≡ 1 and Fx,y(ε) = 0. One could call this
notion of chaos by uniform distributional chaos, because the number ε that appears in
its definition does not depend on the pair (x, y). It is obviously stronger than the notion
of distributional chaos of type 1, but they are actually equivalent for operators on Banach
(or Fréchet) spaces, as follows immediately from [14, Theorem 12].

By following [14, Definition 1], we say that an operator T on a Banach space X is
densely distributionally chaotic if there exist an uncountable dense set Γ ⊂ X and an
ε > 0 such that F ∗x,y ≡ 1 and Fx,y(ε) = 0 for every pair (x, y) of distinct points in Γ.

Our goal in this paper is to investigate the above notions of distributional chaos for
operators on Banach spaces, which complements and extends previous works by several
authors. The paper is organized as follows.

In Section 2 we present some notations and terminologies necessary for the paper
which complement those given in the Introduction.

Section 3 is devoted to the equivalence of DC1 and DC2 for operators and for C0-
semigroups of operators on Banach spaces (Theorems 2 and 6).

We show in Section 4 that, under certain conditions, DC21
2

coincides with DC1 for
operators and for C0-semigroups of operators on Banach spaces (Theorems 8 and 10).
We also prove that every upper-frequently hypercyclic operator is DC21

2
(Theorem 13).

As a consequence, we extend to upper-frequently hypercyclic operators a result originally
shown in [9] for frequently hypercyclic operators (Corollary 15).
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The notions of absolutely mean irregular vector and absolutely Cesàro bounded op-
erator are considered in Section 5. In recent years, it has become very popular in the
area of dynamical systems to investigate properties related to averages involving orbits or
pseudo-orbits; see [27, 30, 39], where further references can be found. In our context, it
is natural to ask whether or not DC1 is equivalent to the existence of an absolutely mean
irregular vector. We negatively answer this question by exhibiting counterexamples on
the Banach spaces c0 and `p (Theorem 25 and Remark 26). On the other hand, sufficient
conditions for the existence of a residual set of absolutely mean irregular vectors are also
provided (Theorems 27 and 28). Moreover, we show that a DC21

2
operator cannot be

absolutely Cesàro bounded (Corollary 21), but there exist operators that are mixing and
absolutely Cesàro bounded (Example 23).

Section 6 contains a sufficient condition for dense distributional chaos (Theorem 33)
which improves a result from [14] in the case of Banach spaces. Several consequences
are presented (Corollaries 34–36 and 38–41). In particular, we solve in the affirmative a
conjecture of [17] (Corollary 39).

Finally, we deal with the weakest among all the versions of distributional chaos,
namely, distributional chaos of type 3 (DC3) in Section 7. Some basic properties of
DC3 operators are provided (Proposition 42) and, under the condition that there exists a
dense set X0 ⊂ X such that T nx→ 0 for any x ∈ X0, all versions of distributional chaos
are shown to be equivalent (Theorem 45). Moreover, we give examples of DC3 operators
which are not Li-Yorke chaotic (Example 44) and of mixing operators which are not DC3
(Example 48). We also give examples of invertible DC1 operators T such that T−1 is not
even DC3 (Example 49).

2 Notations and preliminaries

Throughout this paper, X will denote a Banach space and B(X) will denote the space
of all bounded linear operators T : X → X.

Let T ∈ B(X) and x ∈ X. The orbit of x is said to be distributionally near to 0
if there exists A ⊂ N with dens(A) = 1 such that limn∈A T

nx = 0. We say that x has
a distributionally unbounded orbit if there exists B ⊂ N with dens(B) = 1 such that
limn∈B ‖T nx‖ = ∞. If the orbit of x is simultaneously distributionally near to 0 and
distributionally unbounded, then x is called a distributionally irregular vector for T . It
was proved in [14] that T is uniformly distributionally chaotic if and only if T admits a
distributionally irregular vector. A distributionally irregular manifold for T is a vector
subspace Y of X such that every non-zero vector y in Y is distributionally irregular for T .

If A ⊂ N, recall that the Banach upper density of A is given by

Bd(A) := lim
n→∞

lim sup
m→∞

card(A ∩ [m+ 1,m+ n])

n
·

Let us also recall that an operator T ∈ B(X) is said to be frequently hypercyclic (FH),
upper-frequently hypercyclic (UFH), reiteratively hypercyclic (RH) or hypercyclic (H) if
there exists a point x ∈ X such that for every nonempty open subset U of X, the set

{n ∈ N : T nx ∈ U}
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has positive lower density, has positive upper density, has positive upper Banach density
or is nonempty, respectively. Such a point x is called a frequently hypercyclic, upper-
frequently hypercyclic, reiteratively hypercyclic or hypercyclic vector for T , respectively.
Moreover, T is mixing if for every nonempty open sets U, V ⊂ X, there exists n0 ∈ N
such that T n(U) ∩ V 6= ∅ for all n ≥ n0, T is weakly-mixing if T ⊕ T is hypercyclic,
and T is Devaney chaotic if it is hypercyclic and has a dense set of periodic points. See
[6, 8, 16, 18, 22], for instance.

There is a useful criterion for frequent hypercyclicity, known as the Frequent Hyper-
cyclicity Criterion (FHC) [22, Theorem 9.9]. It not only implies frequent hypercyclicity,
but it also implies Devaney chaos, mixing and dense distributional chaos [14, 22].

If A is a Lebesgue measurable subset of [0,∞), recall that its lower and upper
densities are defined as

Dens(A) := lim inf
t→∞

µ(A ∩ [0, t])

t
and Dens(A) := lim sup

t→∞

µ(A ∩ [0, t])

t
,

respectively, where µ denotes one-dimensional Lebesgue measure.

Given a C0-semigroup T = {Tt}t≥0 of operators on X, x, y ∈ X and δ > 0, the lower
and the upper distributional functions of x, y associated to T are defined by

FT ,x,y(δ) := Dens({t ≥ 0 : ‖Ttx− Tty‖ < δ}) (3)

and
F ∗T ,x,y(δ) := Dens({t ≥ 0 : ‖Ttx− Tty‖ < δ}), (4)

respectively. Note that both FT ,x,y and F ∗T ,x,y are nondecreasing functions on (0,∞) and
0 ≤ FT ,x,y ≤ F ∗T ,x,y ≤ 1. Moreover,

FT ,x,y(δ) = 1−Dens({t ≥ 0 : ‖Ttx− Tty‖ ≥ δ}).

Whenever the semigroup T is clear from the context, we write simply Fx,y and F ∗x,y. We
define the notions of distributional chaos of type k ∈ {1, 2, 21

2
, 3} for semigroups as we

did in the case of operators, but with the distributional functions given by (3) and (4)
instead of (1) and (2).

We can also define the notion of uniform distributional chaos for semigroups of opera-
tors in the obvious way. Nevertheless, as in the case of a single operator, it turns out that
uniform distributional chaos and distributional chaos of type 1 coincide for C0-semigroups
of operators on Banach spaces. This will follow from Theorem 5, [1, Theorem 3.1] and
the corresponding result for operators.

We refer the reader to the book [19] for a detailed study of C0-semigroups of operators.

3 The equivalence DC1 ≡ DC2 for operators and for

semigroups of operators on Banach spaces

Let us begin this section by recalling the following definition from [14].

Definition 1. Let T ∈ B(X). We say that T satisfies the Distributional Chaos Criterion
(DCC) in Banach spaces if there exist sequences (xk), (yk) in X such that:

(a) There exists A ⊂ N with dens(A) = 1 such that limn∈A T
nxk = 0 for all k.
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(b) yk ∈ span{xn : n ∈ N}, ‖yk‖ → 0 and there exist ε > 0 and an increasing sequence
(Nk) in N such that

card({1 ≤ j ≤ Nk : ‖T jyk‖ > ε}) ≥ εNk

for all k ∈ N.

It was proved in [14] that the DCC is equivalent to DC1 for operators on Banach
spaces. Let us now prove that it is also equivalent to DC2.

Theorem 2. For every T ∈ B(X), the following assertions are equivalent:

(i) T satisfies the DCC in Banach spaces;

(ii) T admits a distributionally irregular vector;

(iii) T is distributionally chaotic of type 1;

(iv) T admits a distributionally chaotic pair of type 1;

(v) T is distributionally chaotic of type 2;

(vi) T admits a distributionally chaotic pair of type 2.

Proof. (i) ⇔ (ii) ⇔ (iii) ⇔ (iv): [14, Theorem 12].

(iii) ⇒ (v) ⇒ (vi): Obvious.

(vi) ⇒ (i): Since T admits a distributionally chaotic pair of type 2, there exist u ∈ X
and ζ > 0 such that

ξ := dens({j ∈ N : ‖T ju‖ > ζ}) > 0 (5)

and
dens({j ∈ N : ‖T ju‖ < δ}) = 1, (6)

for all δ > 0. By (6), there exists an increasing sequence (nk) in N such that

card({1 ≤ j ≤ nk : ‖T ju‖ < 1/k})
nk

> 1− 1

k
·

Hence, the set

A :=
∞⋃
k=1

{1 ≤ j ≤ nk : ‖T ju‖ < 1/k}

satisfies dens(A) = 1. Let xk := T ku (k ∈ N). Then

lim
n∈A

T nxk = 0 for all k ∈ N.

For each k ∈ N, choose mk ∈ N such that ‖Tmku‖ < 1/k, and define yk := Tmku. Then
yk ∈ span{xn : n ∈ N} and ‖yk‖ → 0. Let ε := min{ζ, ξ

2
}. By (5),

dens({j ∈ N : ‖T jyk‖ > ε}) ≥ ξ > ε (k ∈ N).

So, there exists an increasing sequence (Nk) in N such that

card({1 ≤ j ≤ Nk : ‖T jyk‖ > ε})
Nk

> ε (k ∈ N).

This proves that T satisfies the DCC in Banach spaces.
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Let us now consider the case of semigroups of operators. For this purpose, we shall
need the following result, which is a slight variation of Lemma 2.4 in [1].

Lemma 3. Let T := {Tt}t≥0 be a C0-semigroup of operators on X, s > 0 and x ∈ X.
Put Cs := sup0≤t≤s ‖Tt‖. Then, for every δ > 0, we have that:

(a) Dens({t ≥ 0 : ‖Ttx‖ < δ}) ≤ dens({j ∈ N : ‖T js x‖ < Csδ}).

(b) dens({j ∈ N : ‖T js x‖ < δ}) ≤ Dens({t ≥ 0 : ‖Ttx‖ < Csδ}).

(c) Dens({t ≥ 0 : ‖Ttx‖ < δ}) ≤ dens({j ∈ N : ‖T js x‖ < Csδ}).

(d) dens({j ∈ N : ‖T js x‖ < δ}) ≤ Dens({t ≥ 0 : ‖Ttx‖ < Csδ}).

Items (c) and (d) are exactly items (3’) and (4’) in [1, Lemma 2.4], while items (a)
and (b) are slight variations of items (2’) and (1’) in this lemma. However, we shall give
a proof of items (a) and (b) for the sake of completeness.

Proof. (a) Put A := {t ≥ 0 : ‖Ttx‖ < δ} and B := {j ∈ N : ‖T js x‖ < Csδ}. Let n ∈ N. If
j ∈ N and A ∩ [(j − 1)s, js] 6= ∅, then j ∈ B. Indeed, let t ∈ A ∩ [(j − 1)s, js] and write
t = (j − 1)s+ r with 0 ≤ r ≤ s. Then

‖T js x‖ = ‖Tt+s−rx‖ ≤ ‖Ts−r‖‖Ttx‖ < Csδ,

proving that j ∈ B. Therefore,

µ(A ∩ [0, ns])

ns
=

1

n

n∑
j=1

µ(A ∩ [(j − 1)s, js])

s
≤ card(B ∩ [1, n])

n
·

This implies the inequality in (a).

(b) Put A := {j ∈ N : ‖T js x‖ < δ} and B := {t ≥ 0 : ‖Ttx‖ < Csδ}. If j ∈ A, then

‖Tjs+rx‖ ≤ ‖Tr‖‖Tjsx‖ < Csδ (0 ≤ r ≤ s),

that is, [js, (j + 1)s] ⊂ B. Hence, for all n ∈ N,

card(A ∩ [1, n])

n
≤ 1

n

n∑
j=1

µ(B ∩ [js, (j + 1)s])

s
=
µ(B ∩ [s, (n+ 1)s])

ns
,

which implies the inequality in (b).

Lemma 4. Let T := {Tt}t≥0 be a C0-semigroup of operators on X, s > 0 and x, y ∈ X.
Put Cs := sup0≤t≤s ‖Tt‖. Then, for every δ > 0, we have that:

(a) FT ,x,y(δ) ≤ FTs,x,y(Csδ).

(b) FTs,x,y(δ) ≤ FT ,x,y(Csδ).

(c) F ∗T ,x,y(δ) ≤ F ∗Ts,x,y(Csδ).

(d) F ∗Ts,x,y(δ) ≤ F ∗T ,x,y(Csδ).
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Proof. (a) By Lemma 3(a),

FT ,x,y(δ) = Dens({t ≥ 0 : ‖Ttx− Tty‖ < δ})
≤ dens({j ∈ N : ‖T js x− T js y‖ < Csδ})
= FTs,x,y(Csδ).

The proofs of the other items are analogous.

Theorem 5. For every C0-semigroup T := {Tt}t≥0 of operators on X, the following
assertions are equivalent:

(i) T is DC1 (resp. DC2);

(ii) Ts is DC1 (resp. DC2) for some s > 0;

(iii) Ts is DC1 (resp. DC2) for every s > 0.

Proof. Given a pair (x, y) of points in X, it follows from Lemma 4 that the following
assertions are equivalent:

• (x, y) is a distributionally chaotic pair of type 1 (resp. 2) for T ;

• (x, y) is a distributionally chaotic pair of type 1 (resp. 2) for Ts for some s > 0;

• (x, y) is a distributionally chaotic pair of type 1 (resp. 2) for Ts for every s > 0.

This clearly implies the theorem.

By combining Theorems 2 and 5, we obtain the following.

Theorem 6. A C0-semigroup T of operators on X is DC1 if and only if it is DC2.

4 DC21
2 in Banach spaces

Lemma 7. Let T ∈ B(X). If T admits a distributionally chaotic pair of type 21
2
, then T

admits a distributionally unbounded orbit.

Proof. Since T admits a distributionally chaotic pair of type 21
2
, there exist u ∈ X, c > 0

and ζ > 0 such that
ξ := dens({j ∈ N : ‖T ju‖ > ζ}) > 0

and
dens({j ∈ N : ‖T ju‖ < δ}) > c,

for all δ > 0. Thus, there exists an increasing sequence (nk) in N such that ‖T nku‖ < 1/k
for all k ∈ N. Let yk := T nku and ε := min{ζ, ξ

2
}. Then limk→∞ yk = 0 and

dens({j ∈ N : ‖T jyk‖ > ζ}) = ξ > ε (k ∈ N).

Hence, there exists an increasing sequence (Nk) in N such that

card({1 ≤ j ≤ Nk : ‖T jyk‖ > ε}) ≥ εNk,

for all k ∈ N. Therefore, by [14, Proposition 8], there exists y ∈ X with distributionally
unbounded orbit.
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Now we will see that under the condition that there exists a dense set X0 ⊂ X such
that T nx→ 0 for all x ∈ X0, DC21

2
is also equivalent to DC1.

Theorem 8. Let T ∈ B(X) and assume that there exists a dense set X0 ⊂ X such that

T nx→ 0 for all x ∈ X0.

Then the following assertions are equivalent:

(i) T satisfies the DCC in Banach spaces;

(ii) T admits a distributionally irregular vector;

(iii) T is distributionally chaotic of type 1;

(iv) T is distributionally chaotic of type 2;

(v) T is distributionally chaotic of type 21
2
;

(vi) T admits a distributionally chaotic pair of type 21
2
.

Proof. It is enough to prove that (vi) ⇒ (ii). So, assume (vi). The proof of [14, Theorem
15] shows that if an operator T has a distributionally unbounded orbit and T nx→ 0 for
every x in a dense subset of X, then T has a distributionally irregular vector. Hence, in
view of our hypotheses and the previous lemma, we conclude that (ii) holds.

Let us now turn to semigroups of operators.

Theorem 9. For every C0-semigroup T := {Tt}t≥0 of operators on X, the following
assertions are equivalent:

(i) T is DC2 1
2

;

(ii) Ts is DC2 1
2

for some s > 0;

(iii) Ts is DC2 1
2

for every s > 0.

Proof. (i) ⇒ (iii): Let c > 0 and r > 0 be such that FT ,x,y(δ) < c < F ∗T ,x,y(δ) for all
0 < δ < r. By Lemma 4(b),(c),

FTs,x,y(δ) ≤ FT ,x,y(Csδ) < c whenever 0 < δ < r/Cs

and
F ∗Ts,x,y(δ) ≥ F ∗T ,x,y(δ/Cs) > c whenever 0 < δ < Csr.

Hence, FTs,x,y(δ) < c < F ∗Ts,x,y(δ) for all 0 < δ < r/Cs.

(iii) ⇒ (ii): Obvious.

(ii) ⇒ (i): If FTs,x,y(δ) < c < F ∗Ts,x,y(δ) for all 0 < δ < r, it follows from Lemma 4(a),(d)
that FT ,x,y(δ) < c < F ∗T ,x,y(δ) for all 0 < δ < r/Cs.

By combining Theorems 5, 8 and 9 we obtain the following.

Theorem 10. Suppose that T := {Tt}t≥0 is a C0-semigroup of operators on X such that

lim
t→∞

Ttx = 0 for all x ∈ X0,

where X0 is a dense subset of X. Then T is DC2 1
2

if and only if T is DC1.
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Corollary 11. Let 1 ≤ p <∞ and let v : R+ → R be a strictly positive locally integrable
function for which there exist M ≥ 1 and w ∈ R such that, for all t ≥ 0,

v(x) ≤Mewtv(x+ t) for almost all x ≥ 0.

Consider the translation semigroup T on the space of weighted p-integrable functions
Lpv(R+) ([22], Example 7.4). Then T is DC2 1

2
if and only if T is DC1.

Proof. Since the orbit of any continuous function of compact support converges to zero,
we can apply the above theorem.

Bayart and Ruzsa [9] proved that if T ∈ B(X) is frequently hypercyclic and there
exists a dense set X0 ⊂ X such that T nx→ 0 for any x ∈ X0, then T is DC1.

Our next goal is to prove that every upper-frequently hypercyclic operator (and, in
particular, every frequently hypercyclic operator) is DC21

2
. As a consequence, we will

extend the above-mentioned result from [9] to upper-frequently hypercyclic operators.

Lemma 12. Let T ∈ B(X). If T is upper-frequently hypercyclic, then T admits a distri-
butionally unbounded orbit.

Proof. Since T is upper-frequently hypercyclic, there exist x ∈ X and an increasing
sequence (nk) in N such that

ξ := dens({j ∈ N : ‖T jx‖ > 1}) > 0

and

‖T nkx‖ < 1

k
for all k ∈ N.

Define yk := T nkx and ε := ξ/2. Then limk→∞ yk = 0 and

dens({j ∈ N : ‖T jyk‖ > 1}) = ξ > ε (k ∈ N).

Hence, there exists an increasing sequence (Nk) in N such that

card({1 ≤ j ≤ Nk : ‖T jyk‖ > ε}) ≥ εNk,

for all k ∈ N. Therefore, by [14, Proposition 8], there exists y ∈ X with distributionally
unbounded orbit.

Theorem 13. Let T ∈ B(X). If T is upper-frequently hypercyclic, then T is distribu-
tionally chaotic of type 21

2
.

Proof. By Lemma 12 and [14, Proposition 8], there exists a residual set R1 of vectors
x ∈ X such that ‖T jx‖ → ∞ as j →∞ along some set Ex with dens(Ex) = 1.

As consequence of [21, Proposition 4.7], there exists a residual set R2 of vectors y ∈ X
such that ‖T jy‖ → 0 as j →∞ along some set Ey with dens(Ey) ≥ C > 0.

Let z ∈ R1 ∩ R2. Then the set {αz : α ∈ K} is an uncountable distributionally
scrambled set of type 21

2
for T . Thus T is distributionally chaotic of type 21

2
.

Corollary 14. If T ∈ B(X) is frequently hypercyclic and invertible, then both T and T−1

are distributionally chaotic of type 2 1
2

.

Proof. By [9, Proposition 20], both T and T−1 are upper-frequently hypercyclic. Hence,
we can apply the above theorem.

9



Corollary 15. If T ∈ B(X) is upper-frequently hypercyclic and there exists a dense set
X0 ⊂ X such that T nx→ 0 for any x ∈ X0, then T is distributionally chaotic of type 1.

Proof. By the above theorem, T is distributionally chaotic of type 21
2
. Since there exists

a dense set X0 ⊂ X such that T nx → 0 for any x ∈ X0, Theorem 8 implies that T is
distributionally chaotic of type 1.

Remark 16. Bayart and Ruzsa [9, Section 6] proved that there exists a frequently hy-
percyclic operator which is not distributionally chaotic. Thus, this operator is DC21

2
and

not DC1.

FHC

mixing Devaney chaotic FH DC1≡ DC2

UFH

RH DC21
2

w-mixing

H

Li-Yorke chaotic DC3

Figure 1: Implications between different definitions related with hypercyclicity and chaos
in Banach spaces.

Menet [34] proved that there exists a Devaney chaotic operator on l1(N) which is not
DC1 and is not upper-frequently hypercyclic. Since both concepts imply DC21

2
, it is

natural to consider the following question.

Problem 17. Is there a Devaney chaotic operator on a Banach space which is not DC21
2
?

5 Distributional chaos and absolutely mean irregular

vectors

We begin this section with two definitions.

Definition 18. Given T ∈ B(X) and x ∈ X, we say that x is an absolutely mean
irregular vector for T if

lim inf
N→∞

1

N

N∑
j=1

‖T jx‖ = 0 and lim sup
N→∞

1

N

N∑
j=1

‖T jx‖ =∞.
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Definition 19 ([25]). An operator T ∈ B(X) is said to be absolutely Cesàro bounded if
there exists a constant C > 0 such that

sup
N∈N

1

N

N∑
j=1

‖T jx‖ ≤ C‖x‖ for all x ∈ X.

The following result was proved in [25]: If T is DC2 and {x ∈ X : lim
n→∞

‖T nx‖ = 0}
is dense in X, then T is not absolutely Cesàro bounded.

The next proposition shows that there are some relations between the averages

1

N

N∑
j=1

‖T jx‖

and the notions of distributionally near to 0 and distributionally unbounded orbits. It
also shows that the hypothesis that the set {x ∈ X : lim

n→∞
‖T nx‖ = 0} is dense in X is

superfluous in the above-mentioned result from [25].

Proposition 20. For any T ∈ B(X), we have that:

(a) If lim inf
N→∞

1

N

N∑
j=1

‖T jx‖ = 0, then the orbit of x is distributionally near to 0.

(b) If the orbit of x is distributionally unbounded, then lim sup
N→∞

1

N

N∑
j=1

‖T jx‖ =∞.

Proof. Note that

card({1 ≤ j ≤ N : ‖T jx‖ ≥ δ})
N

≤ 1

N

N∑
j=1

‖T jx‖
δ

=
1

δ

1

N

N∑
j=1

‖T jx‖. (7)

(a) If lim inf
N→∞

1

N

N∑
j=1

‖T jx‖ = 0, it follows from (7) that

dens({j ∈ N : ‖T jx‖ ≥ δ}) = 0 for all δ > 0,

and so
dens({j ∈ N : ‖T jx‖ < δ}) = 1 for all δ > 0.

This is equivalent to say that the orbit of x is distributionally near to 0.

(b) If the orbit of x is distributionally unbounded, then

dens({j ∈ N : ‖T jx‖ ≥ k}) = 1 for all k ∈ N,

and so (7) implies that

lim sup
N→∞

1

N

N∑
j=1

‖T jx‖ ≥ k for all k ∈ N,

which gives the desired result.

11



Corollary 21. If T is distributionally chaotic of type 21
2
, then T is not absolutely Cesàro

bounded.

Proof. By Lemma 7, T admits a distributionally unbounded orbit. Hence, Proposition
20(b) implies that T is not absolutely Cesàro bounded.

Corollary 22. No upper-frequently hypercyclic operator can be absolutely Cesàro bounded.

On the other hand, a mixing operator can be absolutely Cesàro bounded.

Example 23. There exist operators T ∈ B(`p(N)), 1 ≤ p < ∞, that are mixing and
absolutely Cesàro bounded.

(A) Let us consider the operator defined in [14, Example 5]. It is the unilateral weighted
backward shift

T : (x1, x2, . . .) ∈ `1(N) 7→ (w2x2, w3x3, . . .) ∈ `1(N)

whose weight sequence is given by

wk :=
( k

k − 1

)1−ε
for k ≥ 2,

where ε ∈ (0, 1
5
) is fixed. It was proved in [14] that

1

N

N∑
j=1

‖T jx‖ ≤
(

2 +
2

ε

)
‖x‖ for all x ∈ `1(N).

Hence, T is absolutely Cesàro bounded. Since
∏n

k=2wk = n1−ε →∞ as n→∞, T
is also mixing [22, Example 4.9].

(B) More recently, it was proved in [25] that the unilateral weighted backward shift
Bw : `1(N)→ `1(N) with weights

wk :=
2k

2k − 1
(k ∈ N)

is also mixing and absolutely Cesàro bounded.

(C) In [33] the following example was provided: Let nk := (k!)3 (k ∈ N) and select the
sequence of weights υ = (υj)j∈N given by υj = 1/k for nk ≤ j < nk+1 (k ∈ N).
In [33, Theorem 2.1] it was directly shown that the unilateral backward shift B on
`p(υ) (1 ≤ p <∞) is mixing, and that, for each x ∈ `p(υ) and each ε > 0,

lim
n→∞

card({1 ≤ j ≤ n : ‖Bjx‖ < ε})
n

= 1,

which implies that B is absolutely Cesàro bounded.

The third example (C) above was also used in the PhD Thesis of M. J. Beltrán [10]
to obtain examples of uniformly mean ergodic operators that are mixing, by following an
observation of the third author. See also [11, 12] for more results on this topic. We were
informed by Bonet that in [2] the authors observe that there are hypercyclic weighted
shifts on the Hilbert space which are Cesàro bounded.

Since reiteratively hypercyclic operators are weakly mixing, it is reasonable to make
the following question.

12



Problem 24. Is there a reiteratively hypercyclic operator which is absolutely Cesàro
bounded?

In view of Proposition 20 and the fact that DC1 is characterized by the existence of a
distributionally irregular vector, it is natural to ask the following question:

Is DC1 equivalent to the existence of an absolutely mean irregular vector?

Let us now see that the answer to this question is “no”.

Theorem 25. If X = c0(N) or X = `p(N) for some 1 ≤ p ≤ ∞, then there exists an
operator T ∈ B(X) which is distributionally chaotic of type 1 and satisfies

lim
N→∞

1

N

N∑
j=1

‖T jx‖ =∞ for all x ∈ X\{0}.

Proof. Our operator will be a unilateral weighted forward shift

T : (x1, x2, . . .) ∈ X 7→ (0, w1x1, w2x2, . . .) ∈ X

with a suitably chosen weight sequence w = (wn)n∈N. The sequence w will be obtained
as a sequence of blocks

w := (B1C1B2C2B3C3 . . .),

where each Bn has the form

Bn :=
(

2, 2, . . . , 2︸ ︷︷ ︸
2kn times

, 1,
1

2
,
1

2
, . . . ,

1

2︸ ︷︷ ︸
2kn−1 times

,
n

2(n+ 1)
, 1, 1, . . . , 1︸ ︷︷ ︸
2kn−1 times

)

and each Cn has the form

Cn :=
(

2, 2, . . . , 2︸ ︷︷ ︸
rn times

, 1, 1, . . . , 1︸ ︷︷ ︸
jn−1 times

,
1

2
,
1

2
, . . . ,

1

2︸ ︷︷ ︸
rn times

)
.

The number rn is the smallest positive integer greater than or equal to 2 log2(n+ 1) and
the numbers kn and jn will be chosen inductively. We shall denote by bn (resp. cn) the
length of the sequence Bn (resp. Cn); in other words, bn = 4kn+ 2kn and cn = 2rn+ jn−1
(n ∈ N). Moreover, we define sn := b1 + c1 + b2 + c2 + · · ·+ bn and tn := sn + cn (n ∈ N),
and t0 := 0.

We start with k1 := 2 and j1 := 2, so that

B1 = (2, 2, 2, 2, 1, 1/2, 1/2, 1/2, 1/4, 1, 1, 1) and C1 = (2, 2, 1, 1/2, 1/2).

Suppose that n ≥ 2 and that k1, . . . , kn−1 and j1, . . . , jn−1 have been chosen. Note that(
‖T je1‖

)
tn−1<j≤sn

=
( 2

n
,
22

n
, . . . ,

22kn

n
,
22kn

n
,
22kn−1

n
, . . . ,

2

n
,

1

n+ 1
,

1

n+ 1
, . . . ,

1

n+ 1︸ ︷︷ ︸
2kn times

)

and(
‖T je1‖

)
sn<j≤tn

=
( 2

n+ 1
, . . . ,

2rn−1

n+ 1
,

2rn

n+ 1
,

2rn

n+ 1
, . . . ,

2rn

n+ 1︸ ︷︷ ︸
jn times

,
2rn−1

n+ 1
, . . . ,

2

n+ 1
,

1

n+ 1

)
.
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Note also that
2rn

n+ 1
≥ n+ 1.

Now,

card({1 ≤ j ≤ sn : ‖T je1‖ ≤ 1
n+1
})

sn
≥ 2kn

tn−1 + 4kn + 2kn
→ 1 as kn →∞.

Hence, we can choose kn large enough so that

card({1 ≤ j ≤ sn : ‖T je1‖ ≤ 1
n+1
})

sn
≥ 1− 1

n
· (8)

Let

An :=
1

sn

sn∑
j=1

‖T je1‖.

Since

An =

∑tn−1

j=1 ‖T je1‖+ 2(22kn+1−2)
n

+ 2kn

n+1

tn−1 + 4kn + 2kn
≥ 22kn+2 − 4

n(tn−1 + 4kn + 2kn)
→∞ as kn →∞,

we can assume that kn was chosen so large that

snAn
sn + 3rn

≥ n+ 1. (9)

On the other hand,

card({1 ≤ j ≤ tn : ‖T je1‖ ≥ n+ 1})
tn

≥ jn
sn + 2rn + jn − 1

→ 1 as jn →∞.

Therefore, we can choose jn so large that

card({1 ≤ j ≤ tn : ‖T je1‖ ≥ n+ 1})
tn

≥ 1− 1

n
· (10)

It follows from (8) that dens({j ∈ N : ‖T je1‖ < δ}) = 1 for all δ > 0, that is, the orbit
of e1 is distributionally near to 0. And by (10), dens({j ∈ N : ‖T je1‖ ≥ k}) = 1 for all
k ∈ N, that is, the orbit of e1 is distributionally unbounded. Thus, e1 is a distributionally
irregular vector for T and T is DC1.

Finally, it follows from (9) that

1

N

N∑
j=1

‖T je1‖ ≥ n+ 1 whenever tn−1 + 4kn ≤ N ≤ tn + 4kn+1.

Thus,

lim
N→∞

1

N

N∑
j=1

‖T jx‖ =∞ for all x 6= 0,

which completes the proof.
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Remark 26. We have the following variation of the previous result: If X = c0(Z) or
X = `p(Z) for some 1 ≤ p ≤ ∞, then there exists an invertible operator T ∈ B(X) which
is distributionally chaotic of type 1 and satisfies

lim
N→∞

1

N

N∑
j=1

‖T jx‖ =∞ for all x ∈ X\{0}.

Indeed, it is enough to consider the bilateral weighted forward shift

T : (xn)n∈Z ∈ X 7→ (wn−1xn−1)n∈Z ∈ X,

where w1, w2, . . . are as in the previous theorem and wn := 1 for all n ≤ 0.

On the other hand, the next result shows that under a certain additional hypothesis
DC1 implies the existence of a residual set of absolutely mean irregular vectors.

Theorem 27. If T ∈ B(X) is distributionally chaotic of type 1 and the set
{
x ∈ X :

lim
n→∞

T nx = 0
}

is dense in X, then there is a residual set of absolutely mean irregular

vectors for T .

Proof. Since T is DC1, there is a residual set R1 consisting of vectors with distributionally
unbounded orbits. By Proposition 20(b),

lim sup
N→∞

1

N

N∑
j=1

‖T jx‖ =∞ for all x ∈ R1.

On the other hand, since
{
x ∈ X : lim

n→∞
T nx = 0

}
is dense in X, the set

Mk :=
{
x ∈ X : ∃N > k such that

1

N

N∑
j=1

‖T jx‖ < 1

k

}
is open and dense in X, for each k ∈ N. Therefore, R2 :=

⋂∞
k=1Mk is a residual set such

that

lim inf
N→∞

1

N

N∑
j=1

‖T jx‖ = 0 for all x ∈ R2.

Thus, R1 ∩R2 is a residual set consisting of absolutely mean irregular vectors for T .

Theorem 28. If T ∈ B(X) is Cesàro hypercyclic and the set
{
x ∈ X : lim

n→∞
T nx = 0

}
is

dense in X, then there is a residual set of absolutely mean irregular vectors for T .

Proof. Since T is Cesàro hypercyclic, there is a residual set R1 of Cesàro hypercyclic
vectors for T [28, 29]. In particular, for each x ∈ R1, there is a sequence (Nk) in N such
that ∥∥∥ 1

Nk

Nk∑
j=1

T jx
∥∥∥→∞ as k →∞.

Thus,

lim sup
N→∞

1

N

N∑
j=1

‖T jx‖ =∞ for all x ∈ R1.

15



As in the previous proof, since
{
x ∈ X : lim

n→∞
T nx = 0

}
is dense in X, there is a residual

set R2 such that

lim inf
N→∞

1

N

N∑
j=1

‖T jx‖ = 0 for all x ∈ R2.

Therefore, R1 ∩R2 is a residual set of absolutely mean irregular vectors for T .

Problem 29. Is there a Cesàro hypercyclic operator T such that the set
{
x ∈ X :

lim
n→∞

T nx = 0
}

is dense in X but T is not DC1?

Theorem 25 also shows that the converse to Proposition 20(a) is false in general. The
next result implies that the converse to Proposition 20(b) also fails.

Theorem 30. If X = c0(N) or X = `p(N) for some 1 ≤ p ≤ ∞, then there exists an
operator T ∈ B(X) which admits an absolutely mean irregular vector whose orbit is not
distributionally unbounded.

Proof. Our operator T will be a unilateral weighted forward shift on X with weight
sequence

w := (B1B2B3 . . .),

where each block Bn has the form

Bn :=
(

1, 1, . . . , 1︸ ︷︷ ︸
2kn−1 times

, 2, 2, . . . , 2︸ ︷︷ ︸
2kn times

, 1,
1

2
,
1

2
, . . . ,

1

2︸ ︷︷ ︸
2kn−1 times

,
n

2(n+ 1)

)
.

The numbers kn will be chosen inductively. For each n ∈ N, let bn := 4kn + 2kn , sn :=
b1 + · · ·+ bn and tn := sn−1 + 2kn − 1, where s0 := 0.

We start with k1 := 1, so that

B1 = (1, 2, 2, 1, 1/2, 1/4).

Suppose that n ≥ 2 and that k1, . . . , kn−1 have been chosen. Note that(
‖T je1‖

)
sn−1<j≤sn

=
( 1

n
,

1

n
, . . . ,

1

n︸ ︷︷ ︸
2kn−1 times

,
2

n
,
22

n
, . . . ,

22kn

n
,
22kn

n
,
22kn−1

n
, . . . ,

2

n
,

1

n+ 1

)
.

As kn →∞, we have that
sn−1 + 4kn

sn−1 + 2kn − 1
→ 0,

1

tn

tn∑
j=1

‖T je1‖ =

∑sn−1

j=1 ‖T je1‖+ 2kn−1
n

sn−1 + 2kn − 1
→ 1

n

and

1

sn

sn∑
j=1

‖T je1‖ =

∑sn−1

j=1 ‖T je1‖+ 2kn−1
n

+ 2(22kn+1−2)
n

+ 1
n+1

sn−1 + 4kn + 2kn
→∞.

Hence, we can choose kn large enough so that

sn−1 + 4kn
tn

<
1

n
, (11)
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1

tn

tn∑
j=1

‖T je1‖ <
2

n
(12)

and
1

sn

sn∑
j=1

‖T je1‖ > n. (13)

By (12) and (13), e1 is an absolutely mean irregular vector for T . By (11),

max
tn<N≤tn+1

card({1 ≤ j ≤ N : ‖T je1‖ ≥ 2
n
})

N
<
sn−1 + 4kn

tn
<

1

n
·

This implies that

lim
N→∞

card({1 ≤ j ≤ N : ‖T je1‖ ≥ δ})
N

= 0,

for every δ > 0. In particular, the orbit of e1 is not distributionally unbounded.

Remark 31. By arguing as in Remark 26, we obtain the following variation of the
previous theorem: If X = c0(Z) or X = `p(Z) for some 1 ≤ p ≤ ∞, then there exists
an invertible operator T ∈ B(X) which admits an absolutely mean irregular vector whose
orbit is not distributionally unbounded.

We close this section with the following question.

Problem 32. Is there an operator T which admits an absolutely mean irregular vector
but is not DC1?

6 Dense distributional chaos in Banach spaces

It was proved in [14] that if X is separable, T ∈ B(X), the set
{
x ∈ X : lim

n→∞
T nx = 0

}
is dense in X and there exist y ∈ X and A ⊂ N such that dens(A) > 0 and lim

j∈A
‖T jy‖ =∞,

then T has a dense distributionally irregular manifold. The following theorem improves
this result and has many consequences.

Theorem 33. Suppose that T ∈ B(X) satisfies

T nx→ 0 for all x ∈ X0, (14)

where X0 is a dense subset of X. If there exist y ∈ X and δ > 0 such that

dens({n ∈ N : ‖T ny‖ ≥ δ}) > 0, (15)

then T is distributionally chaotic of type 1. If, in addition, X is separable, then T has
a dense distributionally irregular manifold and, in particular, is densely distributionally
chaotic.

Proof. In view of (14), it follows from [14, Proposition 9] that the set R1 of all vectors
with orbits distributionally near to 0 is residual.

By (15), the constant C := dens({n ∈ N : ‖T ny‖ ≥ δ}) is strictly positive. Consider
the set

R2 := {x ∈ X : dens({n ∈ N : ‖T nx‖ ≥ δ/2}) ≥ C}.
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For each k ∈ N, the set

Mk :=
{
x ∈ X : ∃n > k with card

({
1 ≤ j ≤ n : ‖T jx‖ > δ − 1

k

})
> n

(
C − 1

k

)}
is open (clearly) and dense (because y + X0 is contained in it). Hence, R2 is a residual
set, since

R2 ⊃
∞⋂
k=1

Mk.

If z ∈ R1 ∩R2, then F ∗z,0 ≡ 1 and Fz,0(δ/2) < 1, that is, (z, 0) is a distributionally chaotic
pair of type 2 for T . By Theorem 2, T is distributionally chaotic of type 1.

In the case X is separable, [14, Theorem 15] guarantees that T has a dense distribu-
tionally irregular manifold.

Corollary 34. Let T ∈ B(X) be such that the set
{
x ∈ X : lim

n→∞
T nx = 0

}
is dense in X.

If T has an eigenvalue λ with |λ| ≥ 1, then T is distributionally chaotic of type 1.

Proof. Let y be an eigenvector of T associated to the eigenvalue λ. If δ := ‖y‖, then

dens({n ∈ N : ‖T ny‖ ≥ δ}) > 0.

Thus, by Theorem 33, T is distributionally chaotic of type 1.

Corollary 35. Let T ∈ B(X) be such that the set
{
x ∈ X : lim

n→∞
T nx = 0

}
is dense in X.

If T has a nontrivial periodic point, then T is distributionally chaotic of type 1.

Corollary 36. Let T ∈ B(X) be such that the set
{
x ∈ X : lim

n→∞
T nx = 0

}
is dense in X.

If T is Devaney chaotic, then T is distributionally chaotic of type 1.

Remark 37. In Corollaries 34, 35 and 36 we can conclude that T has a dense distribu-
tionally irregular manifold (hence it is densely distributionally chaotic) if X is separable.

The following result improves [5, Theorem 3.7].

Corollary 38. Assume X is complex and separable. Let {Tt}t≥0 be a C0-semigroup of
operators on X with infinitesimal generator (A,D(A)). If the following conditions hold:

(I) there is a dense subset X0 ⊂ X with lim
t→∞

Ttx = 0 for each x ∈ X0, and

(II) there is some λ ∈ σp(A) with <(λ) ≥ 0,

then {Tt}t≥0 has a dense distributionally irregular manifold.

Proof. Fix t0 > 0. By (I), lim
n→∞

(Tt0)
nx = 0 for each x ∈ X0. Moreover, by (II) and the

point spectral mapping theorem for C0-semigroups, et0λ ∈ σp(Tt0) and |et0λ| ≥ 1. Thus,
by Corollary 34 and Remark 37, the operator Tt0 has a dense distributionally irregular
manifold, which implies that the semigroup {Tt}t≥0 has a dense distributionally irregular
manifold [1, Remark 2].
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A map f : N → N is said to be srictly increasing if f(i) < f(j) whenever i < j.
Given f : N → N and g : N → N, we say that f and g are almost disjoint if the set
{k ∈ N : f(k) = g(k)} is finite and f(k) 6= g(k′) whenever k 6= k′. For each strictly
increasing map f : N→ N and each 1 ≤ p <∞, Tf : lp → lp is the operator given by

Tf (x1, x2, · · · ) := (xf(1), xf(2), · · · ).

As a consequence of Corollary 36, we solve the conjecture of [17].

Corollary 39. Let f1, f2, . . . , ft be strictly increasing pairwise almost disjoint functions

from N to N and let c1, c2, . . . , ct be real numbers. If T :=
t∑
i=1

ciTfi is Devaney chaotic on

lp, then T is densely distributionally chaotic.

Proof. Since the set
{
x ∈ `p : lim

n→∞
T nx = 0

}
is dense in `p and `p is separable, T is

densely distributionally chaotic.

The following result improves [14, Corollary 27] for Banach spaces.

Corollary 40. Let X be a Banach sequence space in which (en)n∈N is a basis. Let (ωn)n∈N
be a sequence of positive weights. Suppose that the unilateral weighted backward shift Bω

is an operator on X. If there exists a set S ⊂ N with dens(S) > 0 such that

∑
n∈S

( n∏
ν=1

ων

)−1
en converges in X, (16)

then Bω is densely distributionally chaotic.

Proof. Let

y :=
∑
n∈S

( n∏
ν=1

ων

)−1
en .

Then Bn−1
ω y = e1 + · · · for all n ∈ S. Since the functional x → x1 is continuous, there

exists ε > 0 such that ‖x‖ < ε implies |x1| < 1. Hence ‖Bn−1
ω y‖ ≥ ε for all n ∈ S.

Therefore,
dens({n ∈ N : ‖Bn

ωy‖ ≥ ε}) > 0.

Hence, by Theorem 33, Bω is densely distributionally chaotic.

Recall that T ∈ B(X) is said to have a perfectly spanning set of eigenvectors associated
to unimodular eigenvalues with respect to Lebesgue measure if for every subset A of T with
zero Lebesgue measure, the span of

⋃
λ∈T\A ker(T − λ) is dense in X.

Corollary 41. [9, Corollary 18] If T ∈ B(X) has a perfectly spanning set of eigenvec-
tors associated to unimodular eigenvalues with respect to Lebesgue measure, then T is
distributionally chaotic of type 1.

Proof. By [7] there exists a dense set X0 ⊂ X such that T nx → 0 for all x ∈ X0. Since
T has unimodular eigenvalues, Corollary 34 implies that T is distributionally chaotic of
type 1.
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7 DC3 in Banach spaces

Proposition 42. If T ∈ B(X) is distributionally chaotic of type 3, then the following
properties hold:

(a) The spectrum of T must intersect the unit circle.

(b) ‖T‖ > 1.

(c) There exists x ∈ X such that lim sup
N→∞

1

N

N∑
j=1

‖T jx‖ > 0.

(d) If X is a Hilbert space, then T is not hyponormal.

(e) T is not an m-isometry.

(f) If T is power bounded, then T is not supercyclic.

Proof. (a) Suppose that the spectrum σ(T ) of T does not intersect the unit cicle. By [20,
Lemma 6.3], if σ(T ) ⊂ D then limn→∞ T

nx = 0 for every x ∈ X, and if σ(T ) ⊂ C\D,
then limn→∞ ‖T nx‖ = ∞ for every nonzero x ∈ X. Otherwise, the sets σ1 := σ(T ) ∩ D
and σ2 := σ(T )∩ (C\D) form a partition of σ(T ) into nonempty closed sets. By the Riesz
decomposition theorem, there exist nontrivial T -invariant closed subspaces M1 and M2 of
X such that X = M1 ⊕M2, σ(T |M1) = σ1 and σ(T |M2) = σ2. Thus all orbits of T either
converge to 0 or diverge to ∞. In any case, we see that T is not DC3.

(b) Since T is DC3, there exist x ∈ X and δ > 0 such that FT,x,0(δ) < F ∗T,x,0(δ). This
implies that both sets A := {j ∈ N : ‖T jx‖ ≥ δ} and B := {j ∈ N : ‖T jx‖ < δ} are
infinite. Hence, for any j ∈ B, there exists nj ∈ A such that nj > j, and so

‖T nj−j‖ ≥ ‖T
nj−j(T jx)‖
‖T jx‖

=
‖T njx‖
‖T jx‖

> 1.

Therefore, ‖T‖ > 1.

(c) Since T is DC3, there exist x ∈ X and δ > 0 with FT,x,0(δ) < F ∗T,x,0(δ) ≤ 1. Since

card({1 ≤ j ≤ N : ‖T jx‖ ≥ δ})
N

≤ 1

δ

1

N

N∑
j=1

‖T jx‖, (17)

we obtain that lim sup
N→∞

1

N

N∑
j=1

‖T jx‖ > 0.

(d) It is well-known that any hyponormal operator T satisfies that the sequence (‖T nx‖)n∈N
is either increasing or eventually increasing or strictly decreasing, for any x ∈ X, which
implies that T cannot be DC3.

(e) As before, any m-isometry T is so that the sequence (‖T nx‖)n∈N is eventually increas-
ing, for every x ∈ X.

(f) If T is power bounded and supercyclic, then all orbits of T must converge to 0 [3,
Theorem 2.2] and, therefore, T is not DC3.
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Corollary 43. Let T ∈ B(X). If

lim
N→∞

1

N

N∑
j=1

‖T jx‖ = 0 for any x ∈ X,

then T is not distributionally chaotic of type 3.

Let us now give an example of a power bounded DC3 operator on the Hilbert space.
Note that a power bounded operator cannot be DC21

2
, since every DC21

2
operator is

Li-Yorke chaotic.

Example 44. There exists a DC3 operator T on the Hilbert space `2(N) which is power
bounded. In particular, T is not Li-Yorke chaotic.

Let (ei)i∈N be the canonical basis of `2(N). We select a fast increasing sequence (sn)n∈N
of positive integers so that s1 = 1 and limn→∞ sn/sn+1 = 0, we fix a constant α > 1, and
we define T : `2(N)→ `2(N) by

Tei =


ei+1, if i ∈ ∪n∈N ]sn, sn+1[ ,
1
α
ei+1, if i ∈ {s2n−1 : n ∈ N},

αei+1, if i ∈ {s2n : n ∈ N}.

It is not difficult to check that the following statements hold:

(a) T is a continuous linear operator on `2(N);

(b) ‖T n‖ = α for all n ∈ N;

(c) T ie1 = 1
α
ei+1 for i ∈

⋃
n∈N[s2n−1, s2n[ ;

(d) T ie1 = ei+1 for i ∈
⋃
n∈N[s2n, s2n+1[ .

It follows that T is power bounded. In particular, T is not Li-Yorke chaotic. For any
δ ∈ ]1/α, 1[ , property (c) implies that

F ∗T,e1,0(δ) ≥ lim sup
n→∞

1

s2n
card({1 ≤ i ≤ s2n : ‖T ie1‖ < δ})

≥ lim sup
n→∞

s2n − s2n−1
s2n

= 1,

and property (d) implies that

FT,e1,0(δ) ≤ lim inf
n→∞

1

s2n+1

card({1 ≤ i ≤ s2n+1 : ‖T ie1‖ < δ})

≤ lim inf
n→∞

s2n
s2n+1

= 0.

Thus, T is distributionally chaotic of type 3.

As we have just seen, in general, DC3 does not imply Li-Yorke chaos. The next
theorem, which complements Theorem 8, shows that under a certain additional condition
DC3 actually implies DC1.
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Theorem 45. If T ∈ B(X) and there exists a dense set X0 ⊂ X such that

T nx→ 0 for all x ∈ X0,

then properties (i)–(vi) in Theorem 8 are also equivalent to:

(vii) T is distributionally chaotic of type 3;

(viii) T admits a distributionally chaotic pair of type 3.

Proof. It is enough to prove that (viii) ⇒ (iii). By (viii), there exist y ∈ X and δ > 0
such that FT,y,0(δ) < 1, which is equivalent to dens({n ∈ N : ‖T ny‖ ≥ δ}) > 0. Thus, by
Theorem 33, T is distributionally chaotic of type 1.

Corollary 46. Let X be a Banach sequence space in which (en) is a basis ([22], Section
4.1). Suppose that the unilateral weighted backward shift

Bw(x1, x2, x3, . . .) := (w2x2, w3x3, w4x4, . . .)

is an operator on X. Then Bw is DC3 if and only if Bw is DC1.

Proof. Since the orbit of any sequence with finite support converges to zero, we can apply
the above theorem.

Remark 47. Note that the operator constructed in Example 44 is a unilateral weighted
forward shift on `2(N). Thus, such a shift can be DC3 and not DC21

2
, contrary to what

happens in the case of unilateral weighted backward shifts (Corollary 46).

Example 48. There exist mixing operators which are not DC3.

(A) Let T ∈ B(`1(N)) be one of the operators considered in Example 23 ((A) or (B)).
We know that T is mixing and absolutely Cesàro bounded. By Corollary 21, T is
not DC21

2
. Since the set {x ∈ `1(N) : lim

n→∞
T nx = 0} is dense in `1(N), we conclude

from Theorem 45 that T is not DC3.

(B) The example from [33] mentioned in Example 23 (C) is mixing and, since for each
x ∈ `p(υ) and each ε > 0,

lim
n→∞

card({1 ≤ j ≤ n : ‖Bjx‖ < ε})
n

= 1,

we have that B is not DC3.

Example 49. There exist invertible DC1 operators T such that T−1 is not DC3.

(A) Let T be the bilateral weighted forward shift on `1(Z) with weights

wk := 2 for k < 1, wk :=
2k − 1

2k
for k ≥ 1.

Since lim
n→∞

n∏
i=1

wi = 0 and
∑
n∈N

(
0∏

i=−n+1

wi

)−1
e−n converges in `1(Z), it follows from

[14, Corollary 31] that T is DC1. Now, T−1 is the bilateral weighted backward shift
on `1(Z) with weights

λn :=
1

wn−1
(n ∈ Z),

and this operator is absolutely Cesàro bounded [25]. Since the set {x ∈ `1(Z) :
lim
n→∞

T−nx = 0} is dense in `1(Z), T−1 is not DC3.
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(B) In [26, Corollary 7] it was shown that there exists an invertible operator T on `2(N)
of the form T = I +K, with K compact, such that T is DC1, but T−1 is not DC1.
The proof actually yields that T−1 is not DC3.

We leave two more open problems. The first one is a stronger version of Problem 17.

Problem 50. Is there a Devaney chaotic operator on a Banach space which is not DC3?

The second one might seem surprising, because any notion of chaos is not compatible
with linearity in finite dimensional spaces.

Problem 51. Is there a DC3 operator on a finite dimensional space?

Remark 52. Concerning the last problem, it is not difficult to show that any finite
dimensional operator whose matrix on an orthonormal basis has the Jordan form cannot
be DC3. It is true that every matrix is similar to a Jordan model, but we also don’t know
whether DC3 is invariant under similarities. We should mention that, even in the case
that we have an invariant subspace for which all the orbits are bounded, this fact does
not avoid in principle the possibility that DC3 is satisfied.

We conclude with a diagram that contains the implications that we know, under the
assumption that there is a dense subset of vectors whose orbits converge to 0.

Remark: If {x : T nx→ 0} is a dense set of X, then:

DC1≡ DC2≡ DC21
2
≡ DC3

Devaney chaotic

UFH

RH

w-mixing

H

Li-Yorke

Figure 2: Implications between different definitions related with hypercyclicity and caos
in Banach spaces when {x : T nx→ 0} is a dense set of X.
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[8] F. Bayart and É. Matheron, Dynamics of Linear Operators, Cambridge University
Press, Cambridge, 2009.

[9] F. Bayart and I. Z. Ruzsa, Difference sets and frequently hypercyclic weighted shifts,
Ergodic Theory Dynam. Systems 35 (2015), no. 3, 691–709.

[10] M. J. Beltrán, Operators on weighted spaces of holomorphic functions, PhD Thesis,
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